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Preface

This manual is a guidebook that compiles the messages generated during PRIMECLUSTER environment setup and operation.

Target Readers

This manual is intended for all users who use PRIMECLUSTER and perform cluster system installation and operation management. It is
also intended for programmers who develop applications that operate on PRIMECLUSTER.

Configuration of This Documentation

This manual is organized as follows.

Chapter title

Description

Chapter 1 Message Search Procedure

This chapter describes the message types and reference sections.

Chapter 2 Installation Messages

This chapter describes error messages that are displayed during
installation.

Chapter 3 GUI Messages

This chapter describes the messages that are displayed during
setup operations with Cluster Admin.

Chapter 4 FJSVcluster-format Messages

This chapter describes general messages that are displayed
during PRIMECLUSTER environment setup and operation, as
well as corrective actions for those messages.

Chapter 5 CF Messages

This chapter describes the CF-related messages and corrective
actions for those messages.

Chapter 6 RMS Messages

This chapter describes the RMS-related messages and corrective
actions for those messages.

Chapter 7 Command Execution Messages

This chapter describes messages that are displayed when
specific commands are executed.

Chapter 8 Smart Workload Recovery Messages

This chapter describes the Smart Workload Recovery-related
messages and corrective actions for those messages.

Appendix A CF Reason Code Table

This appendix lists the CF reason codes.

Appendix B Solaris/Linux ERRNO Table

This appendix lists the ERRNOSs for Solaris and Linux.

Appendix C Release Information

This appendix lists the main changes in this manual.

Operating System Notations

This manual contains descriptions that apply only to a certain operating system. Such operation system-specific descriptions are identified
with special notations as shown below.

A description without a notation applies to both the Solaris (TM) operating system (referred to as "Solaris" in this manual) and Linux.

Operating system Notation

"Solaris"
or
"(Solaris)"

Oracle Solaris

"Linux"
or
"(Linux)"

Linux

If, for clarification, a notation indicating that | "Solaris/Linux"
the information applies to both operating or
systems is necessary "(Solaris/Linux)"




Related Documentation
Refer to the following manuals as necessary when setting up the cluster:
- PRIMECLUSTER Concepts Guide
- PRIMECLUSTER Installation and Administration Guide
- PRIMECLUSTER Installation and Administration Guide FUJITSU Cloud Service K5
- PRIMECLUSTER Installation and Administration Guide Cloud Services
- PRIMECLUSTER Web-Based Admin View Operation Guide
- PRIMECLUSTER Cluster Foundation (CF) Configuration and Administration Guide
- PRIMECLUSTER Reliant Monitor Services (RMS) with Wizard Tools Configuration and Administration Guide
- PRIMECLUSTER Reliant Monitor Services (RMS) Reference Guide
- PRIMECLUSTER Reliant Monitor Services (RMS) Troubleshooting Guide
- PRIMECLUSTER Global Disk Services Configuration and Administration Guide
- PRIMECLUSTER Global File Services Configuration and Administration Guide
- PRIMECLUSTER Global Link Services Configuration and Administration Guide: Redundant Line Control Function

- PRIMECLUSTER Global Link Services Configuration and Administration Guide: Redundant Line Control Function for Virtual NIC
Mode

- PRIMECLUSTER Global Link Services Configuration and Administration Guide: Multipath Function
- PRIMECLUSTER DR/PCI Hot Plug User's Guide

- PRIMECLUSTE Easy Design and Configuration Guide

- FJQSS (Information Collection Tool) User's Guide

- RC2000 User's Guide

Conventions
Notation
Prompts

Command line examples that require system administrator (or root) rights to execute are preceded by the system administrator
prompt, the hash sign (#). Entries that do not require system administrator rights are preceded by a dollar sign ($).

Manual page section numbers

In manuals, helps, and messages of PRIMECLUSTER, a section number in a manual page is shown in parentheses after acommand
name or a file name. Example: cp(1)

For Linux, or Oracle Solaris 11.4 or later, replace the section numbers as follows:
-"(AM)" to "(8)"

-"(4)" to "(5)"

-"(5)" to "(7)"

-"(7)" to "(4)"

The keyboard

Keystrokes that represent nonprintable characters are displayed as key icons such as [Enter] or [F1]. For example, [Enter] means
press the key labeled Enter; [Ctrl-b] means hold down the key labeled Ctrl or Control and then press the [B] key.

Typefaces

The following typefaces highlight specific elements in this manual.



Typeface Usage
Constant Width Computer output and program listings; commands, file names, manual page
names and other literal programming elements in the main body of text.
Italic, <Italic> Variables that you must replace with an actual entered value.
<Constant Width> Variables that you must replace with an actual displayed value.
Bold Items in a command line that you must type exactly as shown.
"Constant Width" The title, documentation, screen, and etc of lookup destination.
[Constant Width] Tool bar name, menu name, command name, button name, and icon names
Example 1

Several entries from an /etc/passwd file are shown below:

root:x:0:1:0000-Admin(0000):/:

sysadm:x:0:0:System Admin.:/usr/admin:/usr/sbin/sysadm
setup:x:0:0:System Setup:/usr/admin:/usr/sbin/setup
daemon:x:1:1:0000-Admin(0000):/:

Example 2
To use the cat(1) command to display the contents of a file, enter the following command line:
$ cat file

Notation symbols

Material of particular interest is preceded by the following symbols in this manual:

E’) Point

© 0000000000000 000000000000000000000000000000000000O0OCL0COCOCOCOCOCCOCCCOCOCOCOCOCOC0C00C0000C0C0C0C0COCOCO0CO0C0CO0CIO0CIOCIOCOCEOCEEOEE

Contains important information about the subject at hand.

© 000000000000 0000000000000000000000000000000000000000OCOCL0COCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0COCOCOCOCO0CO0CIOCIOCIOCESS

Qﬂ Note

Describes an item to be noted.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000O0COCLOCOCOCOCOCOCOCCOCCCOCOCOCOCOCOCOC00C0000C0C0C0C0C0C0C000000000CLGCSE

Describes operation using an example.

© 000000000000 0000000000000000000000000000000000000000OCOCL0COCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0COCOCOCOCO0CO0CIOCIOCIOCESS

,ﬂ Information

2 See

© 0000000000000 000000000000000000000000000000000000OCOC0COCOCOCOCOCCCOCOCOCOCOCOCOCOC0C0CC0C0C00C0C0COCOCOCOCO0CO0C0CO0CIO0CIO0CIOCOCOCEEOEE

Provides the names of manuals to be referenced.

© 000000000000 0000000000000000000000000000000000000000OCOCL0COCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0COCOCOCOCO0CO0CIOCIOCIOCESS

Abbreviations
Oracle Solaris is abbreviated as Solaris, Solaris Operating System, and Solaris OS.

Red Hat Enterprise Linux is abbreviated as RHEL.



RHEL is described as Linux.

Red Hat OpenStack Platform is abbreviated as RHOSP.

FUJITSU Hybrid IT Service Ficloud-O is abbreviated as Fcloud-O.

FUJITSU Hybrid IT Service Ficloud-V is abbreviated as Fcloud-V.

FUJITSU Hybrid IT Service for Microsoft Azure is abbreviated as "for Azure."
FUJITSU Hybrid IT Service for AWS is abbreviated as "for AWS."

FJcloud-V sold by FUJITSU LIMITED and NIFCLOUD sold by FUJITSU CLOUD TECHNOLOGIES LIMITED are abbreviated
as "NIFCLOUD" in this manual.

"for Azure" sold by FUJITSU LIMITED and Microsoft Azure sold by Microsoft Corporation in the United States are abbreviated
as "Azure" in this manual.

"for AWS" sold by FUJITSU LIMITED and AWS (Amazon Web Services) sold by Amazon.com, Inc. are abbreviated as "AWS"
in this manual.

Export Controls

Exportation/release of this document may require necessary procedures in accordance with the regulations of your resident country and/or
US export control laws.

Trademarks
UNIX is a registered trademark of The Open Group in the United States and other countries.
Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their respective owners.
Red Hat and Red Hat Enterprise Linux are registered trademarks of Red Hat, Inc. in the U.S. and other countries.
Linux(R) is the registered trademark of Linus Torvalds in the U.S. and other countries.
Amazon Web Services is a registered trademark of Amazon.com, Inc. or its affiliates in the United States and/or other countries.
Microsoft, Azure, Internet Explorer, and Windows are trademarks of the Microsoft group of companies.
Fujitsu SPARC M12 is sold as SPARC M12 by Fujitsu in Japan.
Fujitsu SPARC M12 and SPARC M12 are identical products.
Fujitsu M10 is sold as SPARC M10 by Fujitsu in Japan.
Fujitsu M10 and SPARC M10 are identical products.
Other product names are product names, trademarks, or registered trademarks of these companies.
Requests
- No part of this documentation may be reproduced or copied without permission of FUJITSU LIMITED.

- The contents of this documentation may be revised without prior notice.
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IChapter 1 Message Search Procedure

This chapter describes the message reference section. Read this chapter before searching for messages. This chapter describes the following
information:

- Message reference sections arranged by operation

- ldentifying syslog messages

1.1 Message Reference Sections Arranged by Operation

Figure 1.1 To check a message, locate the appropriate reference section in this manual based on the operation
that you were performing when the message was output. Select the target operation shown in the flow diagram
below and go to the corresponding reference section. Message reference sections arranged by operation.

Which operation was being performed
when the message was output ?

— PRIMECLUSTER installation Ly (T
ik

Goto “Chapter 2 Installation Messages.”

Setup Operation
with Cluster Admin [ |[=_11

The following operations: =

- Resource database configuration Goto “Chapter 3 GUl Messages.”
* Cluster application setup

Execution of specific BEr: camal
— commands —
£
When you execute the following commands:
- cfconfig - cipconfig Go to “Chapter 7 Messages at Executing
- cftool - reqeonfig Commands.”
‘rcqquery - panicinfo_setup
- cfbackup - cfrestore
- wgcnfclient - clrwzconfig
‘pclsnap - wvstat
- clallshutdown - sfrpdupoweraon
All ocperations
| S -
from setup to operation
.| Messages ocutput to
the log file :
Goto “1.2 ldentifying syslog Messages.”
Messages displayed aw- e
on the console -
il

Goto “6.3 Console error messages.”




1.2 Identifying syslog Messages

Various messages are output to the syslog file during system setup and operation. The figure below shows the categories of the messages

that are output to the syslog file and the corresponding reference sections in this manual.

Figure 1.2 syslog message categories and corresponding reference sections

What is the message format? I

This section explains how to identify which of the above formats applies to a message. Follow the procedure described below to check which

—| FJSVcluster format — Goto
“Chapter 4 FJ5Vcluster Format Messages.”
— LOG3 format I

» CF — Goto “5.1 CF Messages.”
» SF — Goto “5.2 Shutdown Facility Messages.”
» RMS — Goto “6.1 RMS Messages.”

LRMSWizards — Goto “6.2 RMS Wizards Messages.”

—| Other formats I — Goto “1.2.3 Other Formats.”

format applies to the message to be checked, and to find out the corresponding reference section.

Identifying FIJSVcluster, LOG3, and other formats

You can identify the message format by checking whether the "FISVcluster” or "LOG3" character string is in the message.

(1)

(2)

3)

Identify format by checking
The message begins with the thiz location.

date and time. /

Sep 30 10:22:57 fuji2 cldelfaultrsc[4553]: [ID 350514 daemon.nokte] [FJSVcluster: [INFO:
cldelfaultrsc: 2701: A failed resource has recovered. SysMode:f]i

Sep 30 10:22:57 fuji2 : [ID 748625 daemaon.notice] 11280433??1080023 4 5 0 41

RMS (WRP, 37): NOTICE: The package parameters of the package <SMAVWRrms= on the
remote host <fuji3RMS= are: Version = <4 1A10>, Load = <40=_

Sep 30 10:29-41 fuji2 sfdsk: [ID 391805 kern.notice] SDX:sdxserd:

INFO: RootClass2: starting up class




- If the character string "FJSVcluster" is found ((1) in the figure)
->"1.2.1 FJSVcluster Format™

- If the character string "LOG3" is found ((2) in the figure)
->"1.2.2 LOG3 Format "

- If neither "FJSVcluster" nor "LOG3" is found ((3) in the figure)
->"1.2.3 Other Formats™

See the descriptions of the individual formats.

_-ﬂ Information

Interpreting the message header section

The information items shown below are output to the message header section.

Date/time Node name Errvor ID Facility Severity

| | | ||
Sep 30 10:28:22 fuji2 cf drv: [ID 520048 kem.info] LOG3.011280437021080024 10075 0 1.0
cheventlog CF. (TRACE). CFSF node leaving cluster failure passed to ENS: fujisRMS. (#0000 1)

Message text

The facility types are as follows:

- kern: Indicates a message output from the kernel.

- daemon: Indicates a message output from a daemon.

- user: Indicates a message output from a user process.
The severity levels are as follows:

- emerg: Abnormal termination of the system

- alert: Serious error (immediate action necessary)

- crit: Serious error (early action necessary)

- error: Error (action necessary)

- warning: Warning

- notice: Notice

- info: Information

- debug: Debugging

1.2.1 FJISVcluster Format

If the format is identified as the FISVcluster format, check the "severity" and "message number" in the message, and see "Chapter 4
FJSVcluster Format Messages.” The messages are grouped by severity level and arranged in message number sequence.




Severity

|
Sep 30 10:22:57 fuji2 cldelfaultrsc[4553]: [ID 350514 daemon.notice] FJSVcluster: : INI]-'D:
cldelfaultrsc: 2701: A failed resource has recovered. SysModefujidRMS

Message number Message text

The following table describes the severity levels.

Severity Meaning

HALT Indicates a message that reports abnormal termination of a
function.

QUESTION Indicates a message that demands a response.

INFO Indicates a message that reports information such as the operation
status.

WARNING Indicates a message that reports the occurrence of an error that
does not result in abnormal termination.

ERROR Indicates a message that reports the occurrence of an error that
causes abnormal termination.

_ﬂ Information

9 2002.08-20 20:20:03

FJSVYcluster: ERROR: clrms: 6750: A resource has faul
ted. SysHode:cyclamenRMS userfpplication:userpp [~
_0 Resource:MountPoint001_Share_Fsystemi =

Ok

1.2.2 LOG3 Format

If the format is LOG3, identify whether the message is a CF, SF, or RMS message.

Identifying CF, SF, and RMS messages

Identify the message type by checking the last 7 digits of the character string that starts with "LOG3.", which is enclosed in the box in the
figure below. In many cases, the "CF," "SMAWSsT," or "RMS" character string is output in the message and provides another way to identify
the message type.



Identify format by checking
this location.

(1) | Sep3010:28:22 fuji2 cf_drv: [ID 520048 kern.info] LOG3.01128043T02|]UB[][124| 100
cfeventlog (TRACE): CFSF node leaving cluster failure passed to ENS: fupi3. @#@000 1)

Sep 30 10:28:22 fuji2 :[ID 702911 daemon.notice] LOG3.0112804370201080025 5 &0
(2) | 41410 |SMAWSsF :The RCSF-CF has received EVENT_MNODE_LEFTDOWN_COMBO
Sep 30 10:22:57 fuji2 :[ID 748625 daemon.notice] LOG3.0112804337701080023 174 &5 0 41

(3) | RMS (WRP, 37): MOTICE: The package parameters of the package <
remote host <fuji3RMS= are: Version = <4.1A10=_ Load = <40=.

VIAWRrms= on the

Identify the type by checking this location.
- If the number is "1080024"
-> CF message ((1) in the figure)
- If the number is 1080028
-> SF message ((2) in the figure)
- If the number is "1080023"
-> RMS message ((3) in the figure)

CF message

If you identify the message as a CF message, check the message text and see "Chapter 5 CF Messages." The messages are presented in
alphabetical sequence.

Sep 30 10:28:22 fuji2 cf _drv: [ID 520048 kern.info] LOG3.011280437021080024 10075 0 1.0
cfeventlog  CF: (TRACE): CFSF node leaving cluster failure passed to ENS: fujidRMS. (#0000 1)

Message text

SF message

If you identify the message as a SF message, check the message text and see "'5.2 Shutdown Facility Message." The messages are presented
in alphabetical sequence.

Sep 30 10:28:22 fujiz :[ID 702911 daemon.notice] LOG3.011280437021080028 10 & &0
41410  SMAWSE :The RCSF-CF has received EVENT NODE_LEFTDOWMN COMBO

Message text

RMS message
There are two types of RMS messages:
- RMS messages
- RMS Wizard tool messages
RMS messages

An RMS message is a message in which the character string "RMS" and a message number with the format (XXX, 99)" are output. The
"XXX" portion of the message number "(XXX, 99)" indicates the RMS component name.



Check the message number, and see "6.1 RMS Messages." For each RMS component name, the messages are presented in numerical order.

Message number

\

Sep 30 1[]:35:11"\ﬁ.|ji2 ([ID 748625 daemon.notice] LOG3.011280441711080023 4 5 0 41
(WRP, 37): MOTICE: The package parameters of the package <SMAWRrms:> on the
remote host <fuji3BMS= are: Version = <4 1A10=_ Load = <40=.

Message text

RMS Wizard tool messages

An RMS Wizard tool message is a message in which the character string "RMSWT" is output. Check the message text, and see "6.2 RMS
Wizard Messages ." The messages are presented in alphabetical sequence for each severity. In many cases, the severity is output in the
message text.

Sep 30 10:56:34 fujiz :[ID 748625 daemon.notice] LOG3.011280453941080023 9 5 0 4.1
EMSWT : - MOTICE: enable resource detection for Cmdline

Message text

;ﬂ Information

Messages to be monitored

Even the messages with "notice"” as the severity level include messages that should be monitored from the viewpoint of operation and
administration tasks.

For example, "Status transition will begin," which is a "notice" level message, is output if a failover occurs. However, this message indicates
that some sort of error occurred in the operating server and immediate action is required. Therefore from the viewpoint of operation and
administration tasks, this is a message that should be monitored.

Shown below are examples of messages that should be monitored.
- Messages that indicate the start of switchover processing
RMS messages (US, 35), (US, 17), (US, 18), and (US, 26) fall into this category.

Output example:

Dec 3 20:20:18 fuji2 : [ID 748625 daemon.notice] LOG3.010704504181080023 11 5 0 4.1 RMS (US, 35): NOTICE:
uap_sysl: starting Standby processing.

Dec 3 20:30:08 fuji2 : [ID 748625 daemon.notice] LOG3.010704510081080023 11 5 0 4.1 RMS (US, 17): NOTICE:
uap_sysl_sc: starting Online processing.

Dec 3 21:33:51 fuji2 : [ID 748625 daemon.notice] LOG3.010704548311080023 11 5 0 4.1 RMS (US, 18): NOTICE:
uap_sysl_sc: starting Offline processing.

Dec 5 14:46:25 fuji2 : [ID 748625 daemon.notice] LOG3.010706031851080023 25 5 0 4.1 RMS (US, 26): NOTICE:
userApp_1: Fault processing finished!

- Messages that indicate the end of mode switchover processing

RMS messages (US, 36), (US, 16), (US, 21), (US, 40), and (US, 30) fall into this category.



1.2.

Output example:

Dec 5 15:17:45 fuji2 : [ID 748625 daemon.notice] LOG3.010706050651080023 25 5 0 4.1 RMS (US, 36): NOTICE:
userApp_1: Standby processing finished!

Dec 5 15:30:57 fuji2 : [ID 748625 daemon.notice] LOG3.010706058571080023 25 5 0 4.1 RMS (US, 16): NOTICE:
userApp_0: Online processing finished!

Dec 5 15:31:43 fuji2 : [ID 748625 daemon.notice] LOG3.010706059031080023 11 5 0 4.1 RMS (US, 21): NOTICE:
userApp_2: Offline processing finished!

Dec 5 18:51:40 fuji2 : [ID 748625 daemon.notice] LOG3.010706179001080023 11 5 0 4.1 RMS (US, 40): NOTICE:
userApp_0: Offline processing due to hvshut finished!

Dec 5 14:46:29 fuji2 : [ID 748625 daemon.notice] LOG3.010706031891080023 11 5 0 4.1 RMS (US, 30): NOTICE:

userApp_1: Offline processing after Fault finished!

[Note]
- A message indicating switching of the local node is output to both the operating system and the standby system.

- Messages are also output during normal startup and shutdown, and not only during failover.

3 Other Formats

This manual does not describe messages that are not FJSVcluster-format or LOG3-format messages.

CF messages, Global Disk Services (hereinafter GDS), Global File Services (hereinafter GFS), and Global Link Services (hereinafter GLS)
messages can be identified as described below. See the corresponding manuals for these messages.

CF messages

A message containing the character string "CF" is a CF message.

For details, see "Chapter 5 CF Messages."

GDS messages

A message containing the character string "SDX:" or "sfdsk:" is a GDS message.

For details, see "GDS Messages" in "PRIMECLUSTER Global Disk Services Configuration and Administration Guide."
GFS messages

A message containing the character string "sfcfs" or "sfxfs" is a GFS message.

For details, see "List of Messages" in "PRIMECLUSTER Global File Services Configuration and Administration Guide."
GLS messages

A message containing the character string "hanet" is a GLS message.

For details, see "Messages and corrective actions" in "PRIMECLUSTER Global Link Services Configuration and Administration
Guide: Redundant Line Control Function."



IChapter 2 Installation Messages

This chapter describes the messages that are output during PRIMECLUSTER installation.

Listed below are the reference sections for the installation and uninstallation operations in each operating system. In each reference section,
the messages are described in alphabetical sequence.

os Reference section
Solaris "2.1 Error Messages for Installation Script (Solaris)"
(O] ""2.2 Error Messages for Installation Script (Linux) "
""2.3 Error Messages for Uninstallation Script (Linux) "

2.1 Error Messages for Installation Script (Solaris)

The messages for the installation script are described in alphabetical sequence.

ERROR: Installation was failed.

Content:

The product installation failed.

Corrective action:
Refer to the following log files to investigate the cause of the installation failure:
Ivar/sadm/install/logs/cluster_install.1 (log file of CD1)
Ivar/sadm/install/logs/cluster_install.2 (log file of CD2)
Ivar/sadm/install/logs/cluster_install.3 (log file of the SUPPLEMENT CD)

Next, refer to "Software Uninstallation” in the Installation Guide for PRIMECLUSTER and remove all packages, and then execute the
"cluster_install" command again.

ERROR: Please install the first CD-ROM at first.

Content:

The first CD-ROM has not been installed.

Corrective action:
Wait until installation of the first CD-ROM is completed before installing the second or third CD-ROM.

ERROR: Please install the GUI packages of the first CD-ROM at first.

Content:
The GUI packages in the first CD-ROM have not been installed.

Corrective action:
Wait until installation of the GUI packages in the first CD-ROM is completed before installing the GUI packages in the second or third

CD-ROM.
ERROR: This installation is running now.

Content:

The "cluster_install" command is already running.

Corrective action:

Wait until the command is done, and execute it again.



ERROR: This software needs Solaris 8 or later.
Content:

There was an attempt to execute the "cluster_install" command but the OS version of the machine is earlier than Solaris 8.

Corrective action:

Update the OS version to Solaris 8 or later, and then execute the "cluster_install" command again.

ERROR: This software needs <sparc> architecture.
Content:

There was an attempt to execute the “cluster_install" command but the CPU type of the machine is not sparc.

Corrective action:

Execute the "cluster_install" command on machine that has sparc as the CPU type.

ERROR: To use this installer you will need to be the root user.
Content:

The user who executed the cluster_install command does not have the system administrator privilege.

Corrective action:

Execute the "cluster_install" command by using the system administrator privilege.

Warning: The package <FJSViomp> has not been installed.
Content:

The FISViomp package has not been installed in the system.

Corrective action:

After the installation with the "cluster_install" command is completed, install the FISViomp package by using the "pkgadd(1M)"
command.
Warning: The package <FJSVsnap> has not been installed.

Content:

The FIJSVsnap package has not been installed in the system.

Corrective action:
After the installation with the "cluster_install" command is completed, install the FISVsnap package by using the "pkgadd(1M)"
command.

Warning: The package <SMAWccbr> has not been installed.

Content:

The SMAWCccbr package has not been installed in the system.

Corrective action:
After the installation with the "cluster_install" command is completed, install the SMAWcchr package as follows:
1. Insert the PRIMECLUSTER CD1 disc into the CD-ROM drive.
2. Execute the following commands:

# cd /cdrom/cdrom0/Tool <Return>

# ./cluster_install -p CCBR <Return>



2.2 Error Messages for Installation Script (Linux)

The messages for the CLI Installer are described in alphabetical sequence.

ERROR: /tmp needs <TMP_LEAST> KB at least
Content:

The unused area in the /tmp file system is too small.

Corrective action:

Allocate at least <TMP_LEAST> KB of space to the /tmp file system, and then execute the command again.

ERROR: </usr/sbin/dmidecode> command not found
Content:

</usr/shin/dmidecode> command has not been installed in the target system.

Corrective action:

Check that the OS has been installed with the correct procedure.

ERROR: /var needs <VAR_LEAST> KB at least
Content:

The unused area in the /var file system is too small.

Corrective action:

Allocate at least <VAR_LEAST> KB of space to the /var file system, and then execute the command again.

ERROR: CF driver is loaded
Content:
The CF driver has been loaded.

Corrective action:

Unload the CF driver, and then execute the command again. For details, see "PRIMECLUSTER Cluster Foundation (CF) Configuration
and Administration Guide."

ERROR: failed: rpm *
Content:

Execution of the rpm command failed.
Corrective action:

Refer to the log file, and correct the problem that caused the error. Then execute the command again.

ERROR: Failed to install FIQSS<Information Collection Tool>
Content:
Installation of FJQSS failed.

Corrective action:

Collect the following information and contact field engineers.

- [tmpffjgssinstaller.log

ERROR: internal error: *

-10 -



Content:

An internal error occurred.

Corrective action:

Record this message and contact field engineers.

ERROR: no package of product <PROD> on CDx
Content:

CDx does not contain the package of the <PROD> product.

Corrective action:

Insert the correct CD in the CD-ROM drive, and then execute the command again.

ERROR: no package of product set <PSET> on CDx
Content:

CDx does not contain the package of the <PSET> product set.

Corrective action:

Insert the correct CD in the CD-ROM drive, and then execute the command again.

ERROR: platform <PLAT> not supported
Content:
PRIMECLUSTER does not support this platform.

Corrective action:
Check whether the execution environment supports the conditions described in "Operating Environment™ in the Installation Guide for
PRIMECLUSTER. If the conditions are satisfied, record this message and contact field engineers.

ERROR: please install the first CD-ROM at first

Content:

Install the product from CD1.

Corrective action:

Insert CD1 in the CD-ROM drive, and then execute the command again.

ERROR: product <PROD> on platform <PLAT> not supported
Content:

This platform does not support installation of the <PROD> product.

Corrective action:
Check that the command option specifications are correct. If they are, check whether the execution environment satisfies the conditions
described in "Operating Environment" in the Installation Guide for PRIMECLUSTER. If the conditions are satisfied, record this
message and contact field engineers.

ERROR: product <PROD1> and <PROD2> contains the same package <PKG>

Content:

The <PROD1> and <PROD2> products cannot be installed at the same time because they contain a common package <PKG>.

Corrective action:

The <PROD1> and <PROD2> products cannot be specified in the options at the same time.
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ERROR: product set <PSET> on platform <PLAT> not supported
Content:

This platform does not support installation of the <PSET> product set.

Corrective action:

Check that the command option specifications are correct. If they are, check whether the execution environment satisfies the conditions
described in "Operating Environment" in the Installation Guide for PRIMECLUSTER. If the conditions are satisfied, record this
message and contact field engineers.

ERROR: syntax error
Content:

An inappropriate option was specified.

Corrective action:

Specify the option correctly, and then execute the command again.

ERROR: syntax error ( <PSET> <PLAT>)
Content:
An inappropriate option was specified.

This platform does not support installation of the <PSET> product set.

Corrective action:

Check that the command option specifications are correct. If they are, check whether the execution environment satisfies the conditions
described in "Operating Environment" in the Installation Guide for PRIMECLUSTER.

ERROR: the installation process is running now
Content:

Another installation process is running.

Corrective action:
Wait until the other installation process ends, and then execute the command again.

If this message is displayed even if another installation process is not running, delete the /tmp/cluster_install and /tmp/cluster_uninstall
flag files, and then execute the command again.

ERROR: to use this installer you will need to be the root user
Content:

The command was executed with a privilege other than the system administrator privilege.

Corrective action:

Execute the command with the system administrator privilege.

INFO: no package to update
Content:

The package found on the CD will not be installed because a package that is the same or newer than the package found on the CD is
already installed in the system.

Corrective action:

To install the package found on the CD, delete PRIMECLUSTER from the target system according to the "Software Uninstallation"
described in the Installation Guide for PRIMECLUSTER, and then execute the command again.
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INFO: The installation process stopped by user request
Content:

The installation process was stopped by a user request.

Corrective action:

To execute the installation, execute the command again.

Installation failed
Content:

Installation failed.

Corrective action:
See the error message and the log file, and correct the problem causing the error. Then execute the command again.
Please see the following log file.
Ivar/log/install/cluster_install
Content:

See the /var/log/install/cluster_install log file.

Corrective action:
See the log file, and correct the problem causing the error. Then execute the command again.
Please see the following log file.
/var/log/install/cluster_install.x
Content:

See the /var/log/install/cluster_install.x log file.

Corrective action:

See the log file, and correct the problem causing the error. Then execute the command again.

2.3 Error Messages for Uninstallation Script (Linux)

The messages for the CLI Uninstaller are described in alphabetical sequence.

ERROR: /tmp needs <TMP_LEAST> KB at least
Content:

The unused area in the /tmp file system is too small.
Corrective action:

Allocate at least <TMP_LEAST> KB of space to the /tmp file system, and then execute the command again.

ERROR: /var needs <VAR_LEAST> KB at least
Content:

The unused area in the /var file system is too small.

Corrective action:

Allocate at least <VAR_LEAST> KB of space to the /var file system, and then execute the command again.

ERROR: CF driver is loaded
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Content:
The CF driver has been loaded.

Corrective action:

Unload the CF driver, and then execute the command again. For details, see "PRIMECLUSTER Cluster Foundation (CF) Configuration
and Administration Guide."

ERROR: failed: rpm *
Content:

Execution of the rpm command failed.

Corrective action:

See the log file, and correct the problem that caused the error. Then execute the command again.

ERROR: internal error: *
Content:

An internal error occurred.

Corrective action:

Record this message and contact field engineers.

ERROR: product <PROD> on platform <PLAT> not supported
Content:
The <PROD> product is invalid.

Corrective action:

Specify the correct command option, and execute the command again.

ERROR: product set <PSET> on platform <PLAT> not supported
Content:
The <PSET> product set is invalid.

Corrective action:

Specify the correct command option, and execute the command again.

ERROR: syntax error
Content:

An inappropriate option was specified.

Corrective action:

Specify the option correctly, and execute the command again.

ERROR: syntax error ( <PSET> <PLAT>)
Content:
An inappropriate option was specified.

The <PSET> product set is invalid.

Corrective action:

Specify the correct command option, and execute the command again.
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ERROR: the installation process is running now
Content:
Another installation process is running.

Wait until the other installation process ends, and then execute the command again.

Corrective action:

If this message is displayed even if another installation process is not running, delete the /tmp/cluster_install and /tmp/cluster_uninstall
flag files, and then execute the command again.

ERROR: There exists GDS object(s)
Content:
A GDS object was found.

Corrective action:

Delete all GDS objects, and then execute the command again.

ERROR: to use this uninstaller you will need to be the root user
Content:

The command was executed with a privilege other than the system administrator privilege.

Corrective action:

Execute the command with the system administrator privilege.

INFO: no package to uninstall
Content:

No packages to be uninstalled are currently installed in the system.

Corrective action:

No action is required.

INFO: The uninstallation process stopped by user request
Content:

The uninstallation process was stopped by a user request.

Corrective action:

To execute uninstallation, execute the command again.

Please see the following log file.
/var/log/install/cluster_uninstall

Content:

See the /var/log/install/cluster_uninstall log file.

Corrective action:

See the log file, and correct the problem causing the error. Then execute the command again.

Please see the following log file.
/var/log/install/cluster_uninstall.x

Content:

See the /var/log/install/cluster_uninstall.x log file.
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Corrective action:

See the log file, and correct the problem causing the error. Then execute the command again.

Uninstallation failed.
Content:

Uninstallation failed.

Corrective action:

See the error message and the log file, and correct the problem causing the error. Then execute the command again.
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IChapter 3 GUI Messages

This chapter describes messages that are displayed in the message dialog box when you use the Cluster Admin GUI to perform operations.

Each GUI message consists of a message number and a message text, and the GUI messages are divided into four types according to the
message number.

Message number Message type
0000 to 00xx Web-Based Admin View Messages
2000 to 4xxx Cluster Admin Messages
0700 to 07xx CRM View Messages
0800 to 09xx userApplication Configuration Wizard Messages

Figure 3.1 Example of a GUI message

x|

‘. 0708 Meszage numher
[initial setup] finished. ——— Message text

o |

The reference sections of the message types are as follows:

F%"Zﬁll.lrz:tar rESOLICE managemer

- Web-Based Admin View Messages
See "Message" in "PRIMECLUSTER Web-Based Admin View Operation Guide."”
- Cluster Admin Messages
See "3.1 Cluster Admin Messages."
- CRM View Messages
See "3.2 CRM View Messages."
- userApplication Configuration Wizard Messages

See "3.3 userApplication Configuration Wizard GUI Messages (Solaris)."

3.1 Cluster Admin Messages

This section describes the messages displayed by Cluster Admin.

3.1.1 Information Messages; No Corrective Action Required

The information messages that no corrective action is required are displayed by Cluster Admin. They are described in message number
sequence.

2022 : The language Language is not available. Defaulting to English.
Content:

The message catalog for specified language is not present.

2023 : The file file has been replaced on node node.
View has been restarted with the current file.
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Content:

The log file has been replaced, the view will restart from the beginning of the file.

2593 :The unload operation was not successful:
Corrective action:

Please check the following message for the detail.

2752 :The following services are running on node:
Content:

The listed services are running on the node.

2757 :The following services are installed on node:
Content:

The listed services are installed on the node.

2924 :Information:SF Wizard:Reconfig started on node.
Content:

SF Wizard reconfiguration started on the node.

3009 : Information: Reconnect to node node succeeded.
Content:

The connection to backend server process was successful.

3022 : Information: RMS not installed on host node.
Content:

RMS has not been installed on the node.

3027 : Information: Reinitializing hvdisp connections to all hosts.

3039 :RMS is not running on any of the hosts.

3071 :removed session message.
Content:

Internal Debug message, during GUI shutdown.

3080 :RMS is not installed on node.
Content:

RMS has not been installed on the node.

3081 :Connecting to cluster nodes...Please Wait...
Content:

GUI is connecting to the cluster nodes.

3100 :Information: Ignoring env node.
Content:

Ignore env node while drawing RMS tree.

3101 :Information: Ignoring envL node.
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Content:

Ignore envL node while drawing RMS tree.

3.1.2 Information Messages; Corrective Action Required

The information messages that corrective actions are required are displayed by Cluster Admin. They are described in message number
sequence.

2012 : No matching entries found.
Content:

No results found for the specified entries for log messages.

Corrective action:

Change the entries.

2019 : Exit Cluster Admin?
Content:

Do you want to exit Cluster Admin GUI?
Corrective action:
Click either of the following buttons:
- Yes: Exits Cluster Admin GUI.

- No: Continues the operation.

2584 :node failed to stop. Do you wish to retry?
Corrective action:
Click either of the following buttons:
- Yes: Retries to stop the node.

- No: Does not stop the node.

2589 :node failed to start. Do you wish to retry?
Corrective action:
Click either of the following buttons:
- Yes: Retries to start the node.

- No: Does not start the node.

2597 :Do you wish to invoke the Shutdown Facility Wizard to configure this cluster?
Corrective action:

Invoke the Shutdown Facility Wizard to continue this cluster configuration.

2751 :This configuration uses unconnected interfaces. It is notpossible to verify the integrity of the
configuration.
Do you wish to continue?

Corrective action:

Click either of the following buttons:

- Yes: Continues the operation.
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- No: Stops the operation.

2753 :Are you sure you want to mark node0 as down on nodel?
Corrective action:
Click either of the following buttons:
- Yes: Marks DOWN.
- No: Does not mark DOWN.

2754 :Are you sure you wish to remove node from CIM?
Corrective action:
Click either of the following buttons:
- Yes: Removes the node.

- No: Does not remove the node.

2755 : Are you sure you wish to stop CF and all services on all nodes?
Corrective action:
Click either of the following buttons:
- Yes: Stops all the nodes.

- No: Does not stop all the nodes.

2756 :Are you sure you wish to override CIM on node?
Corrective action:
Click either of the following buttons:
- Yes: Overrides CIM.

- No: Does not override CIM.

2904 : Exit Shutdown Facility configuration wizard?
Content:

Do you want to exit the Shutdown Facility configuration wizard?

Corrective action:
Click either of the following buttons:
- Yes: Exits the Shutdown Facility configuration wizard.

- No: Continues the Shutdown Facility configuration wizard.

2999 : ICMP shutdown agent cannot be selected because the cluster is not on the guest domain in Oracle
VM Server for SPARC.

Refer to the "PRIMECLUSTER Installation and Administration Guide" and select an appropriate shutdown
agent.

Corrective action:

See "Configuring the Shutdown Facility" in "PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)," and then
select an appropriate shutdown agent.

3011 : Information: RMS is not running on any of the hosts. It must be started.

-20 -



Content:

RMS is not running on any node.

Corrective action:

Check if RMS is running or not. Start RMS if it is not running. If RMS is running, record this message and collect information for an
investigation. Then, contact field engineers. For details on how to collect information, see "Troubleshooting" in "PRIMECLUSTER
Installation and Administration Guide."

3035 :Shutdown failed.
Click "msg" tab for details of the error returned from hvshut.
Do you want to force a shutdown ?

Corrective action:
Click either of the following buttons:
- Yes: Forces a shutdown.

- No: Does not force a shutdown.

3045 :Are you sure you want to activate application application across the entire cluster ?
Note that a separate Online request will be needed to actually start the application.

Corrective action:
Click either of the following buttons:
- Yes: Activates the cluster application.

- No: Does not activate the cluster application.

3046 :Are you sure you want to deactivate application application across the entire cluster ?
Node that an Activation request will be needed to bring the application out of its deactivated state.

Corrective action:
Click either of the following buttons:
- Yes: Deactivates the cluster application.

- No: Does not deactivate the cluster application.

3047 :Are you sure you wish to attempt to clear all faults for application application on <node type><node
name>?

Content:

Avre you sure you wish to attempt to clear all faults for Cluster application userApplication on <node name>?

Corrective action:
Click either of the following buttons:
- Yes: Clears Fault.

- No: Does not clear Fault.

3049 :Are you sure you want to attempt to clear wait state for <node name> <node type> on all cluster
hosts ?

Note that this command assumes the cluster host has been manually "Killed",

i.e, it has been shut down such that no cluster resources are online.

If this command is executed without first having manually "killed" the luster host,

data corruption may occur!

Content:

Are you sure you want to attempt to clear Wait state for <node name> on all cluster hosts?
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* It is recommended to click No to protect against potential data corruption.

Corrective action:
Click either of the following buttons:
- Yes: Clears Wait state.

- No: Does not clear Wait state.

3050 :Are you sure you want to attempt to clear wait state for <node name> <node type> on all cluster
hosts ?
Note that it would be done by returning the specified <node type> to online state.

Corrective action:
Click either of the following buttons:
- Yes: Clears Wait state.

- No: Does not clear Wait state.

3051 :Are you sure you wish to force application application online on <node type> <node name> ?
Warning: The forced switch option ignores potential error conditions. Used improperly, it can result in
data corruption.

Corrective action:
Click either of the following buttons:
- Yes: Forces the cluster application Online.

- No: Does not force the cluster application Online.

3052 :Are you sure you wish to take application application offline on host node and bring it online on
<node type><node name> ?

Corrective action:
Click either of the following buttons:
- Yes: Switches the cluster application.

- No: Does not switch the cluster application.

3053 :Are you sure you wish to bring application application online on <node type> <node name> ?
Corrective action:
Click either of the following buttons:
- Yes: Brings the cluster application Online.

- No: Does not bring the cluster application Online.

3054 :Are you sure you wish to bring application application online on the highest priority host?
Note: If the application is already online on the highest priority host,
this operation will not have any effect.

Corrective action:
Click either of the following buttons:
- Yes: Brings the cluster application Online.

- No: Does not bring the cluster application Online.

3055 :Are you sure you wish to start the RMS Configuration Monitor on <node type> <node name> ?
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Corrective action:
Click either of the following buttons:
- Yes: Starts RMS.
- No: Does not start RMS.

3056 :Are you sure you wish to bring application application to a standby state ?
Corrective action:
Click either of the following buttons:
- Yes: Brings the cluster application to Standby.

- No: Does not bring the cluster application to Standby.

3060 :Fatal Error internal: RMS.clone called with null pointer.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3061 :Error: Remote connection failed, Exception: message.
Content:

Failed to connect to the Remote host.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3062 :Error: Unable to connect to host domain port.
message
Verify node name, port number and if web server is running.

Content:

Failed to connect to the Remote host.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3063 :Error: Unable to open reader for file file
Exception: exception.

Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3064 :No open sessions.
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Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3065 :Error: Session <rms session> not found.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3066 :Missing rc: internal Error.
Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3067 :rmsCluster.RT is not null.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3068 :Warning: Configuration has no graph, only <number of nodes> disjoint nodes.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see " Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3069 :Warning: Unable to draw graph.

Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3083 :CRM is not installed on node.
Content:

CRM software has not been installed on the specified node.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3138 : All SysNodes are online or coming up.
Content:

All sysnodes are up or are coming up.

Corrective action:

Wait for the nodes to be online.

3141 : Unable to get valid RMS or CF Node list.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3146 :Are you sure you want to activate scalable application application across the entire cluster ?
Note that a separate Online request will be needed to actually start the application.

Content:

GUI message asking to initiate hvutil -a.

Corrective action:
Click either of the following buttons:
- Yes: Starts the scalable application.

- No: Does not start the scalable application.

3147 :Are you sure you want to deactivate scalable application application across the entire cluster ?
Note that an Activation request will be needed to bring the application out of its deactivated state.

Content:

GUI message asking to initiate hvutil -d.

Corrective action:
Click either of the following buttons:
- Yes: Stops the scalable application.

- No: Continues the scalable application.

3148 :Are you sure you wish to attempt to clear all faults for scalable application application on <node
type> <node name> ?

Content:

GUI message asking to initiate hvutil -c.

Corrective action:
Click either of the following buttons:
- Yes: Clears all Fault states for the scalable application.

- No: Does not clear all Fault states for the scalable application.
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3151 :Are you sure you wish to take scalable application application offline on host node and bring it
online on <node type> <node name> ?

Content:

GUI message asking to initiate hvswitch.

Corrective action:
Click either of the following buttons:
- Yes: Switches the scalable application.

- No: Does not switch the scalable application.

3152 :Are you sure you wish to bring scalable application application online on <node type> <node
name> ?

Content:

- GUI message asking to initiate hvswitch.

Corrective action:

Click either of the following buttons:
- Yes: Brings the scalable application Online.

- No: Does not bring the scalable application to Online.

3153 :Are you sure you wish to bring scalable application application online on the highest priority host?
Note: If the application is already online on the highest priority host,
this operation will not have any effect.

Content:

- GUI message asking to initiate hvswitch.

Corrective action:
Click either of the following buttons:
- Yes: Brings the scalable application Online.

- No: Does not bring the scalable application Online.

3154 :Are you sure you wish to bring scalable application application to a standby state ?
Content:

GUI message asking to initiate hvutil -s.
Corrective action:
Click either of the following buttons:
- Yes: Brings the scalable application Standby.

- No: Does not bring the scalable application.

3161 :Are you sure you wish to take application application out of maintenance mode?
Content:

GUI message asking to initiate hvutil -m.

Corrective action:

Click either of the following buttons:
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- Yes: Takes the cluster application out of maintenance mode.

- No: Does not take the cluster application out of maintenance mode.

3163 :Are you sure you wish to take scalable application application out of maintenance mode?
Content:

GUI message asking to initiate hvutil -m.
Corrective action:
Click either of the following buttons:
- Yes: Takes the cluster application out of maintenance mode.

- No: Does not take the cluster application out of maintenance mode.

3164 :Are you sure you wish to take ALL the applications on the cluster out of maintenance mode?
Content:

GUI message asking to initiate hvutil -M.

Corrective action:
Click either of the following buttons:
- Yes: Takes all cluster applications out of maintenance mode.

- No: Does not take all cluster applications out of maintenance mode.

4100 : ICMP shutdown agent cannot be selected because I/O fencing function of GDS is not configured.
Refer to the "PRIMECLUSTER Installation and Administration Guide" and configure 1/0 fencing function
of GDS first.

Content

The ICMP shutdown agent cannot be selected because the 1/0 fencing function of GDS is not configured or the setting is incorrect.

Corrective action:

See "Setting 1/0 Fencing Function of GDS" in "PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)," and then
set the ICMP shutdown agent after setting the 1/0 fencing function of GDS.
Add the case-sensitive description to the setting file when setting "SDX_VM_IO_FENCE=on".

4101 : For CF node node, the IP Address m and IP Address n are duplicate.
Select a different IP Address or decrease the number of IP Address.

Content:

IP address mand IP address /7which are used to confirm alive node in CF node are duplicated.

Corrective action:

Select a different IP address or decrease the number of IP address.

4102 : The following IP address(es) in the configuration are displayed as blank because they are not
assigned on the node.
Select IP address(es) from the list of valid IP address(es) assigned on the node.

IP Address1(nodel)

IP Address2(node2)

IP Address n(node n)
Content:

The configured IP addresses are displayed as blank, because they are not assigned on the rode of CF node.
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Corrective action:

Select IP address (es) from the list of valid IP address (es) that are assigned on the corresponding node.

4103 : IP address column "IP address n" for CF node node is not selected.
You must specify IP address to check whether the CF node is alive.

Content:

The used IP address in the CF node <CF nodename> cannot be selected.

Corrective action:
Select the IP address used to confirm alive node.

Check whether there are other unselected IP address columns.

3.1.3 Warning Messages

The warning messages displayed by Cluster Admin are described in message number sequence.

2905 :Please select at least one CF node to continue.

2909 :Empty SF configuration found. Click "ok" to create a new configuration.

2945 :Interface is being used by CF on node. Using the same interface for the Shutdown Facility may
cause problems in split brain situations.
Do you wish to continue using the same interface ?

Content:

Interface is being used by CF. Using the same interface for the Shutdown Facility may cause problems if cluster partition occurs.

Corrective action:

Check the interface used in the Shutdown Facility.

2949 :Following nodes are unreachable:node. Running the SF Wizard when some nodes are unreachable
canresultinincorrect node elimination later on. We strongly recommend you to exit the SF Wizard and do
the configuration at a later time when all the nodes are up and reachable. Do you want to exit the SF
Wizard?

Content:

Some nodes are unreachable. Running the SF Wizard when some nodes are unreachable can result in incorrect node elimination later
on. We strongly recommend you to exit the SF Wizard and do the configuration at a later time when all the nodes are UP and reachable.

Corrective action:

Exist the SF Wizard and check that all the nodes are UP and reachable. Then, perform the configuration.

2953 : Timeout for the agent Shutdown Agent is timeout which is different from the default

timeout :timeout for this Shutdown Agent.The timeout value should be 20 if number of hosts is less than
or equal to 4.1f number of hosts are more than 4 the timeout value should be (6 x no. of nodes) + 2.Do you
want to set the default timeout value ?

Content:
Specified Timeout for the RCCU Shutdown Agent is different from the default timeout.

Corrective action:
Set the default timeout value for the RCCU Shutdown Agent.

2954 :Unable to get status of shutdown agent on the following nodes:node Check the hardware/software
configuration for the shutdown agent. Running the SF Wizard now can result in incorrect configuration.
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We strongly recommend you to exit the SF Wizard and do the configuration after correcting the shutdown
agent setup. Do you want to exit the SF Wizard?

Content:

Unable to get status of shutdown agent. Check the hardware/software configuration for the shutdown agent. Running the SF Wizard now
can result in incorrect configuration. We strongly recommend you to exit the SF Wizard and do the configuration after correcting the
shutdown agent setup.

Corrective action:

Exist the SF Wizard and correct the shutdown agent. Then, perform the configuration.

2958 :By choosing "Use Defaults", you will reset the previously configured username and
passwords. Are you sure you want to use the default settings?

Content:
By choosing "Use Defaults," you will reset the previously configured username and passwords. Are you sure you want to use the default
settings?

Corrective action:

If there is no problem for resetting the previously configured username and passwords, select "Use Defaults."

3007 : Warning: Reconnect to node failed, trying again after time sec...
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3008 : Warning: Lost data connection for node node. Attempting to reconnect...
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3014 : Warning: Ignoring remote data:
Content:

Information message.

Corrective action:

No action is required.

3015 : Warning: Interrupt while reading data, line :
Content:

Information message.

Corrective action:

No action is required.

3017 : Warning: RMS node node already marked as localhost.
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Content:

Information message.

Corrective action:

No action is required.

3019 : Warning: node node not found.
Content:

Information message.

Corrective action:

No action is required.

3036:Shut down RMS on the local node without shutting down running applications. All RMS nodes are
notified that a controlled shutdown is under way on the local node. This may break the consistency of the
cluster. No further action may be executed by RMS until the cluster consistency is re-established. This re-
establishment includes restart of RMS on the shutdown host.Do you want to continue ?

Content:

This message asks user to allow/disallow forced shutdown without stopping the applications.

Corrective action:

User should answer yes or no for the forced shutdown.

3037:This option forces the configuration monitor to clean up and shut down RMS on the local system
without performing offline processing. This may break the consistency of the cluster. No further action
may be executed by RMS until the cluster consistency is re-established. This re-establishment includes
restart of RMS on the shutdown host. Do you want to continue ?

Content:

This message asks user to allow/disallow forced shutdown without stopping the applications.

Corrective action:

User should answer yes or no for the forced shutdown.

3038:This option shuts down RMS on all nodes along with the user applications.An attempt will be made
to bring all online user applications offline.Do you want to continue ?

Content:

This message asks user to allow/disallow forced shutdown without stopping RMS on all the nodes.

Corrective action:

User should answer yes or no for the forced shutdown.

3085:RMS cannot be started. Please start CF first.
Content:
RMS cannot be started. Please start CF first.

Corrective action:

Please start CF.

3094:Maximum number of post cards open should not be more than five. Please close some of the post
cards.
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Content:

Maximum number of post cards can be opened is up to five. Please close some of the post cards.

Corrective action:

Please close some of the post cards.

3120:Lost connection to gateway host. Status of RMS is unknown. Press the Retry button to try and
reconnect to the host.

Content:
To check the status or RMS from Cluster Admin, the processing is managed at each node.

This processing is managed separately from connected/selected nodes during Web-Based Admin View or Cluster Admin startup. There
is no method to check which node the processing is managed.

This message is output when disconnecting the appropriate node from Web-Based Admin View due to a system shutdown, and so on.
Depending on the management status in Cluster Admin, this message may output even after stopping the system; however there is no
problem because this operation is normal.

Corrective action:
Press the Retry button.

Re-connecting Web-Based Admin View to the host allows Cluster Admin to get the status of RMS.

3149:Are you sure you wish to bring scalable application userapplication offline ? Note that it would be
brought offline without initiating a switchover or shutting down RMS.

Content:

This message asks user to bring the scalable application Offline.

Corrective action:

User should answer yes or no for the switchover.

3150:Are you sure you wish to force scalable application userapplication online on node type node name?
Warning: The forced switch option ignores potential error conditions. Used improperly, it can result in
data corruption.

Content:

This message asks user to forcibly bring the scalable application Online.

Corrective action:

User should answer yes or no for the forced switchover.

3155:This option forces the configuration monitor to clean up and shut down RMS on all systems without
performing offline processing. This may break the consistency of the cluster. No further action may be
executed by RMS until the cluster consistency is re-established. Do you want to continue ?

Content:

GUI message asking to forcibly stop RMS on all the nodes without performing Offline processing.

Corrective action:

User should answer yes or no for the forced shutdown.

3160:Are you sure you wish to take application userapplication into maintenance mode?
Warning: RMS monitors applications in maintenance mode, but does not take any corrective actions if the
application resources fail.
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Content:

This message asks user to change applications to maintenance mode.

Corrective action:

User should answer yes or no for the change.

3162:Are you sure you wish to take scalable application userapplication into maintenance mode?
Warning: RMS monitors applications in maintenance mode, but does not take any corrective actions if the
application resources fail.

Content:

This message asks user to change the scalable application to maintenance mode.

Corrective action:

User should answer yes or no for the change.

3165:Are you sure you wish to take ALL the applications on the cluster into maintenance mode?
Warning: RMS monitors applications in maintenance mode, but does not take any corrective actions if the
application resources fail.

Content:

This message asks user to change all the applications on the cluster to maintenance mode.

Corrective action:

User should answer yes or no for the change.

3.1.4 Error Messages

The error messages displayed by Cluster Admin are described in message number sequence.

2000 : Error getting nodes or no active nodes to manage.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

2001: Error in loading image: image.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2002: Timeout checking installed packages.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."
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2004 : Connection to port port on host node failed: message.
Please Verify node name, port number, and that the web server is running.

Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2010 : No node object for: node.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2011 : Unknown data stream.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2013 : Finished searching the document.
Content:

No results found for the specified filter criteria for log messages.

Corrective action:

Change the filter criteria.

2014 : File not found.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

2016 : Invalid time range.
Content:

The start time has been set after the end time for filtering log messages in logviewer.

Corrective action:

Change the time range.

2017 : Unknown Message Identifier in resource file:
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Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2018 : lllegal arguments for Message Identifier:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2020 : Start time is invalid.
Content:

The start time is not correct for searching messages in log viewer.

Corrective action:

Correct the start time.

2021 : End time is invalid.

Content:

The end time is not correct for searching messages in log viewer.

Corrective action:

Correct the end time.

2501 :There was an error loading the driver:
Content:

An internal error occurred in the program.

Corrective action:

If you enable Secure Boot in an environment other than physical environments (PRIMERGY or PRIMEQUEST), the required public
key of PRIMECLUSTER may not be registered in the system.

Refer to "Preparations"” in "Installation on cluster nodes" in the PRIMECLUSTER Installation Guide to register the public key in the
system.

When this corrective action does not work, record this message and collect information for an investigation. Then, contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

2502 :There was an error unloading the driver:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."
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2504 :There was an error unconfiguring CF:
Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2505 :There was an error communicating with the back end:

Content:

Cluster Admin failed to get the host name corresponding to mip of Web-Based Admin View.

Corrective action:

Execute the following command on all cluster nodes to check the mip value.
# [ etc/opt/ FISWwhbs/ et c/ bi n/ wGet param mi p

Describe the mip value checked above and its corresponding host name to the hosts file on all the cluster nodes.
For details on mip, see "Environment variable” in "PRIMECLUSTER Web-Based Admin View Operation Guide."

For details on the wvGetparam command, see "Web-Based Admin View" of "PRIMECLUSTER Installation and Administration
Guide."

For the hosts file, check the following:
- Solaris
[etc/inet/hosts
- Linux

/etc/hosts

2506 :There are no nodes in a state that can be stopped.
Content:

There are no nodes in a state that can be stopped.

Corrective action:
There are no nodes in a state that can be stopped. Node should be in one of these states to be stopped: UP, INVALID, COMINGUP, or
LOADED.

2507 :Error starting CF on node:

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2508 :Error listing services running on node:

Content:

An internal error occurred in the program.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2510 :Error stopping CF on node:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2511 :Error stopping service on node:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2512 :Error clearing statistics on node:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2513 :Error marking down node:
Content:

Error occurred when marking nodes as DOWN.

Corrective action:

Error occurred when marking nodes as DOWN. The nodes should be in the LEFTCLUSTER state to be able to mark down.

2514 :To start CF on the local node, click on the appropriate button in the left hand panel.To start CF on
a remote node, CF must be running on the local node.

Content:
To start CF on the local node, click on the appropriate button in the left hand panel. To start CF on a remote node, CF must be running
on the local node.

Corrective action:

Start CF on the local node by clicking on the appropriate button in the left hand panel. To start CF on a remote node, CF must be running
on the local node.

2515 :To unconfigure CF on the local node, click on the appropriate button in the left hand panel.To
unconfigure CF on a remote node, CF must be running on the local node.
Content:

To unconfigure CF on the local node, click on the appropriate button in the left hand panel. To unconfigure CF on a remote node, CF
must be running on the local node.
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Corrective action:

Unconfigure CF on the local node by clicking on the appropriate button in the left hand panel. To unconfigure CF on a remote node, CF
must be running on the local node.

2516 :CF is not running on the local node, and cannot be stopped.To stop CF on a remote node, CF must
be running on the local node.

Content:

CF is not running on the local node, and cannot be stopped. To stop CF on a remote node, CF must be running on the local node.

Corrective action:

CF is not running on the local node, and cannot be stopped. To stop CF on a remote node, CF must be running on the local node.

2517 :In order to mark nodes as DOWN, CF must be running on the local node.
Content:

To mark nodes as DOWN, CF must be running on the local node.

Corrective action:

To mark nodes as DOWN, start CF on local node by clicking on the appropriate button in the left hand panel.

2518 :In order to display network topology, CF must be running on the local node.
Content:

To display network topology, CF must be running on the local node.

Corrective action:

To display network topology, start CF on local node by clicking on the appropriate button in the left hand panel.

2519 :In order to display any statistics, CF must be running on the local node.
Content:

To display any statistics, CF must be running on the local node.

Corrective action:

To display any statistics, start CF on local node by clicking on the appropriate button in the left hand panel.

2520 :In order to clear statistics, CF must be running on the local node.
Content:

To clear statistics, CF must be running on the local node.

Corrective action:

To clear statistics, start CF on local node by clicking on the appropriate button in the left hand panel.

2521 :There are no nodes in a state where statistics can be displayed.
Content:

There are no nodes in a state where statistics can be displayed.

Corrective action:

There are no nodes in a state where statistics can be displayed. Node should be in UP state for this operation.

2522 :There are no nodes in a state where messages can be displayed.
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Content:

There are no nodes in a state where messages can be displayed.

Corrective action:

There are no nodes in a state where messages can be displayed. Node should not be UNKNOWN state for this operation.

2523 :There are no nodes in a state where they can be started.
Content:

There are no nodes in a state where they can be started.

Corrective action:

There are no nodes in a state where they can be started. Node should be in one of these states for this operation: LOADED, UNLOADED,
or NOT_INITED.

2524 :There are no nodes in a state where they can be unconfigured.
Content:

There are no nodes in a state where they can be unconfigured.

Corrective action:

There are no nodes in a state where they can be unconfigured. Node should be in one of these states for this operation: LOADED,
UNLOADED, or NOT_INITED.

2526 :Error scanning for clusters:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

2528 :Please select a cluster to join.

2529 :The specified cluster name is already in use.
Content:

The specified cluster name is already in use.

Corrective action:

Please use other cluster name.

2532 :Probing some nodes failed. See status window for details.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2533 :Some nodes failed CIP configuration.
Content:

An internal error occurred in the program.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2534 :Insufficient IPs for net net available in /etc/hosts. There are not enough unassigned IPs in /etc/hosts
on the cluster nodes. Please remove any unneeded addresses for this subnet from /etc/hosts, or use a
different subnet.

2535 :Missing node suffix for net net.
Content:

The node suffix has not been entered.

Corrective action:

Please provide the node suffix.

2536 :The node suffix for net net is too long.
Content:

The node suffix is too long.

Corrective action:

The node suffix should be less than or equal to 10.

2537 :Invalid node suffix for net net. Node names may only contain letters, numbers, and - characters.
Content:

Invalid node suffix. Node names may only contain letters, numbers, and - characters.

Corrective action:

Enter valid node suffix.

2538 :Invalid subnet mask for net net. The subnet mask must be in the form of 4 numbers 0-255 separated
by dots. Also, when written in binary, it must have all 1s before 0s.

Content:

Invalid subnet mask. The subnet mask must be in the form of 4 numbers 0-255 separated by dots. Also, when written in binary, it must
have all 1s before 0s.

Corrective action:

Enter valid subnet mask.

2539 :Invalid subnet number for net net. The subnet number must be in the form of 4 numbers 0-255
separated by dots.

Content:

Invalid subnet number. The subnet number must be in the form of 4 numbers 0-255 separated by dots.

Corrective action:

Enter valid subnet number.

2540 :netnet is too small.The cluster has number of nodes nodes. Only number of nodes possible hostids
is supported by the IP subnet and netmask given for net net. Please use a subnet and netmask
combination that has more host ids.

Content:

IP/netmask combination is too small.
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Corrective action:

Please use a subnet and netmask combination that has more host IDs.

2541 :The IP range ip1l/netmaskl overlaps with ip2/netmask2, which is in use on node.

4}1 Note

pl

In IPv4, the subnet number on the screen is displayed.

In IPv6, the network prefix on the screen is displayed.

p2

In IPv4, the IPv4 address being activated in the network interface on node s displayed.
In IPv6, the IPv6 address being activated in the network interface on nodeis displayed.
netmaskl netmask2

In IPv4, the subnet mask is displayed.

In IPv6, the prefix-length is displayed.

Content:
- IPV4

The networks for the subnet number (jpZ) and the subnet mask (netmask), and the IPv4 address (/p2) being activated in the network
interface on node and the subnet mask (netmask?2) overlap with each other.

IPv6

The networks for the network prefix (jpZ) and the prefix-length (nefmask), and the IPv6 address (/p2) being activated in the
network interface on node and the prefix-length (netmask2) overlap with each other.

Corrective action:
For IPv4, use the subnet number and the subnet mask that become other network.

For IPv6, use the network prefix and the prefix-length that become other network.

2542 :The IP ranges for net netl and net net2 overlap.
Content:

The IP/netmask combination provided overlaps with each other.

Corrective action:

Please use other IP/netmask combination.

2543 :The subnet subnet has no nodes on it.
Content:

There are no nodes on the subnet.
Corrective action:

Please select some node from the list.

2544 :There are no nodes in a LEFTCLUSTER state.
Content:
There are no nodes in a LEFTCLUSTER state.
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Corrective action:

This option is valid when there is some node in LEFTCLUSTER state.

2549 :Error adding node to CIM:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2550 :Error removing node from CIM:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2551 :In order to add nodes to CIM, CF must be running on the local node.
Content:

To add nodes to CIM, CF must be running on the local node.

Corrective action:
Bring CF UP on the local node.

2552 :In order to remove nodes from CIM, CF must be running on the local node.
Content:

To remove nodes from CIM, CF must be running on the local node.

Corrective action:

Bring CF UP on the local node.

2553 :There are no nodes in a state where they can be added to CIM.
Content:

There are no nodes in a state where they can be added to CIM.

Corrective action:
To add a node to CIM, CF should be UP on the node and the node should not be already added to CIM.

2554 :There are no nodes in a state where they can be removed from CIM.
Content:

There are no nodes in a state where they can be removed from CIM.

Corrective action:

To remove a node from CIM, CF should be UP on the node and the node should be already added to CIM.

2556 :CIM Configuration failed.
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Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2557 :Please select a node to add.
2558 :Please select a node to remove.

2559 :Nodes already in the cluster cannot be removed.
Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2560 :The local node cannot be removed.

Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2561 :Some nodes were not stopped. See status window for details.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

2562 :Some nodes failed CF configuration.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2563 :Error adding CIM override on node:

Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."
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2564 :Error removing CIM override on node:
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2565 :In order to override CIM, CF must be running on the local node.
Content:

To override CIM, CF must be running on the local node.

Corrective action:

To override CIM, CF must be running on the local node.

2566 :In order to remove CIM override, CF must be running on the local node.
Content:

To remove CIM override, CF must be running on the local node.

Corrective action:

To remove CIM override, CF must be running on the local node.

2567 :There are no nodes in a state where they can be overridden.
Content:

There are no nodes in a state where they can be overridden.

Corrective action:
To add a node to CIM, CF should be UP on the node and the node should not be already added to CIM.

2568 :There are no nodes in a state that can have a CIM override removed.
Content:

There are no nodes in a state that can have a CIM override removed.

Corrective action:

To remove a node from CIM, node should be already added to CIM.

2578 :For node, the IP address for interconnect interconnect_name and interconnect interconnect_name
are the same.

Content:

IP address for the two interconnects are the same.

Corrective action:

For node, the IP address for interconnects are the same. Please use distinct IP address for the two interconnects.

2579 :The address for node on interconnect interconnect_name is missing.
Content:

The address for interconnect has not been selected.
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Corrective action:

The address for node on interconnect is missing. Please select the appropriate address from the dropdown.

2580 :The IP address and broadcast address for node on interconnect interconnect_name are not
consistent with each other.

Content:

The IP address and broadcast address for interconnect are not consistent with each other.

Corrective action:

The IP address and broadcast address for interconnect must be consistent with each other.

2582 :In order to check heartbeats, CF must be running on the local node.

2583 :For interconnect interconnect_name, the IP address for node is not on the same subnet as the IP
address for node.

Content:

For interconnects, the IP address for nodes is not on the same subnet.

Corrective action:

For interconnects, the IP address for nodes is not on the same subnet. For one interconnect, IP address should be in the same subnet on
all the cluster nodes.

2585 :0On interconnect interconnect_name, the IP address for node node and node node are the same.
Content:

The IP addresses for two nodes on interconnect is the same.

Corrective action:

The IP addresses for two nodes on interconnect is the same. Please make the appropriate change.

2586 :Invalid CF node name for node. Lowercase a-z, 0-9, _and - are allowed.
Content:

Invalid CF name for node. Lowercase a-z, 0-9, _and - are allowed.

Corrective action:

Invalid CF name for node. Lowercase a-z, 0-9, _and - are allowed. Please enter valid CF name.

2587 :The CF node name for nodel and node?2 are the same.
Content:

The CF name for two nodes is the same.

Corrective action:

The CF name for two nodes is the same. Please select a different CF name.

2588 :The CF node name for node is empty.
Content:

The CF name is empty.

Corrective action:

The CF name is empty. Please enter/select the CF name.
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2590 :Invalid cluster name. The cluster name may contain letters, numbers, dashes, and underscores.
Content:

Invalid cluster name. Letters, numbers, dashes, and underscores are only available for the cluster name.

Corrective action:

Enter a valid cluster name.

2591 :The CF node name for nodel is the same as the public name of node2.
Content:

The CF name for node is the same as the public name of other node.

Corrective action:

The CF name for node is the same as the public name of other node. Please choose a different CF name for node.

2594 :CF is not running on the local node. To check CF for unload, CF must be running on the local node.

2595 :There are no nodes in a state where the unload status can be checked.
Content:

There are no nodes in a state where the unload status can be checked.

Corrective action:

There are no nodes in a state where the unload status can be checked. At least one node should be in UP state.

2600 :For node, the interfaces for interconnect interconnect_name and interconnect interconnect_name
are on the same subnet.

Content:

There are multiple interfaces for interconnects on the same subnet.

Corrective action:

There are multiple interfaces for interconnects on the same subnet. Please use separate subnet.

2921 :Internal Error:SF Wizard:Unable to run command on node.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2922 :Internal Error:SF Wizard:Error reading file file from node.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2923 :Internal Error:SF Wizard:Reading file :lgnoring Unknown data:
Content:

An internal error occurred in the program.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2925 :Internal Error:SF Wizard:Unknown data: SA_xcsf.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

2926 :Passwords do not match. Retype.

2939 :Internal Error:SF Wizard:Empty data, not writing to file file on node.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2940 :Internal Error:SF Wizard:Error writing to file file on node.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

2941 :You must enter weight for each of the CF nodes.

2942 :Invalid CF node weight entered.

2943 :You must enter admin IP for each of the CF nodes.

2944 :CF node weight must be between 1 and 300.

2946 :You must select at least one agent to continue.

2946 :You must select one agent to continue. (Solaris 4.3A10 or later)

2947 :Timeout value must be an integer greater that zero and less than 3600.

2948 :Shutdown Facility reconfiguration failed on node.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

2950 :You must specify XSCF-Name and User-Name for each of the CF nodes.
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2952 :You must specify RCCU-Name for each of the CF nodes.

2959 :Timeout value is out of range.
Content:

Timeout value is out of range.

Corrective action:

Timeout value must be less than 3600.

2960 :You must specify a MMB User-Name for each of the hosts.

2961 :The MMB User-Name must be between 8 and 16 characters long.

2962 :The MMB Password must be between 8 and 16 characters long.

2963 :The MMB Panic Agent must have higher precedence than the MMB Reset Agent.

2967 :You must specify ILOM-name and User-Name for each of the CF nodes.

2968 :You must specify ALOM-name and User-Name for each of the CF nodes.

2969 :You must specify a unique hostname or IP address for XSCF Namel and XSCF Name?2.

2970 :You must specify XSCF Password for each of the CF nodes.

2971 :You must specify ILOM Password for each of the CF nodes.

2972 :You must specify ALOM Password for each of the CF nodes.

2973 :Invalid network prefix for net{0}. The subnet number must be in the form of hexadecimal numbers
separated by colons.

Content:

Invalid network prefix.

Corrective action:

Enter valid network prefix.

The network prefix must satisfy the following conditions:
- No more than one "::" should exist.
- The end of the prefix must not be ":" (except when the end is ::).
- The field numbers separated by ":" must be eight or less.
- If the field numbers separated by ":" is less than eight, "::" must be included.
- Each filed separated by ":" must be 0 to 4 digits.

- The character or letter for each field separated by ":" must be 0to 9, ato f, or Ato F.

2974 :net {0} does not have enough address space.
The cluster has {2} nodes. Only {1} possible host ids are supported by the network prefix given for net
{0}. Please use network prefix andprefix-length combination that has more host ids.

Content:

The combination of the network prefix and prefix- length is small.

Corrective action:

Please use the network prefix and prefix-length combination that has more host IDs.
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2975 :Invalid prefix-length for net{0}. The prefix-length must be specified in the range of from 64 to 128.
Content:

Invalid prefix-length. The prefix-length must be specified in the range of from 64 to 128.

Corrective action:

Enter valid prefix-length.

2976 :The nodesuffix of net{0} and net{1} overlaps.
Content:
The nodesuffix of net{0} and net{1} overlaps.

Corrective action:

Enter unique nodesuffix to multiple CIP subnets respectively.

2977 :"RMS" was entered to the nodesuffix of net{0}.
If you want to use "RMS" to the nodesuffix, select "For RMS".

Content:

"RMS" was entered to the nodesuffix of net {0} even though "For RMS" has not been selected.

Corrective action:

If you want to use "RMS" to the nodesuffix, select "For RMS."

2978 :The first character of CF node name node is not a lower case letter.
RMS Wizard Tools cannot operate by this CF node name.
Please use a lower case letter to the first character of CF node name.

Content:

Invalid CF name for node. The first character of CF name must be a lower case letter (from a to z).

Corrective action:

Use the first character of CF name, use a lower case letter (from a to z).

2980 :Failed to get domain information of OVM on the CF node <CF nodename>.
Please confirm the OS's release is "Oracle Solaris 11" or higher than "Oracle Solaris 10 9/10"and that the
domain type is control domain or guest domain.

Content:
Failed to get OVM(Oracle VM for SPARC).

Corrective action:

Check whether the following conditions are satisfied. Then, check that OVM (Oracle VM for SPARC) can be obtained in the
environment.

- Oracle Solaris 10 9/10 must be used.

- The environment must support OVM.

- It must be global zone.

- The domain information can be obtained with the /usr/sbin/virtinfo -ap command.
Example

$ virtinfo -ap

VERSION 1.0

DOMAINROLE] impl=LDoms]control=true] io=true|service=true|root=true
DOMAINNAME | name=primary
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DOMAINUUID Juuid=8e0d6ec5-cd55-e57fF-ae9f-b4cc050999a4
DOMAINCONTROL | name=san-t2k-6
DOMAINCHASSI1S]serialno=0704RB0280

2981 :PPAR-ID of the CF node <CF nodename> is invalid.
Please input the numerical value within the range of 0-15 to PPAR-ID.

Content:

PPAR-ID of <CF nodename> is invalid.

Corrective action:

Input the numerical value within the range of 0 to 15 to PPAR-ID.

2982 :The domain name of the CF node <CF nodename> is invalid.
Please enter correct name to domain name.

Content:

The domain name of <CF nodename> is invalid.

Corrective action:

Enter the correct domain name under the following rules:
- The character string must be up to 255 and it must include alphabets, numbers, - (a hyphen), and . (a period).

- The first character must be an alphabet.

2983 :You must specify XSCF-Namel of the CF node <CF nodename>.
Content:

XSCF-Namel of <CF nodename> has not been specified.

Corrective action:

Specify the host name or the IPv4 address for XSCF-Namel of <CF nodename>.

2984 :You must specify XSCF-Name2 of the CF node <CF nodename>.
Content:

XSCF-Name2 of <CF nodename> has not been specified.

Corrective action:

Specify the host name or the IPv4 address for XSCF-Name2 of <CF nodename>.

2985 :You must specify user of the CF node <CF nodename>.
Content:

The User-Name in <CF nodename> line is not specified.

Corrective action:

Input the correct user name to User-Name.

2986 :You must specify Password of the CF node <CF nodename>.
Content:

The password of the <CF nodename> is not entered.

Corrective action:

Enter the password of the < CF nodename>.
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2987 :You must specify a unique hostname or IP address for XSCF Namel and XSCF Name?2 of the CF
node <CF nodename>.

Content:
The XSCF Namel and XSCF Name2 of <CF nodename> overlap.

Corrective action:

Specify the different host name or IP address for the XSCF Namel and XSCF Name2 of <CF nodename> respectively.

2988 :Passwords of the CF node <CF nodename> do not match. Please retry.
Content:

Passwords of <CF nodename> do no match.

Corrective action:

Re-enter the correct password of <CF nodename>.

2991 :You must specify Unit Name of the CF node <CF nodename> in the line <line number>.
Content:

The unit name of the <CF nodename> in the line </ine number> is not entered.

Corrective action:

Enter the IPv4 address for the unit name.

2992 :Outlet of the CF node <CF nodename> in the line <line number> is invalid. Please input the
numerical value within the range of 1-8 to Outlet.

Content:

The outlet number of <CF nodename> in the line </ine number> is invalid.

Corrective action:

Input the numerical value within the range of 1 to 8 to Outlet.

2993 :You must specify zonename of the CF node <CF nodename>.
Content:

The zonename of <CF nodename> is not entered.

Corrective action:

Enter the zonename of < CF nodename>.

2994 :You must specify global zone hostname of the CF node <CF nodename>.
Content:

The global zone host name of <CF nodename> is not entered.

Corrective action:

Enter the host name or the IP address for the global zone host name of <CF nodename>.

2995 :You must specify ILOM-name of the CF node <CF nodename>.
Content:

The ILOM name of <CF nodename> is not entered.
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Corrective action:

Enter the host name or the IP address for the ILOM name of <CF nodename>.

2996 :You must specify User-Name of the CF node <CF nodename> in the line <line number>.
Content:

The user name of the <CF nodename> in the line </ine number> is not entered.

Corrective action:

Enter the user name of the <CF nodename> in the line </ine number>.

2997 :You must specify Password of the CF nhode <CF nodename> in the line <line number>.
Content:

The password of the <CF nodename> in the line </ine number> is not entered.

Corrective action:

Enter the password of the <CF nodename> in the line </ine number>.

2998 :Passwords of the CF node <CF nodename> in the line <line number> do not match. Please retry.
Content:

The password entered does not match the password of <CF nodename> in the line </ine number>.

Corrective action:

Enter the password of the <CF nodename> in the line </ine number> again.

3000 : Fatal Error processor internal:RMS session is null.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3001 : Fatal Error processor internal:RMS session graph is null.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3002 : Fatal Error processor internal:Not initialized as local or remote.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3003 : Error: Unable to get remote stream reader.
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Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3004 : Error: Unable to obtain remote data stream : message.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3005 : Error: new Thread() failed for "" node.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3006 : Error: Reconnect failed. Data displayed for node will no longer be current.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3010 : Error: Exception while closing data reader: message.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3012 : Error: RMS and GUI are not compatible. Use newer version of RMS GUI.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3013 : Error: Missing local host indication from node.

Content:

An internal error occurred in the program.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3016 : Error INTERNAL: exception while reading line :
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3018 : Error: Missing SysNode name declaration block.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3021 : Error node : Missing token.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3024 : Received Error: message.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3026 : Error: Connection to node node failed.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3028 : Error: Connections to all hosts failed.

Content:

Connections to all hosts failed.

Corrective action:

No action is required. GUI retries to connect to all hosts.
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3030:Unable to shutdown RMS on node.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3031:Error returned from hvshut. Click "msg" tab for details.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3040:switchlog Error: R=null.
Content:

The switchlog cannot be shown for the node where RMS is down.

Corrective action:
Bring the RMS Online on the node.

3042:Error Intern: Nodecmd.exec() R==null.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3043:Error: Remote connection to node failed, Exception: message.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3044:Error: Invoking remote application command on node exited with the following error: message.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3072:Error: SysNode node_name points to node_kind node_name.
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Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3088:empty graph.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3089:Graph has only number_of_nodes disjoint nodes and no arcs.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3091:Application is inconsistent. Analyse configuration before applying any RMS operation.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3102:Internal Error: Unknown node type: node_type.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3130:Error in loading image: image_name.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3131=Fatal Error clusterTable: No clusterWide in clusterTable.

Content:

An internal error occurred in the program.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

3132=Fatal Error clusterTable: No tableLayout in clusterTable.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3133=Fatal Error clusterWide: no pointer to rmsCluster.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3134=Fatal Error clusterWide: no pointer to session.
Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

3135=Fatal Error clusterWide: update_display called without cluster_table.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3136=Fatal Error nodeTable: No layout in nodeTable.

Content:

An internal error occurred in the program.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3137=Fatal Error nodeTable: Null value at row row and at column column.

Content:

An internal error occurred in the program.
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Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3143=Error: No output received from command rcinfo.

Content:

An internal error occurred in the program.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

3156:Error: Unable to get HV_RCSTART value on node.
Content:

Getting the HV_RCSTART value on riode has failed.

Corrective action:
Start Web-Based Admin View and CF on all the nodes that configure the cluster.

For information on how to restart Web-Based Admin View, see "Restart" in "PRIMECLUSTER Web-Based Admin View Operation
Guide."

For information on how to check the status of CF and how to start CF, see "Main CF table" and "Starting and stopping CF" in
"PRIMECLUSTER Cluster Foundation (CF) Configuration and Administration Guide."

If this error message is displayed again even after you apply the above corrective action, collect the Java console information, a hard
copy of the error dialog box, and investigation information, and then contact field engineers.

3157:Error: Unable to get HV_AUTOSTARTUP value on node.

Content:
Getting the HV_AUTOSTARTUP value on node has failed.

Corrective action:
Start Web-Based Admin View and CF on all the nodes that configure the cluster.

For information on how to restart Web-Based Admin View, see "Restart" in "PRIMECLUSTER Web-Based Admin View Operation
Guide."

For information on how to check the status of CF and how to start CF, see "Main CF table" and "Starting and stopping CF" in
"PRIMECLUSTER Cluster Foundation (CF) Configuration and Administration Guide."

If this error message is displayed again even after you apply the above corrective action, collect the Java console information, a hard
copy of the error dialog box, and investigation information, and then contact field engineers.

3158:Error: Unable to set HV_RCSTART value on node.

Content:
Setting the HV_RCSTART value on node has failed.

Corrective action:
Start Web-Based Admin View and CF on all the nodes that configure the cluster.

For information on how to restart Web-Based Admin View, see "Restart" in "PRIMECLUSTER Web-Based Admin View Operation
Guide."

For information on how to check the status of CF and how to start CF, see "Main CF table" and "Starting and stopping CF" in
"PRIMECLUSTER Cluster Foundation (CF) Configuration and Administration Guide."
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If this error message is displayed again even after you apply the above corrective action, collect the Java console information, a hard
copy of the error dialog box, and investigation information, and then contact field engineers.

3159:Error: Unable to set HV_AUTOSTARTUP value on node.

Content:
Setting the HV_AUTOSTARTUP value on node has failed.

Corrective action:
Start Web-Based Admin View and CF on all the nodes that configure the cluster.

For information on how to restart Web-Based Admin View, see "Restart" in "PRIMECLUSTER Web-Based Admin View Operation
Guide."

For information on how to check the status of CF and how to start CF, see "Main CF table" and "Starting and stopping CF" in
"PRIMECLUSTER Cluster Foundation (CF) Configuration and Administration Guide."

If this error message is displayed again even after you apply the above corrective action, collect the Java console information, a hard
copy of the error dialog box, and investigation information, and then contact field engineers.

3.2 CRM View Messages

This section explains the messages related to the CRM view.

If a message of the following display format is displayed, take corrective action by referring to the following manual.

Display format

If amessage is displayed during operation of the CRM view or if a message whose frame title in the message dialog box is "Cluster resource
management facility" is displayed:

3.2.1 Information Messages; No Corrective Action Required

This sub-section explains the information messages related to the CRM view.

0701 There is no failed resource.
Content:

The results output by the “cldispfaultrsc” command do not contain any failed resources.

0708 :procl finished.
Content:

The processing shown in procI has been completed.
The type of processing varies depending on the processing name displayed in procl, as follows:

- Initial setup
The resource database is set up.
- Automatic configuration

The device is registered to the resource database.

Corrective action:

Press the OK button to close the message dialog box.

3.2.2 Information Messages; Corrective Action Required

The information messages that corrective actions are required are displayed by Cluster Admin. They are described in message number
sequence.
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0700 :The resource database is not configured. Please configure it by using [Tool] - [Initial setup] menu.
Content:

Information on the resource database cannot be displayed because it has not been set up.

Corrective action:

From the CRM main menu, choose Tool -> Initial setup menu, and then set up the resource database.

0702 :The screen cannot be displayed from the main CRM window.
Content:

The machine administration screen cannot be displayed from the cluster resource management facility main window.

Corrective action:

Close the message dialog box by clicking the OK button, and then select the Machine administration menu from the MISC category in
the top menu of Web-Based Admin View.

0703 :Do you want to start up resource_name (rid=rid) ?
Content:
This query asks whether you want to execute the startup instruction of a resource.

resource_name indicates the displayed resource name while r7d indicates the resource ID.

Corrective action:
Click either of the following buttons:
- Yes: Executes the resource startup instruction.

- No: Does not execute the resource startup instruction.

0704 :Do you want to stop resource_name (rid=rid)
Content:
This query asks whether you want to execute the stop instruction of a resource.

resource_name indicates the displayed resource name while r7d indicates the resource ID.
Corrective action:
Click either of the following buttons:
- Yes: Executes resource stop instruction.

- No: Does not execute the resource stop instruction.

0705 :Do you want to diagnose resource_name (rid=rid) ?
Content:
This query asks whether you want to execute patrol diagnosis of a resource.

resource_name indicates the displayed resource name while r7d indicates the resource ID.

Corrective action:
Click either of the following buttons:
- Yes: Executes patrol diagnosis of the resource.

- No: Does not execute patrol diagnosis of the resource.

0707 :Do you want to begin the proc processing?
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Content:
This query asks whether you want to start the processing shown in proc.
The type of processing varies depending on the processing name displayed in proc, as follows:
- Initial setup
The resource database is set up.
- Automatic configuration

The device is registered to the resource database.

Corrective action:
Click either of the following buttons:
- Yes: Executes the processing indicated by proc.

- No: Terminates operation startup.

0709 :The configuration change function cannot be used because it is being used by another task.
Content:

This processing cannot be executed because a function that executes a similar operation is active.

Corrective action:

Click the OK button to close the message dialog box, wait until the processing execution screen of the same client or the other client
(Web browser) ends, and then re-execute the operation.

0710 :Processing cannot be ended because the following operation instruction is not completed.
Content:
This processing cannot be terminated because the operation is being requested (the command is being transmitted) to the cluster resource
management facility.
Corrective action:
Wait one or two minutes, and then re-select the File -> Exit menu. If this error message appears again, close the browser and then re-
open it.
0711 :Can't get information from the resource database.

Content:

The resource database cannot be obtained.

Corrective action:
Keep the screen displayed and wait awhile. Once the resource database has been obtained, the resource database information will be
displayed.

0712 :The resource database has already been configured.

Content:

Setup processing of the resource database may have failed.

Corrective action:

Click the OK button to close the message dialog box. Then execute the "clinitreset (1M)" command in all cluster nodes to initialize the
resource database, and restart all the cluster nodes.

After all cluster nodes are started, open the CRM main window again, and select Tool -> Initial Configuration Setup to set up the initial
configuration of the resource database.
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0713 :The node which completed the settings of resource database exists.
Content:

Setup processing of the resource database may have failed.

Corrective action:

Click the OK button to close the message dialog box. Then execute the "clinitreset (1M)" command in all cluster nodes to initialize the
resource database, and restart all the cluster nodes.

After all cluster nodes are started, open the CRM main window again, and select Tool -> Initial Configuration Setup to set up the initial
configuration of the resource database.

3.2.3 Error Messages

The error messages related to the CRM view are described in message number sequence.

0760 :A requested operation failed.(Error Details)
Content:
The operation instruction to be executed has failed.

An error message of the cluster resource management facility is displayed in Error Details.

Corrective action:
Check Error Details, and then take corrective action according to the instructions in the message.

Click the OK button to close the message dialog box.

0761 :An internal contradiction occurred in the main CRM window. (Error Details)
Content:
Either of the following symptoms might occur:

- Because of the network load, the Java execution environment of the Web browser failed to load the Java class files that constitute
the cluster resource management facility.

- A program inconsistency was detected in the CRM main window.

Corrective action:

Click the OK button to close the message dialog box, and then restart Web-Based Admin View. Then restart the browser, and re-execute
the operation. For information on how to restart Web-Based Admin View, see "Restart" in "PRIMECLUSTER Web-Based Admin View
Operation Guide."

If this message is displayed again, collect the Java console information, a hard copy of the error dialog box, and investigation
information, and then contact field engineers.
0763 :The operation cannot be executed because the resource database is not configured on all nodes, or
all nodes are not communicating with Web-Based Admin View.
Content:
The following symptoms might occur:
- The cluster resource management facility has not yet been activated because all the nodes have just been started.

- None of the nodes are connected to Web-Based Admin View.

Corrective action:

Since the cluster resource management facility is being started, click the OK button to close the message dialog box, wait a while, and
then re-execute the operation. If the same symptom occurs again, confirm whether the node power is on and whether the cluster resource
management facility is running normally on the nodes.

-61-



If the node power is on and the cluster resource management facility is running normally, restart Web-Based Admin View on the node
on which the operation is to be executed. For information on how to start Web-Based Admin View, see "Restart" in "PRIMECLUSTER
Web-Based Admin View Operation Guide."

If this error message is displayed again even after you apply the above corrective action, collect the Java console information, a hard
copy of the error dialog box, and investigation information, and then contact field engineers.

Click the OK button to close the message dialog box.

0764 :An I/O error occurred.
Content:

An 1/O error occurred.

Corrective action:
Confirm whether the symptom conforms to any of the following descriptions:
a. While the CRM main window was displayed, the operation to shut down the node was performed repeatedly.
b. An operation has been requested from the CRM main window.
C. Aload is being applied to a node, a client machine, or the network.
d. The CRM main window was initialized while the CRM main window was being displayed.

If any operation instruction is being requested, close the message dialog box by clicking the OK button, wait awhile (3 to 5 minutes),
and then re-execute the operation request.

If no operation is being requested, close the message dialog box by clicking the OK button and then restart the browser.
If the above action fails to solve the problem, restart Web-Based Admin View on all the nodes.

For information on how to restart Web-Based Admin View, see "Restart" in "PRIMECLUSTER Web-Based Admin View Operation
Guide."

0765 :Communication with the management server failed.
Content:

A communication error occurred between the browser and the Web-Based Admin View management server. This error occurs when the
browser of the client attempted to respond to an operator intervention message.

Corrective action:
Click the OK button to close the error message dialog box.

If the error recurs even when you re-execute the communication, use the "clreply” command to respond. If a Web-Based Admin View
message is displayed, respond as instructed in that message.
For details about messages 0001 to 0099, see "Message" in "PRIMECLUSTER Web-Based Admin View Operation Guide."

If the above action fails to solve the problem, collect the investigation information, and contact field engineers. For details on how to
collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

0766 :The command terminated abnormally.

Content:

The "cldispfaultrsc” or "clreply" command terminated abnormally.

Corrective action:

See the error message that is output because of the command failure, and take the corrective action shown in the message.

0767 :The command execution failed.
Content:

A node cannot be accessed and the "clreply™ command cannot be executed.
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Corrective action:

If the SysNode that cannot be accessed is indicated in the detailed information, you can execute the clreply command in the SysNode
and respond to the operator intervention message. To respond with the GUI, restart Web-Based Admin View on the SysNode.

In all other cases, restart Web-Based Admin View on the node that becomes the administrative server for Web-Based Admin View. For
details on restarting Web-Based Admin View, see "Restart" in "PRIMECLUSTER Web-Based Admin View Operation Guide."

If the above action fails to solve the problem, collect the investigation information, and contact field engineers. For details on how to
collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

0768 :The processing for the procl cannot finish normally.

Content:

The process indicated by procI could not terminate normally.

Corrective action:
Click the OK button to close the message dialog box. Wait a short while and then re-execute the operation.

If this error message continues to be displayed, collect the Java console information, a hard copy of the error dialog box, and the
investigation information, and then contact field engineers. For details on how to collect information, see "Troubleshooting™ in

"PRIMECLUSTER Installation and Administration Guide."

The processing to be executed varies with the processing name displayed in procl.
- Initial setup
The resource database is set up.
- Automatic configuration

The device is registered to the resource database.

0769 :The processing was aborted because it could not be done on all nodes. (Error Details)

Content:

The process was terminated because there is a node that cannot execute the process.

Corrective action:

The command cannot be issued to the node that is displayed in Error Details.

After restarting Web-Based Admin View on that node, wait a short while and then re-execute the command. For details on restarting
Webh-Based Admin View, see "Restart” in "PRIMECLUSTER Weh-Based Admin View Operation Guide."

If the same message continues to appear, reboot that node.

If all of above corrective actions fail, collect the Java console information, a hard copy of the error dialog box, and the investigation

information, and then contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

Click the OK button to close the message dialog box.

0773 :The initial setup of the resource database failed. (Error Details)
Content:
The initial configuration setup of the resource database failed.
Corrective action:
One of the following conditions may be causing the error. Take corrective action according to the condition.

Condition 1

The Web-Based Admin View information for setting up the resource database of the cluster resource management facility has not yet
been obtained on the node displayed in Error Details.
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Click the OK button to close the message dialog box. Then restart Web-Based Admin View on the node displayed in Error Details, and
re-execute the operation instruction. For information on how to restart Web-Based Admin View, see "Restart" in "PRIMECLUSTER
Web-Based Admin View Operation Guide."

Condition 2
The resource database cannot be set up because CF has not yet been configured.
Click the OK button to close the message dialog box. Next, configure the CF, and then re-execute the operation instruction.

For any other condition or if the same error continues to occur, collect the Java console information, a hard copy of the error dialog box,
and the investigation information, and then contact field engineers. For details on how to collect information, see "Troubleshooting" in
"PRIMECLUSTER Installation and Administration Guide."

0774 :Initial setup failed: the resource database could not be initialized.
Content:

The initialization process of the initial configuration setup failed.

Corrective action:

Collect the Java console information, a hard copy of the error dialog box, and the investigation information, and then contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

After collecting the hard copy, click the OK button to close the message dialog box.

0775 :CF is not running, or CF is not configured.
Content:

Initial setup of the resource database cannot be executed because CF is not configured or CF is stopped on one of the nodes.

Corrective action:

Select the cf tab to display the CF main window, check the status of CF, and then configure or start CF.

0790 An error occurred while collecting the fault resources.
Content:

Node connection failed while the resource data was being collected.

Corrective action:

Reboot the management server of Web-Based Admin View for the affected client. For details, see "PRIMECLUSTER Web-Based
Admin View Operation Guide."

If the problem still cannot be solved, collect maintenance information and then contact field engineers. For details on maintenance
information, see "Troubleshooting information collection” in "PRIMECLUSTER Web-Based Admin View Operation Guide."

0791 You do not have the access authority to respond to this message.
Content:

The user account that logged on to Web-Based Admin View does not have the execute permission to respond to this operator
intervention message.

Corrective action:
Log out from Web-Based Admin View. Retry to log in as root or as a user belonging to wvroot, clroot, or cladmin, and then respond
to the operator intervention message.
0792 The error occurred while accessing the management server. Select [Continue], and then end the
Resource Fault History.
Content:

An error occurred while accessing the management server of Web-Based Admin View.
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Corrective action:

Click the Continue button to close the "Fault Resource List" screen. If the network between the browser and the management server is
merely temporarily disconnected, select the Continuebutton to close the "Fault Resource List" screen. (For example, you need to select
Connect when rebooting or when a LAN cable is temporarily disconnected). If a message output by Web-Based Admin View is
displayed, follow the instructions for that message. If no message is output by Web-Based Admin View, choose Fault Resource List
from the top menu to restart.

If the problem cannot be corrected by clicking the Continue button to reconnect, collect the maintenance information and then contact
field engineers. For information on collecting maintenance information, see "Troubleshooting information collection” in
"PRIMECLUSTER Web-Based Admin View Operation Guide."

3.3 userApplication Configuration Wizard GUI Messages (Solaris)

This section describes the messages displayed with userApplication Configuration Wizard GUI.
Check the message number and see the location from the following table.

Message number Reference location
From 0801 "3.3.1 Information Messages"
From 0830 ""3.3.2 Warning Messages"
From 0880 "3.3.3 Error Messages"

3.3.1 Information Messages

The information messages displayed by the userApplication Configuration Wizard GUI are described in message number sequence.

0801 Do you want to exit userApplication Configuration Wizard GUI?
Content:

This message asks user to exit the userApplication Configuration Wizard GUI.

Corrective action:

To exit the userApplication Configuration Wizard GUI, select Yes. If you do not want to exit the GUI, select No.

0802 Do you want to cancel the setup process?
Content:

This message asks user to cancel the process being operated with the userApplication Configuration Wizard GUI.

Corrective action:
To interrupt the process being operated by the userApplication Configuration Wizard GUI, select Yes. To cancel the interruption, select
No.

0803 Do you want to register setup in a cluster system?

Content:
This message asks user to register the setup information to the system.

Do you want to register setup in a cluster system?

Corrective action:

To register the setup information to the system, select Yes. If you do not want to register the setup information to the system, select No.

0805 GUI is generating RMS Configuration.
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Content:

RMS Configuration information is being generated.

Corrective action:

This message is automatically cleared when RMS Configuration generation is completed. Wait until this message is cleared.

0807 Do you want to remove only selected userApplication (userApplication name)?
Do you want to remove all the resources under userApplication?

Content:
This message asks user to remove only the selected cluster application or all resources under the cluster application as well.
userApplication name represents the name of cluster application to be removed.

Corrective action:

To remove only the cluster application, select userApplication only. To remove all resources under the cluster application as well, select
All. To cancel the removal, select Cancel. "userApplication name" represents the name of cluster application to be removed.

0808 Do you want to remove only selected Resource (resource name) and all the resources under
Resource?

Content:

This message asks user to remove the selected resource and all resources under that resource.

Corrective action:

Toremove the resource indicated by "resource name" in the message and the resources under that resource, select Yes. If you do not want
to remove the resources, select No.

0810 Node name takeover is registered or removed in userApplication. You need to restart SysNode to
enable or disenable takeover network. Restart SysNode after completing setup.

Content:
When the node name takeover is registered in a cluster application or removed, SysNode needs to be restarted to enable or disable the
takeover network.

Corrective action:

As soon as the setup process is completed, restart all SysNodes that contain the cluster application for which node name takeover was
set.

0813 GUI is reading RMS Configuration.
Content:

userApplication Configuration Wizard GUI collects the RMS Configuration information.

Corrective action:

The GUI cannot be closed until the process in the GUI ends.

0814 GUI is saving RMS Configuration in a system.
Content:

userApplication Configuration Wizard GUI collects the RMS Configuration information.

Corrective action:

The GUI cannot be closed until the process in the GUI ends.

0815 GUI is generating RMS Configuration.
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Content:

userApplication Configuration Wizard GUI collects the RMS Configuration information.

Corrective action:

The GUI cannot be closed until the process in the GUI ends.

0816 Do you want to generate RMS Configuration?
Content:

This message asks user to generate the RMS Configuration information with the userApplication Configuration Wizard GUI.

Corrective action:
If you want the userApplication Configuration Wizard GUI to generate RMS Configuration information, select Yes. If you do not want
the GUI to generate the information, select No.

0817 Do you want to distribute RMS Configuration?

Content:

This message asks user to distribute the RMS Configuration information with the userApplication Configuration Wizard GUI.

Corrective action:
If you want the userApplication Configuration Wizard GUI to distribute RMS Configuration information, select Yes. If you do not want
the GUI to distribute the information, select No.

0897 Now this configuration is set to use I/O fencing function.
Confirm "1/O fencing" checkbox in [Attributes] tab to the setting status.

Content:

The configuration was set to use 1/0O fencing.

Corrective action:

When using I/O fencing, corrective action is not required.
When not using 1/0 fencing, uncheck the [I/0 fencing] check box of [Attributes] tab.

3.3.2 Warning Messages

The warning messages of the userApplication Configuration Wizard GUI are described in message number sequence.

0830 Since other client is using userApplication Configuration Wizard GUI or the hvw(1M), GUI cannot be
started.

Content:

Since other client is using userApplication Configuration Wizard GUI or the hvw(1M), GUI cannot be started.

Corrective action:

Check whether the userApplication Configuration Wizard GUI has already been started in another client or whether another client is
using the hvw command. After the other operation is completed, start the GUI or command again.

This message may be displayed at the next startup even if the Web browser or the cluster management server of Web-Based Admin View
is restarted while the GUI is being displayed. If this is the case, wait about five minutes, and then restart the Web browser and the GUI.
0832 Cluster resource management facility is not running. Since a list of candidate interfaces cannot be
obtained, GUI is terminated.
Content:

Cluster resource management facility is not running. Since a list of candidate interfaces cannot be obtained, GUI is terminated.

-67 -



Corrective action:
The reasons for this event occurring includes the following:
- Cause 1

A node for which initial setup of the cluster resource management facility has not yet been completed is included among the nodes
to be monitored with Web-Based Admin View.

- Cause 2

A node on which the cluster resource management facility is not running is included among the nodes to be monitored with Web-
Based Admin View.

- Cause 3

The software that uses the network service may not be able to start due to an error in the use /etc/inet/services file.

How to confirm cause 1

Confirm whether a node for which initial setup of the cluster resource management facility has not yet been completed is included among
the nodes to be monitored with Web-Based Admin View.

Make the confirmation as follows:
1. Confirm the nodes to be monitored with Web-Based Admin View.
Execute the wvstat (1M) command to confirm the monitoring-target nodes for each operation management server.
2. Confirm the settings of the resource database.

Use the CRM main window of Cluster Admin or the clgettree (1) command to confirm whether all the nodes that were confirmed
in Step 1 can be displayed.

If Web-Based Admin View uses a network other than a public LAN for operation management, the node names displayed in Steps 1
and 2 will be different.
Corrective action for cause 1

If only initial setup of the cluster resource management facility has not been completed, use the userApplication Configuration Wizard
GUI after performing initial setup and automatic configuration on the node on which initial setup of the cluster resource management
facility has not been completed.

For details on initial setup of the cluster resource management facility, see "PRIMECLUSTER Installation and Administration Guide."

If installation of the product package has been completed, use the userApplication Configuration Wizard GUI after node expansion, as
explained in "Adding a Node."

In all other cases, for the node on which initial setup of the cluster resource management facility has not been completed, change the
settings of the operation management server of Web-Based Admin View to a host that is not the current operation management server.

For details on how to change the operation management server of Web-Based Admin View, see "Initial setup of the operation
management server” in "PRIMECLUSTER Installation and Administration Guide."

How to confirm cause 2

Confirm whether the node on which the cluster resource management facility is not operating is contained among the Web-Based Admin
View monitoring-target nodes.

Make the confirmation as follows:
1. Confirm the nodes to be monitored with Web-Based Admin View.
Execute the wvstat (1M) command to confirm the monitoring-target nodes for each operation management server.
2. Confirm the operation status of the cluster resource management facility.

Use the CRM main window of Cluster Admin or the clgettree (1) command to confirm which node is in a state other than "ON."

Corrective action for cause 2

Boot the node on which the cluster resource management facility is not operating.
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Corrective action for cause 3

Correct the /etc/inet/services file.

0833 RMS is running. Since Configuration might not be saved, GUI is terminated.
Content:

RMS is running. Generation and distribution of the Configuration information may fail. Thus it may not be created or changed.

Corrective action:

Stop RMS, and then re-execute the operation.

0834 An invalid character is included.
Content:

An invalid character is included in the cluster application name, resource name, script name, and script path.

Corrective action:

A cluster application name, a resource name, a script name, or a script path includes an inappropriate character. Re-enter the correct
value.

0835 Removing resource (resource name) will concurrently remove userApplication (userApplication
name). Do you want to continue?

Content:

All resources under the cluster application are to be removed.

Corrective action:

To remove the cluster application indicated by "userApplication name" in the message and all resources (resource name) under that
cluster application, select Yes. If you do not want to execute deletion processing, select No.

0836 A name is not entered.
Content:

The cluster application, resource name, or script name has not been entered.

Corrective action:

Enter the cluster application name, resource name, or script name.

0837 A value is invalid.
Content:

The numbers that were entered for TIMEOUT, netmask, prefix-length, and so on are invalid.

Corrective action:

Re-enter an appropriate value.

0838 The specified takeover IP address is not available.
Content:

The specified takeover IP address is not available.

Corrective action:

Enter another takeover IP address.

0839 There is an incorrect setup.
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Content:

There is an incorrect content in set item.

Corrective action:

Change the attribute (that has the incorrect data), and continue the operation.

0840 The takeover network name has been defined. Do you want to use the following definitions?
Content:

The takeover network information has already been described in the /usr/opt/reliant/etc/hvipalias file.

Corrective action:
To use the values that were set, select Yes.

If you select No, the userApplication Configuration Wizard GUI re-creates the takeover network information in the previous file and
in /etc/inet/hosts. In this case, the takeover network information can be deleted automatically from /usr/opt/reliant/etc/hvipalias and /
etc/inet/hosts when the Ipaddress resource is deleted.

0841 There is an attribute different than the ones of other resources. Do you want to continue?"
Content:

There is an attribute different than the ones of other resources. This message asks user to continue the operation.

Corrective action:

Review the displayed attribute for any problems. If you select Yes, the system sets the attribute information as specified.

0848 The file name is not specified.
Content:

The file name is not specified.

Corrective action:

Enter the path of the reference file.

0849 A required setup is missing.
Content:

A required setup is missing.
Corrective action:

Set the required items in the screen.

0852 It is not a proper combination.
Content:

The combination of cluster applications that the exclusion relationship was set is not correct.

Corrective action:

You need to set two or more cluster applications in one exclusion group.

0856 The selected userApplication or Resource cannot be edited.
Content:

The selected userApplication or Resource cannot be edited.

Corrective action:

Change the cluster application name or the Resource name, and execute the setup process again.
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0857 The specified takeover Ipaddress or host name has been used.
Content:

The specified takeover IP address or host name has been used.

Corrective action:

Enter another IP address or host name.

0859 Invalid file name or path.
Content:

Invalid file name or path.

Corrective action:

Enter another reference file path.

0860 The specified file exists. Do you want to replace it?
Content:

The specified file exists.

Corrective action:

If you select Yes, the existing file will be replaced. If you select No, the existing file will not be replaced.

0861 The specified interface is different. Do you want to set up IP address?
Content:

The IP address being allocated to the network interface card to be used in the takeover network is different.

Corrective action:

To continue the setup with the assigned IP address segment, select Yes. To select another NIC, select No.

0866 The file system has been used.
Content:

The file system has been used.

Corrective action:

Set another device path and mount point.

0867 Since a list of candidate interfaces cannot be obtained. The process is exited.
Content:

The candidate interfaces to be set to resources cannot be obtained.

Corrective action:

Check whether the interfaces were previously registered to the cluster resource management facility, and then re-execute the operation.

0868 It is not an executable file.
Content:

The specified file cannot be executed.

Corrective action:

Use another file, or add an execute permission to the file.
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0898 "I/0O fencing" checkbox is not selected.

Do you want to continue the configuration setting ?

If selecting "Yes", this configuration is registered without using I/0O fencing function.
If selecting "No", this configuration setting is cancelled.

Content:

The configuration is not set to use /O fencing.

Corrective action:

When using 1/0O fencing, check the [1/0 fencing] check box of [Attributes] tab.
When not using I/0 fencing, make sure to refer to "Supplement on I/O fencing resource deletion™ in "PRIMECLUSTER Installation and
Administration Guide (Oracle Solaris)" and review the configuration and the settings.

0900 The I/O fencing function does not work well on this configuration because the following settings are
not done.

- Set to use I/O fencing function of GDS

- Set to use XSCF(SPARC M10/M12) shutdown agent or ICMP shutdown agent

Do you want to continue this configuration setting ?

If selecting "Yes", this configuration is registered as using I/O fencing function. After registering it, refer
to the "PRIMECLUSTER Installation and Administration Guide" and make sure to execute above setting.
If selecting "No", this configuration setting is cancelled.

Content:

The setting of GDS/SF to be used for 1/O fencing cannot be executed.

Corrective action:
When using 1/O fencing, review the following settings:
- [SDX_VM_IO_FENCE=o0n] is set in all the nodes of /etc/opt/FISVsdx/sdx.cf file
- Settings of XSCF (SPARC M10/M12) or ICMP shutdown agent

For details on the settings of [SDX_VM_IO_FENCE=on], see "Setting 1/0 Fencing Function of GDS" in "PRIMECLUSTER
Installation and Administration Guide (Oracle Solaris)."

For details on the settings of XSCF (SPARC M10/M12) and ICMP shutdown agent, see "Configuring the Shutdown Facility" in
"PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)."

0901 Two or more userApplications can not work in this configuration.
Do you want to continue the configuration setting ?

If selecting "Yes", this userApplication setting is proceeded.
After creating this userApplication, change the shutdown agent to use as XSCF(SPARC M10/M12).
If you can not change the shutdown agent, select "No" to cancel the userApplication setting.

Content:

Unable to operate multiple userApplication in the environment which uses ICMP shutdown agent.

Corrective action:

If you can change the shutdown agent to use XSCF (SPARC M10/M12), select Yes, and then proceed with the creating of
userApplication.

If you cannot change the shutdown agent to use XSCF (SPARC M10/M12), select No, and then stop with the creating of
userApplication.
Register also all of the resources to one of the userApplication.

For details on the settings of XSCF (SPARC M10/M12) shutdown agent, see "Configuring the Shutdown Facility" in
"PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)."
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3.3.3 Error Messages

The error messages of the userApplication Configuration Wizard GUI are described in message number sequence.

0880 A non-classified error occurred.
Content:
If this message is displayed during the creation of userApplication, possibly due to the minimum value is less than the value being set
to the Timeout value of Fsystem resource.
Corrective action:
Change the Timeout value with the following procedure:
1. Check the minimum value of the Fsystem resource's Timeout value.

For the minimum value, refer to the *Creating 31 or more mount points in Fsystem resources” mentioned in the "Creating Fsystem
Resources” of "PRIMECLUSTER Installation and Administration Guide (Oracle Solaris),”" and check.

2. Check if the file below is existing in all of the nodes, if it exists, delete the file.
Jopt/SMAW/SMAWRrms/build/wizard.d/config/subapplications

3. Start userApplication Configuration Wizard
The following message below may be displayed during the start-up, but this does not pose a problem.

0893 RMS Configuration generation failed.

4. Change the Timeout value of Fsystem resource.

For changing the Timeout value of each mount point of the Fsystem resource, follow "Fsystem" mentioned in "Changing the
Attributes Used by a Resource or a Resource Interface” of "PRIMECLUSTER Installation and Administration Guide (Oracle
Solaris)."

If the Timeout value is greater than the minimum value or the problem cannot be resolved by the action described above, collect the Java
console information, a hard copy of the error dialog box, and the investigation information, and then contact field engineers. For details
on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

0881 Connection to the server failed.
Content:
An internal server contradiction or an event that caused a network disconnection between the Web browser and the cluster management
server (restart, shutdown, emergency stop, and LAN cable disconnection) may have occurred.
Corrective action:
If a Web-Based Admin View message is displayed, take corrective action for that message.
If a Web-Based Admin View message is not displayed, respond to this message and restart the userApplication Configuration Wizard.

If the problem cannot be resolved by the action described above, collect the Java console information, a hard copy of the error dialog
box, and the investigation information, and then contact field engineers. For details on how to collect information, see
"Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

0882 A non-supported package is installed. Check the version.

Content:

A package having a different version from the package version required by the userApplication Configuration Wizard GUI is installed
in the cluster node.

Corrective action:

See the information that was output to (detailed information), and reinstall the correct package for the cluster node.
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0883 Since the specified file is in the non-supported format, it cannot be edited.

Content:

The file cannot be edited because it is not a Bourne, C, or korn shell file.

Corrective action:

Specify another file.

0886 Since a list of candidate interfaces that can set in Resource is not acquired, the process is exited.
Content:

A candidate list of the information to be set to Resource could not be obtained.

Corrective action:

Make sure the cluster resource management facility is operating and the automatic configuration (registration of the network unit) is
performed.

After confirming that the network unit is registered to the cluster resource management facility, execute the process again.

For how to execute and how to confirm the process of automatic configuration, refer to "Automatic Configure" in "PRIMECLUSTER
Installation and Administration Guide (Oracle Solaris)."

0888 The command is abnormally terminated.
Content:

The command terminated abnormally. A message is output from the command.

Corrective action:

If the condition does not change even after you re-execute the same operation, collect the Java console information, a hard copy of the
error dialog box, and the investigation information, and then contact field engineers.

The message that is output from the command may contain the "FJSVcluster" keyword and a message number. In this case, take the
corrective action described in "Chapter 4 FJISVcluster Format Messages."

For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

0889 The command execution failed.
Content:

The command execution failed. A message is output from the command.

Corrective action:

If the condition does not change even after you re-execute the same operation, collect the Java console information, a hard copy of the
error dialog box, and the investigation information, and then contact field engineers.

For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

0890 The SysNode for executing a command cannot be found.

Content:
When the three-layer configuration of Web-Based Admin View is used, no cluster node that can be accessed from the management
server can be found.

Corrective action:

Check whether Web-Based Admin View is running on the cluster node. The operating status of Web-Based Admin View can be
confirmed by executing /etc/opt/FISVwvbs/etc/bin/wvstat.

If there is no problem in the environment of Web-Based Admin View and the condition does not change, collect the Java console
information, a hard copy of the error dialog box, and the investigation information, and then contact field engineers.

For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."”
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0891 Reading RMS Configuration failed.
Content:

The RMS Configuration information cannot be analyzed.

Corrective action:
If the cluster application or a resource is not created, change to other Configuration information.

If the condition does not change, collect the Java console information, a hard copy of the error dialog box, and the investigation
information, and then contact field engineers.

For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

0893 RMS Configuration generation failed.
Content:

Generation of RMS Configuration information failed. A message is output from the command.

Corrective action:

If this message is displayed while executing the corrective action of 0880, no action is required because there is no problem.
Otherwise if this message is displayed, start the operation again from the beginning.

If the problem is not resolved by the above action, collect the Java console information, a hard copy of the error dialog box, and the
investigation information, and then contact field engineers.

For details on how to collect information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

0895 RMS Configuration distribution failed.
Content:

Distribution of the RMS Configuration information failed. A message is output from the command.

Corrective action:
Check the following:
1. Whether there are resources that are not related to any cluster application.
2. Whether there cluster applications that do not have any resources.
If the above conditions are found, delete the unnecessary cluster applications and resources.
If the above conditions are not found, repeat the operation from the beginning.

If an error still occurs, collect the Java console information, a hard copy of the error dialog box, and the investigation information, and
then contact field engineers.

For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

0899 You can not use 1/O fencing function on this configuration.
You must satisfy the following conditions.

- Register Gds resource(s)

- The number of SysNode is set to 2

Content:

The 1/0 fencing cannot be used during creation in the userApplication configuration.

Corrective action:
If using 1/O fencing, you must recreate 1/0 fencing in the userApplication configuration which satisfies the following conditions.
- Register the Gds resources.

- Set 2 as SysNode count.
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IChapter 4 FJSVcluster Format Messages

This chapter explains the FISVcluster format messages that are output during PRIMECLUSTER environment settings and operations.
Check the degree of importance and message number contained in the message and refer to the corresponding section from the table below.
This manual only describes the portion after the message number.

Severity Message number Reference
Stop (HALT) 0000 to 0101, "4.1 HALT Messages"
0103 to 0999,
6209
Operator Intervention 1000 to 1999 "4.2 Operator Intervention Messages"
(QUESTION)
Information (INFO) 2000 to 2206, "4.3 Information Messages"
2208 to 3999
Warning (WARNING) | 2207, "4.4 Warning Messages"
4000 to 5999,
6206 (*1),
6209 (*2),
7130
Error (ERROR) 27?2, "4.5 Error Messages"
0102,
6000 to 7999

*1) 6206 is output as a warning (WARNING) or error (ERROR).
*2) 6209 is output as a stop (HALT), warning (WARNING), or error (ERROR).

If SF or CRM is started from the Cluster Admin, the locales of displayed messages are shown in the following table:

Language settings of
oS Locale
Web-Based Admin View

ja RHEL ja(EUC)

Solaris10 or earlier

Solaris11 or later ja_JP.UTF-8
C RHEL C

Solaris10 or earlier

Solaris11 or later

Messages may be character corrupted, if the corresponding locale and system locale are different in the environment in which [ja] is set in
the language settings of Web-Based Admin View.

If applicable, change the settings to C in the language settings of Web-Based Admin View.

4.1 HALT Messages

This section explains the FISVcluster format HALT messages in the order of message numbers.

4}1 Note

When the message number 6209 is output, see "6209."
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0100 Cluster configuration management facility terminated abnormally.
Content:

Cluster configuration management facility terminated abnormally.

Corrective action:

Follow the corrective action of the error message that was displayed right before. If no messages were displayed, gather the information
for survey. Then, contact field engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER
Installation and Administration Guide."”

0101 Initialization of cluster configuration management facility terminated abnormally.

Content:

Initialization of cluster configuration management facility terminated abnormally.

Corrective action:

Follow the corrective action of the error message that was displayed right before. If no messages were displayed, gather the information
for survey. Then, contact field engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER
Installation and Administration Guide."”

4.2 Operator Intervention Messages

This section explains messages that request responses in the order of message numbers.

There are two response methods:
- Response by GUI (Cluster Admin)

- Response by “clreply" command from command prompt

1421 The userApplication "userApplication™ did not start automatically because not all of the nodes
where it can run are online.

Do you want to force the userApplication online on the SysNode "SysNode"?

Message No.: number

Do you want to do something? (yes/no)

Warning: Forcing a userApplication online ignores potential error conditions. Used improperly, it can
result in data corruption. You should not use it unless you are certain that the userApplication is not
running anywhere in the cluster.

Content:
Solaris PRIMECLUSTER 4.2A00 or earlier and Linux PRIMECLUSTER 4.3A20 or earlier

The cluster application was not started automatically because all SysNodes that make up the cluster application were not started within
the prescribed time.

This message inquires if the cluster application is to be forcibly started.
SysNode indicates SysNode on which userApplication will be online if you select yes.

number indicates a message number.

1421 The userApplication "userApplication" did not start automatically because not all of the nodes
where it can run are online.

Forcing the userApplication online on the SysNode "SysNode" is possible.

Warning: When performing a forced online, confirm that RMS is started on all nodes in the cluster,
manually shutdown any nodes where it is not started and then perform it.For a forced online, there is arisk
of data corruption due to simultaneous access from several nodes.In order to reduce the risk, nodes
where RMS is not started maybe forcibly stopped.

Are you sure wish to force online? (nol/yes)

Message No.: number
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Content:
Solaris PRIMECLUSTER 4.3A10 or later and Linux PRIMECLUSTER 4.3A30 or later

The cluster application was not started automatically because all SysNodes that make up the cluster application were not started within
the prescribed time. This message inquires if the cluster application is to be forcibly started.

SysNode indicates SysNode on which userApplication will be online if you select yes.
number indicates a message number.

Make sure to check "Notes on Switching a Cluster Application Forcibly" in "PRIMECLUSTER Installation and Administration Guide"
when starting the cluster application forcibly.

1422 On the SysNode "SysNode", the userApplication "userApplication" is in the Faulted state due to a
fault in the resource "resource". Do you want to clear fault?

Message No.: number

Do you want to do something? (yes/no)

Content:
This message inquires if the Faulted state of the Faulted userApplication caused by faulty resource is to be cleared or not.
SysNoderepresents the SysNode name where the failure occurred. The userApplicationindicates the faulty userApplication name. The
resource indicates the resource name that caused the failure to the userApplication. The number indicates the message number.
Corrective action:

If the failure has been recovered, select "yes."
If not, select "no", remove the failure cause, and clear the Faulted state by using the "hvutil" command.

- When you select "yes"
If you select yes, the operator intervention function will execute the "hvutil" command by specifying the clear option in the "hvutil"
command and also brings userApplication Offline. Confirm whether the userApplication is in the Offline state by using Cluster
Admin or executing the "hvdisp" command.

- When you select "no"
The operator intervention function does not execute the RMS command that sets the userApplication to Offline.

1423 On the SysNode "SysNode", the userApplication "userApplication™ has the faulted resource
"resource”. The userApplication "userApplication™ did not start automatically because not all of the
nodes where it can run are online.

Do you want to force the userApplication online on the SysNode "SysNode"?

Message No.: number

Do you want to do something? (yes/no)

Warning: Forcing a userApplication online ignores potential error conditions. Used improperly, it can
result in data corruption. You should not use it unless you are certain that the userApplication is not
running anywhere in the cluster.

Content:
For Solaris PRIMECLUSTER 4.2A00 or earlier and Linux PRIMECLUSTER 4.3A20 or earlier

The cluster application was not started automatically because the cluster application resource failed and also all SysNodes that make up
the cluster application were not started within the prescribed time.

This message inquires if the cluster application is to be forcibly started.

SysNodeindicates the name of SysNode in which the failure occurred. userApplicationindicates the name of userApplication in which
the failure occurred.

resource indicates the name of the resource that caused the failure in userApplication. numberindicates the message number.

1423 On the SysNode "SysNode", the userApplication "userApplication™ has the faulted resource
"resource”. The userApplication "userApplication™ did not start automatically because not all of the
nodes where it can run are online.

Forcing the userApplication online on the SysNode "SysNode" is possible.
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Warning: When performing a forced online, confirm that RMS is started on all nodes in the cluster,
manually shutdown any nodes where it is not started and then perform it. For a forced online, there is a
risk of data corruption due to simultaneous access from several nodes. In order to reduce the risk, nodes
where RMS is not started maybe forcibly stopped.

Are you sure wish to force online? (no/yes)

Message No.: number

Content:
For Solaris PRIMECLUSTER 4.3A10 or later and Linux PRIMECLUSTER 4.3A30 or later

The cluster application was not started automatically because the cluster application resource failed and also all SysNodes that make up
the cluster application were not started within the prescribed time. This message inquires if the cluster application is to be forcibly
started.

SysNodeindicates the name of SysNode in which the failure occurred. userApplicationindicates the name of userApplication in which
the failure occurred. resource indicates the name of the resource that caused the failure in userApplication.

numberindicates the message number.

Make sure to check "Notes on Switching a Cluster Application Forcibly" in "PRIMECLUSTER Installation and Administration Guide"
when starting the cluster application forcibly.

4.3 Information Messages

This section explains the FISVcluster format information messages in the order of message numbers. Almost all information messages
require no corrective action. Only when action is required, the corrective action is described.

2100 The resource data base has already been set. (detail:codel-code?2)

2200 Cluster configuration management facility initialization started.

2201 Cluster configuration management facility initialization completed.

2202 Cluster configuration management facility exit processing started.

2203 Cluster configuration management facility exit processing completed.

2204 Cluster event control facility started.

2205 Cluster event control facility stopped.

2206 The process (count: appli) was restarted.
Content:

The process monitoring function detected that a process being monitored had stopped and restarted the process. count indicates the
restart count of the process to be monitored. app// indicates the absolute path name of the restarted process.

Corrective action:
Message 2207 is output before this message.

See the explanation of message 2207.

2620 On the SysNode " SysNode ", the userApplication " userApplication " transitioned to the state state .
Therefore, message " number " has been canceled.

Content:

Since the userApplication state has changed, the message has been cancelled. You do not need to respond to the operator intervention
message.

SysNode indicates the name of SysNode in which the userApplication state has been changed. userApplication indicates the name of
userApplication whose status has been changed. stafe indicates the userApplication state. number indicates the message number.

-79-



2621 The response to the operator intervention message " number " was action.
Content:

The response to the operator intervention message has been made.
numberindicates the number of the operator intervention message to which you responded. action indicates with or without response

by yes or no.

2622 There are no outstanding operator intervention messages.

2700 The resource fail has recovered.SysNode:SysNode
userApplication:userApplication Resorce:resource

Content:

The resource recovered from the failure.
SysNodeindicates the name of SysNode whose resource has been recovered. userApplicationindicates the name of the userApplication
to which the recovered resource belongs. resource indicates the name of the resource that has recovered from the error state.

2701 A failed resource has recovered. SysNode:SysNode
Content:

SysNode that was in the Faulted state due to a node panic entered the Online state.
SysNode indicates a recovered SysNode.

2914 A new disk device(disk ) was found.
Content:

A new disk device(disk’) was found. disk indicates a newly detected shared disk device.

Corrective action:
Register a new detected shared disk device (d7sk) in the resource database by executing the "clautoconfig(1M)" or using the CRM main
window. For details on the "clautoconfig(1M)" command, see the manual pages of "clautoconfig(1M)."

Supplement

This message is also displayed when a node is started on a machine where a DVD or CD-ROM is in a DVD-ROM device.
If the device name indicating the DVD-ROM is in "(disk)", it is not necessary to register it in the resource database. Start up the node
after checking a DVD or CD-ROM is not in the DVD-ROM.

2927 A node (node) detected an additional disk. (disk)
Content:

A node (node) detected an additional disk. (d7sk)

node indicates the node identifier of the node on which a new disk unit was detected while disk indicates the newly detected disk unit.
Corrective action:

Register a newly detected disk unit (disk) in the resource database. A disk unit can be registered in the resource database by using the
clautoconfig(1M) command or the CRM main window. For details on the clautoconfig(1M) command, see the manual page describing
clautoconfig(1M).

If there are many newly detected disk units, "..." will be suffixed to disk. In this case, you can reference all of newly detected disk units
by searching for the message having number 2914 in the /var/adm/messages file on the node where the message has been output.

Supplement

This message is also displayed when a node is started on a machine where a DVD or CD-ROM is in a DVD-ROM device.
If the device name indicating the DVD-ROM in "(disk)", it is not necessary to register it in the resource database. Start up the node after
checking a DVD or CD-ROM is not in the DVD-ROM.

3040 The console monitoring agent has been started. (node:nodename)
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3041 The console monitoring agent has been stopped. (node:nodename)

3042 The RCI monitoring agent has been started.

3043 The RCI monitoring agent has been stopped.

3044 The console monitoring agent took over monitoring Node targetnode.

3045 The console monitoring agent cancelled to monitor Node targetnode.

3046 The specified option is not registered because it is not required for device. (option:option)

3050 Patrol monitoring started.

3051 Patrol monitoring stopped.

3052 A failed LAN device is found to be properly running as a result of hardware diagnostics.
(device:altname rid:rid)

Content:
This indicates that the faulty LAN device is operating normally, as a result of hardware diagnosis.

altname indicates the interface name of the specified LAN device while ridindicates its resource ID.

3053 A failed shared disk unit is found to be properly running as a result of hardware diagnostics.
(device:altname rid:rid)

Content:
This indicates that the faulty shared device is operating normally, as a result of hardware diagnosis.

altname indicates the device name of the shared device that is operating normally while ridindicates its resource ID.

3070 "Wait-For-PROM" is enable on the node. (hode:nodename)
Content:

"Wait-For-PROM" of the RCI monitoring agent is enabled on the node nodename.

Corrective action:

"Wait-for-PROM," which is not supported, has been enabled. Change the setting of the Shutdown Facility to disable "Wait-for-PROM."
For the details, see "PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)."

3071 "Wait-For-PROM" of the console monitoring agent is enable on the node. (node:nodename)
Corrective action:

"Wait-for-PROM," which is not supported, has been enabled. Change the setting of the Shutdown Facility to disable "Wait-for-PROM."
For the details, see "PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)."

3080 The MMB monitoring agent has been started.

3081 The MMB monitoring agent has been stopped.

3082 MMB has been recovered from the failure. (node:nodename mmb_ipaddressl:mmb_ipaddressl
mmb_ipaddress2:mmb_ipaddress2 node_ipaddressl:node_ipaddressl
node_ipaddress2:node_ipaddress?2)

3083 Monitoring another node has been started.

3084 Monitoring another node has been stopped.

3085 The MMB IP address or the Node IP address has been changed. (mmb_ipaddressl:mmb_ipaddressl
mmb_ipaddress2:mmb_ipaddress2 node_ipaddressl:node_ipaddressl
node_ipaddress2:node_ipaddress?2)
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Content:

This indicates that the MMB IP address or the IP address in the management LAN of the shutdown configuration has been changed.

3120 The iRMC asynchronous monitoring agent has been started.

3121 The iRMC asynchronous monitoring agent has been stopped.

3122 MMB has been recovered.
(node:nodename mmb_ipaddressl:mmb_ipaddressl mmb_ipaddress2:mmb_ipaddress2
node_ipaddress:node_ipaddress)

3123 iRMC has been recovered.
(node:nodename irmc_ipaddress:irmc_ipaddress node_ipaddress:node_ipaddress)

3124 The node status is received.
(node:nodename from:irmc/mmb_ipaddress)

3110 The SNMP monitoring agent has been started.

3111 The SNMP monitoring agent has been stopped.

3200 Cluster resource management facility initialization started.

3201 Cluster resource management facility initialization completed.

3202 Cluster resource management facility exit processing completed.

3203 Resource activation processing started.

3204 Resource activation processing completed.

3205 Resource deactivation processing started.

3206 Resource deactivation processing completed.

4.4 Warning Messages

This section explains the FISVcluster format warning messages in the order of message numbers.

2207 Process (appli) has stopped.
Content:

This message warns that the monitoring target with the process monitoring feature was stopped by other than the correct processing for
stopping by the execution of the Offline script.
appliindicates the absolute path name of the monitored process that has been stopped.

Corrective action:

If the process was stopped because of an error, search for the cause by checking the process specification or core file error. The core file
is written to the current directory of the process or the directory set for the kernel parameter of the system. (If the file is written-enabled,
the normal access control is applied.).

Check the value of the kernel parameter by executing the following command.
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# sysctl -a | grep kernel.core_pattern
kernel .core_pattern = |/usr/lib/systemd/systemd-coredump %P %u %g %s %t %c %h %e

The core file is not generated for the process that has an effective user ID different than the actual user ID. For detailed investigations,
contact the creator of this process.

4250 The line switching unit cannot be found because FJSVclswu is not installed
Content:

This message indicates that the line switching unit cannot be detected, as the FIJSVclswu is not installed.

Corrective action:
Devices other than the line switching unit register an automatic resource.

Install the FISVclswu package and conduct the automatic resource registration of the line switching unit for using the line switching unit.

5001 The RCI address has been changed. (node:nodename address:address)
Content:

Change of RCI address is detected during operation.

nodename indicates the node name of which RCI address is changed. address represents the RCI address after change.
Corrective action:

Review the RCI address setting of the detected node.

5021 An error has been detected in part of the transmission route to MMB. (node:nodename
mmb_ipaddressl:mmb_ipaddressl mmb_ipaddress2:mmb_ipaddress2
node_ipaddressl:node_ipaddressl node_ipaddress2:node_ipaddress2)

Content:

This message indicates that an error has been detected in part of the transmission route to MMB.

Corrective action:
An error was detected in part of the transmission route to MMB, or MMB may be in high load.
Check the following points:
- Check if the normal lamp of the port connected to the HUB and the LAN cable is ON.
- Check if the LAN cable is connected to the MMB port connector or the HUB-side connector.
- Check if the load to MMB is high.

If one of the above items is found to be the cause, the MMB monitoring agent or the iRMC asynchronous monitoring agent recovers
automatically after the corrective action is taken. Automatic recovery takes up to 10 minutes.

If the automatic recovery message 3082 (MMB monitoring agent) or 3122 (iRMC asynchronous monitoring agent) is displayed, and this
message is not displayed again after 10 minutes has passed, MMB may have been in temporally high load. In this case, no action is
required.

If the connection fails after the above items are checked, contact field engineers because there may be a network failure or a failure in
hardware such as MMB or HUB. If this corrective action does not work, record this message and collect information for an investigation.
Then, contact field engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and
Administration Guide."”

5100 An error was detected in the failover unit of the line switching unit. (RCl:addr LSU:mask
status:status type:type)

Content:
An error was detected in the switching control board of the line switching unit.

adar. Indicates the RCI address of the line switching unit in which an error was detected.
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mask. Indicates the LSU mask to be controlled.
status. Indicates the an internal status of the line switching unit by error type.
type: Indicates an error type.
- 3: Indicates that the reserved status was not canceled.
status: The reserved status of each LSU included in the switching unit is indicated by the value of the LSU mask.
0: Indicates that the LSU is in the released status.
1: Indicates that the LSU is in the reserved status.
- 4: Indicates that the connection has not changed.
status: The status of the connection of each LSU included in the switching unit is indicated by the LSU mask value.
0: Indicates that the LSU is connected to port 0.
1: Indicates that the LSU is connected to port 1.
- 5! Indicates that the reserved status could not be created.
status: The reserved status of each LSU included in the switching unit is indicated by the value of the LSU mask.
0: Indicates that the LSU is in the released status.
1: Indicates that the LSU is in the reserved status.

LSU mask value

LSU15 LSU14 LSU13 LSU12 ... LSUO3 LSUO2 LSUO1l LSUOO

0x8000 0x4000 0x2000 0x1000 ... 0x0008 0x0004 0x0002 0x0001

Corrective action:
No corrective action is required because processing is retried. If, however, retries fail repeatedly and if this warning occurs frequently,
contact field engineers.

5200 There is a possibility that the resource controller does not start.
(ident::ident command:command, ....)

Content:

Notification of the completion of startup has not yet been posted from the resource controller. /dent indicates a resource controller
identifier while command indicates the startup script of the resource controller.

Corrective action:

It is possible that startup of GDS resource controller is delayed. If an error message is output after this warning message, take the
corrective action instructed by the error message.

If the message is displayed again, collect the investigation information. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

If no error messages are output, there are no problems as GDS resource controller operates later.

7130 The specified resource ID (rid ) cannot be deleted because it is being used.
Content:

The specified resource 1D cannot be deleted because it has been used for GDS, and so on.
ridindicates the resource ID.

Corrective action:

Confirm the resource 1D to be deleted, and then set up the correct resource 1D.

ccmtrestr: FISVcelerr Onltre start fail
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Content:
Failed to start an online trace.
When this message is output, the following messages are also output:

FJSVcldbm: WARNING: ccmtrestr: FISVceldbm.mst Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm.lck Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm.dbce Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVeldbm.dbu Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm.com Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm.syn Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm.svlib Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm.evm Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm.evmhty Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVeldbm.evmslb Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVceldbm.evmmtx Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVceldbm.cem Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVcldbm.cemtm Onltre start fail
FJSVcldbm: WARNING: ccmtrestr: FISVceldbm.cemick Onltre start fail

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

4.5 Error Messages

This section explains the FISVcluster format error messages in the order of message numbers.

If an error message is output, conduct the log analysis on the time zone the message was output from the /var/adm/messages file for Solaris
or the /var/log/messages for Linux to check if other messages had output beforehand. If so, take corrective action following instructions on
that error message in the first place.

???7? Message not found!!

Content:

The text of the message that is correspondent to the message number is not available.
Conduct confirmation as it is possible that no message catalog or symbolic link to the message catalog exists.

Corrective action:
If no message catalog exists, conduct installation again.
If no symbolic link exists, create the link using the In command.

If the message is displayed again, collect the investigation information. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

- For message catalogs, see below.

- Solaris/Linux
/opt/FISVclapi/locale/C/LC_MESSAGES/FISVcluster
/opt/FISVcldev/locale/C/LC_MESSAGES/FJSVcldev
/opt/FISVclapi/locale/ja/LC_MESSAGES/FISVcluster
Jopt/FISVcldev/locale/ja/LC_MESSAGES/FISVcldev

- For symbolic links, see below.

- Solaris

Jusr/lib/locale/C/LC_MESSAGES/FISVcluster
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Jusr/lib/locale/C/LC_MESSAGES/FISVcldev
{usr/lib/locale/ja/LC_MESSAGES/FISVcluster
Jusr/lib/locale/ja/LC_MESSAGES/FISVcldev

- Linux
Jusr/share/locale/C/LC_MESSAGES/FISVcluster
lusr/share/locale/C/LC_MESSAGES/FISVcldev
Jusr/share/locale/ja_JP.UTF-8/LC_MESSAGES/FJSVcluster
Jusr/share/locale/ja_JP.UTF-8/LC_MESSAGES/FISVcldev
Jusr/share/locale/ja_JP/LC_MESSAGES/FJSVcluster
lusr/share/locale/ja_JP/LC_MESSAGES/FISVcldev
Jusr/share/locale/ja_JP.eucJP/LC_MESSAGES/FISVcluster
lusr/share/locale/ja_JP.eucJP/LC_MESSAGES/FISVcldev

0102 A failure occurred in the server. It will be terminated.
Content:

A failure occurred in the server. It will be terminated.

Corrective action:

Follow the corrective action of the error message that was displayed right before this 0102 message.

6000 An internal error occurred. (function:function detail:codel-code2-code3-code4)
Content:

An internal error occurred in the program.
function, codel, codeZ, code3, and code4 indicate the investigation information for error diagnosis.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6001 Insufficient memory. (detail:codel-code?2)

Content:

This message indicates that the memory resources are insufficient.
codel and codeZindicate the information necessary for error investigation.

Corrective action:
One of the following could be the case:
- The memory resources are insufficient.
- The kernel parameter has incorrect settings.

Reexamine the estimation of the memory resources that are required for the entire system. For information on the amount of memory
required for cluster control, see the Installation Guide for PRIMECLUSTER, which is provided with each product.

If you still have the problem, confirm that the kernel parameter settings are correct by referring to "Setup (initial configuration)™ of
PRIMECLUSTER Designsheets for PRIMECLUSTER 4.4 or later, or "Kernel Parameter Worksheet" of "PRIMECLUSTER
Installation and Administration Guide" for PRIMECLUSTER 4.3 or earlier.

Change the settings if necessary, and then reboot the system. If above actions do not help you solve the problem, contact field engineers.
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If above actions do not help you solve the problem, record the message, collect the investigation information and then contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

6002 Insufficient disk or system resources. (detail:codel-code?2)

Content:

This message indicates that disk or system resources are insufficient. codel and codeZ indicate the information necessary for error
investigation.

Corrective action:
One of the following could be the case:
- The disk resources are insufficient.
- The kernel parameter has incorrect settings.

Record this message and collect information for an investigation. For details on how to collect information, see "Troubleshooting" in
"PRIMECLUSTER Installation and Administration Guide."”

Confirm that there is sufficient disk space to enable the operation of PRIMECLUSTER. If necessary, delete any unnecessary files to
create sufficient free space and then restart the system. For information on the amount of required disk space, see the Installation Guide
for PRIMECLUSTER," which is provided with each product.

If you still have the problem, confirm that the kernel parameter settings are correct by referring to "Setup (initial configuration)" of
PRIMECLUSTER Designsheets for PRIMECLUSTER 4.4 or later, or "Kernel Parameter Worksheet" of "PRIMECLUSTER
Installation and Administration Guide™" for PRIMECLUSTER 4.3 or earlier. Change the settings if necessary, and then reboot the
system.

If above actions do not help you solve the problem, contact field engineers.

6003 Error in option specification. (option:option)
Content:

Option designation is incorrect. gption indicates an option.

Corrective action:

Specify the option correctly, and then re-execute the operation.

6004 No system administrator authority.
Content:

It is required to execute by the system administrator authority.

Corrective action:

Re-execute the process with system administrator' s authority.

6005 Insufficient shared memory. (detail:codel-code?2)
Content:

Shared memory resources are insufficient for the Resource Database to operate.

Corrective action:

Review estimated allocation for shared memory resource by referring to "Setup (initial configuration)" of PRIMECLUSTER
Designsheets for PRIMECLUSTER 4.4 or later, or "Kernel Parameter Worksheet" of "PRIMECLUSTER Installation and
Administration Guide" for PRIMECLUSTER 4.3 or earlier. Then, reboot the node that has the changed kernel parameter settings.

If this error cannot be corrected by the above action, record this message and collect information for an investigation. Then, contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."
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codel and codeZindicate the information required for error investigation.

6006 The required option option must be specified.
Content:

Specify the mandatory options shown in gption.

Corrective action:

Specify the option correctly, and then re-execute the operation.

6007 One of the required options (option) must be specified.
Content:

Specify on of mandatory options shown in gption.

Corrective action:

Specify a correct option, and execute the command again.

6008 If option optionl is specified, option option2 is required.
Content:

When an option is specified gptionl, an option must be specified also to gption2.

Corrective action:

Specify the option correctly, and then re-execute the operation.

6009 If option optionl is specified, option option2 cannot be specified.
Content:

Two options specified with the command conflict.

Corrective action:

Re-execute the command by specifying either one of the options.

6010 If any one of the options optionl is specified, option option2 cannot be specified.
Content:

If one of the options is specified to gptionl, any option cannot be specified to gptionZ2.

Corrective action:

Specify the option correctly, and then re-execute the operation.

6021 The option option(s) must be specified in the following order:order
Content:

Specify options sequentially in the correct order. gptionindicates an option specified in the wrong order and order, correct designation
sequence.

Corrective action:

Specify gptions in the order shown by order. Then, run the processing again.

6025 The value of option option must be specified from valuel to value2
Content:

Specify the value of the gption shown in option within the range between valuel and valueZ.
option indicates the specified option while valuel and valueZ indicate values.
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Corrective action:

Specify the value of the option shown in option within the range between valuel and value2. Then, run the processing again.

6200 Cluster configuration management facility:configuration database mismatch. (name:name
node:node(node-number))

Content:

This message indicates that mismatch of cluster configuration database occurred to the cluster configuration management facility.

Corrective action:

Collect the investigation information from all the nodes and then recover the system as instructed below. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

As the node to which this message is not output is the one that has mismatch of the cluster configuration database, reboot that node.

name indicates a database name in which a mismatch occurred, while node indicates an ID node name that has an old cluster
configuration database. node of the node number indicates a node 1D number of which cluster configuration database is normal.

If above actions do not help you solve the problem, record this message and contact field engineers.

6201 Cluster configuration management facility:internal error. (node:node code:code)
Content:

An internal error occurred in the cluster configuration management facility.
node indicates a node where an error occurred. code indicates a code showing the details of processing executed against the error.

Corrective action:
One of the following could be the case:
- The kernel parameter has incorrect settings.
- The memory resources are insufficient.
- The disk resources are insufficient.

Confirm that the kernel parameter settings are correct by referring to "Setup (initial configuration)" of PRIMECLUSTER
Designsheets for PRIMECLUSTER 4.4 or later, or "Kernel Parameter Worksheet" of "PRIMECLUSTER Installation and
Administration Guide" for PRIMECLUSTER 4.3 or earlier.

If not, correct the settings and then reboot the system.

If the above does not correct the problem, review the estimated memory resources required for the entire system. As for memory
resources required for controlling the cluster, refer to the Installation Guide for PRIMECLUSTER provided with each product.

If the problem still remains, confirm that there is sufficient disk space to enable the operation of PRIMECLUSTER. If necessary,
delete any unnecessary files to create sufficient free space and then restart the system.

For information on the amount of required disk space, see the Installation Guide for PRIMECLUSTER, which is provided with each
product.

- CF and the cluster interconnect are not running.

Check if CF and the cluster interconnect are running by using the cftool and ciptool commands. If not, take a necessary action based
on the displayed CF message.

If the error still cannot be solved after the above actions, record this message and collect the investigation information. Then, contact
field engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

6202 Cluster event control facility:internal error. (detail:codel-code2)

Content:

An internal error has occurred in the event configuration management facility of the cluster control.
codlI and codeZ indicate the information necessary for error investigation.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6203 Cluster configuration management facility: communication path disconnected.
Content:

This message indicates that communication paths to other nodes are disconnected for the cluster management configuration system.

Corrective action:

Check the state of other nodes and path of a private LAN.

6204 Cluster configuration management facility has not been started.
Content:

This message indicates that the cluster management configuration system has not been started up.

Corrective action:

Record this message and those before and after this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6206 Cluster configuration management facility:error in definitions used by target command.
Content:

This message indicates that there is the wrong command definition information that is used by the cluster management configuration
system.

target indicates a command name.

Corrective action:
Record this message and those before and after this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."
6207 Cluster domain contains one or more inactive nodes.
Content:

There is a node among nodes that configure the cluster domain, which has not been started up.

Corrective action:

Activate the node in the stopped state.

6208 Access denied (command ).
Content:

The user has no access authority. Zarget indicates a command name.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6209 The specified file or cluster configuration database does not exist (target).

Content:

The specified file or cluster configuration database does not exist.
target indicates a file name or cluster configuration database name.
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Corrective action:
One of the following causes is possible:
- The kernel parameter has incorrect settings.
- The memory resources are insufficient.
- The disk resources are insufficient.

Confirm that the kernel parameter settings are correct by referring to "Setup (initial configuration)" of PRIMECLUSTER Designsheets
for PRIMECLUSTER 4.4 or later, or "Kernel Parameter Worksheet" of "PRIMECLUSTER Installation and Administration Guide" for
PRIMECLUSTER 4.3 or earlier.

If not, correct the settings and then reboot the system.

If the above does not correct the problem, review the estimated memory resources required for the entire system. As for memory
resources required for controlling the cluster, refer to the Installation Guide for PRIMECLUSTER provided with each product.

If the problem still remains, confirm that the disk space necessary for operation of PRIMECLUSTER. If not, delete unnecessary files
to ensure the sufficient space and then reboot the system. For details on memory space required for PRIMECLUSTER operation, refer
to the Installation Guide for PRIMECLUSTER provided with each product.

If this error cannot be corrected by the above action, record this message and collect information for an investigation. Then, contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

6210 The specified cluster configuration database is being used (table).
Content:

The specified cluster configuration database is currently being used.
table indicates a cluster configuration database name.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6211 A table with the same name exists (table).
Content:

A cluster configuration database that has the same name exists.
table indicates a cluster configuration database name.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

6212 The specified configuration change procedure is already registered (proc).

Content:

The specified configuration change procedure has already been registered.
proc indicates a configuration change procedure name.

Corrective action:
Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

6213 The cluster configuration database contains duplicate information.

Content:

The same information already exists in the cluster configuration database.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6214 Cluster configuration management facility:configuration database update terminated abnormally
(target).

Content:

The cluster configuration database reflecting processing of the cluster configuration management facility has terminated abnormally.
target indicates a cluster configuration database name.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

Collect the investigation information in all the nodes, then reactivate all the nodes.

6215 Cannot exceed the maximum number of nodes.
Content:

This message appears when you attempt to add a node exceeding the maximum number of configuration nodes.

Corrective action:

Review the cluster system configuration so that the number of nodes becomes equal to or less than the maximum number of composing
nodes.

6216 Cluster configuration management facility:configuration database mismatch occurred because
another node ran out of memory. (hame:name node:node)

Content:

Mismatch of cluster configuration database occurred for the cluster configuration management facility because of insufficient memory
resources of other node.
name indicates a database in which a mismatch occurred and node indicates a node for which a memory shortfall occurred.

Corrective action:

Review the memory resource allocation, and reboot the node. If an error still occurs, record this message and collect the investigation
information. For details on how to collect information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration
Guide."

Review the memory resource allocation. If this error cannot be solved by operator response, contact field engineers. After collecting data
for all the nodes, stop the node and start it again.

6217 Cluster configuration management facility:configuration database mismatch occurred because
another node ran out of disk or system resources. (name:name node:node)

Content:

Mismatch of cluster configuration database occurred for the cluster configuration management facility because of insufficient disk or
system resources of other node.

name indicates a database in which a mismatch occurred and node indicates the node in which insufficient disk resources or system
resources occurred.

Corrective action:

Record this message and collect information for an investigation. For details on how to collect information, see *Troubleshooting” in
"PRIMECLUSTER Installation and Administration Guide."

Review the disk resource and system resource (kernel parameters) allocation by referring to "Setup (initial configuration)" of
PRIMECLUSTER Designsheets for PRIMECLUSTER 4.4 or later, or "Kernel Parameter Worksheet" of "PRIMECLUSTER
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Installation and Administration Guide" for PRIMECLUSTER 4.3 or earlier. When the kernel parameter is changed for a given node,
restart that node. If this error cannot be corrected by the above, contact field engineers.

6218 An error occurred during distribution of file to the stopped node. (name:name node:node
errno:errno)

Content:

An error occurred during distribution of a file to a stopping node.
nameindicates the file name that was distributed when a failure occurred, nodeindicates the node in which a failure occurred, and errno
indicates the error number when a failure occurred.

Corrective action:

File cannot be distributed from the erroneous node to the stopped node. Be sure to start the stopped node before the active node stops.
It is unnecessary to re-execute the command.

6219 The cluster configuration management facility cannot recognize the activating node. (detail:codel-
code?)

Content:
The activating node cannot be recognized by the cluster configuration management facility.
codel and codeZindicate the information required for error investigation.

Corrective action:

Confirm that there are no failures in Cluster Foundation (CF) or cluster interconnection. If a failure occurs in CF, take the corrective
action following the CF message. If a failure occurs in cluster interconnection, check the cluster interconnection and network settings.
If you still have this problem after going through the above instructions, record this message, collect the investigation information, and
then contact field engineers. For details on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and
Administration Guide."

6220 The communication failed between nodes or processes in the cluster configuration management
facility. (detail:codel-code2)

Content:

Communications cannot be done between nodes or processes for the cluster configuration management facility.
codel and codeZ indicate the information required for investigation.

Corrective action:

Confirm that there are no failures in cluster interconnection. If a failure occurs in cluster interconnection, check the cluster
interconnection and network settings.

If above actions do not help you solve the problem, record this message, collect the investigation information, and then contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

6221 Invalid kernel parameter used by cluster configuration database. (detail:codel-code?2)
Content:

Parameter setting used by cluster management is incorrect.

codel and codeZindicate the information required for error investigation.
Corrective action:

The kernel parameter used by the resource database is incorrect. Modify the settings by referring to "Setup (initial configuration)"” of
PRIMECLUSTER Designsheets for PRIMECLUSTER 4.4 or later, or "Kernel Parameter Worksheet" of "PRIMECLUSTER
Installation and Administration Guide™ for PRIMECLUSTER 4.3 or earlier.

When the kernel parameter is modified, reboot the modified node.
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If above actions do not help you solve the problem, record this message, collect the investigation information, and then contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

6222 The network service used by the cluster configuration management facility is not available.
(detail:codel-code?2)

Content:

The network to be used by the cluster configuration management facility is not available.
codel and codeZ indicate the information required for error investigation.

Corrective action:

Confirm the /etc/inet/services file is linked to the /etc/services file. If not, you need to create a symbolic link to the /etc/services file after
editing to correct settings. Confirm the following network services are set up correctly in the /etc/inet/services file. If any of the
followings are missing, you need to add the missing one.

dcntom 9331/t cp# FISVcl dbm package
dcnsync 9379/t cp# FJSvcl dbm package
dcml ck 9378/t cp# FISVcl dbm package
denfcp 9377/t cp# FISVel dbm package
dcrmmst 9375/t cp# FJSVel dbm package
dcrrevm 9376/t cp# FJSVcl dbm package

If the above settings are correct, confirm that the services of the /etc/nsswitch.conf file are defined as shown below. If not, you need to
define them correctly.

services: files nisplus

Reboot the modified node.

If the /etc/nsswitch.conf file is correctly set, confirm that the SysNode names are also correctly set to /etc/inet/hosts (for Solaris) or /etc/
hosts (for Linux).

If above actions do not help you solve the problem, record this message, collect the investigation information, and then contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

6223 A failure occurred in the specified command. (command: command , detail:codel-code?2)

Content:

An error is detected to the specified command.
command, codel and code2 indicate the information required for error investigation.

Corrective action:

Confirm that you can normally run the program specified by the “clexec" command. If above actions do not help you solve the problem,
record this message, collect the investigation information, and then contact field engineers. For details on how to collect information,
see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6226 The kernel parameter setup is not sufficient to operate the cluster control facility. (detail:code)

Content:

One or more kernel parameter settings used for cluster management are missing.
code indicates a missing kernel parameter setting and the minimum value necessary for cluster management to operate.

Corrective action:

One or more kernel parameters used by the resource database are not specified. Modify the settings by referring to "Setup (initial
configuration)" of PRIMECLUSTER Designsheets for PRIMECLUSTER 4.4 or later, or "Kernel Parameter Worksheet" of
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"PRIMECLUSTER Installation and Administration Guide" for PRIMECLUSTER 4.3 or earlier. When the kernel parameter is
modified, reboot the modified node.

If this message appears during initial setting of the resource database, review the kernel parameter settings, execute the "clinitreset"
command, reboot the node, and initialize the resource database again.

If you still have this problem after going through the above instructions, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6250 Cannot run this command because FJSVclswu is not installed.

Content:

FJSVclswu must have been installed for executing this command.

Corrective action:
Install the FISVclswu package before executing the command. Refer to the Installation Guide for PRIMECLUSTER for further details.

6300 Failed in setting the resource data base. (detail:codel-code2)
Content:

This message indicates failure in resource database setting.
codel and codeZ represent the information for error investigation.

Corrective action:

Check if an error message is output to /var/adm/messages (Solaris) or /var/log/messages (Linux) by the cluster management facility. If
so, take the following corrective action:

1. Execute "clinitreset” command at all the nodes.
2. Reboot all the nodes.
3. One of the following could be the case:
- An error caused by the error message displayed before this message.
- The CIP setting is invalid.
- Communication used for PRIMECLUSTER by filtering the network (such as iptables) is not available.
If an error message was displayed before this message, see the corrective action of the error message.

If no error message is displayed, see "PRIMECLUSTER Installation and Administration Guide" to check that the CIP setting is
correct.

If the setting is not correct, modify it.

If you still have the problem, check whether the communication used for PRIMECLUSTER by filtering the network (such as
iptables) is not available.

If the setting is not correct, restart the system.

4. If this message appears during execution of “clsetup” command, execute the command again. If this message appears on the CRM
main window, initialize the CRM again.

If you still have this problem after going through the above instructions, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."
6302 Failed to create a backup of the resource database information. (detail:codel-code?2)

Content:

This message indicates failure in creating a backup file of the resource database.
codel and codeZindicate the information required for investigation.

Corrective action:

The disk space might be insufficient. Make sure you have 1 MB or more of free disk space, and try backing up again.
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If you still have this problem after going through the above instruction, record this message, collect the investigation information, and
then contact field engineers. For details on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and
Administration Guide."

6303 Failed restoration of the resource database information. (detail:codel- code?2)
Content:

This message indicates failure in restoring the resource database information.
codel and codeZ indicate the information required for investigation.

Corrective action:
The disk space might be insufficient. Make sure you have 1 MB or more of free disk space, and try backing up again.

If you still have this problem after going through the above instruction, record this message, collect the investigation information, and
then contact field engineers. For details on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and
Administration Guide."

6600 Cannot manipulate the specified resource. (insufficient user authority)

Content:

The specified resource cannot be manipulated because of lack of user authority.

Corrective action:

Re-execute the specified resource with registered user authority.

6601 Cannot delete the specified resource. (resource:resource rid:rid)
Content:

Cannot delete the specified resource.
resource indicates the resource name of the specified resource. rid indicates the resource ID of the specified resource.

Corrective action:

Specify the resource correctly, and then re-execute it.

6602 The specified resource does not exist. (detail:codel-code?2)
Content:

The specified resource does not exist. codel and codeZ indicate the information required for investigation.

Corrective action:
Specify the resource correctly, and then re-execute the operation. If the message is displayed again, record the message, collect the
information required for investigation, and contact field engineers. For details on how to collect information, see "Troubleshooting™ in
"PRIMECLUSTER Installation and Administration Guide."

6603 The specified file does not exist.

Content:
A non-existing file is specified.

Corrective action:

Specify the correct file, then re-execute the processing.

6604 The specified resource class does not exist.
Content:

A non-existing resource class is specified.
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Corrective action:
Specify the correct resource class, and then re-execute the processing.
A specifiable resource class is a file name itself that is under /etc/opt/FISVcluster/classes.

Confirm that there is no error in the character strings that have been specified as the resource class.

6606 Operation cannot be performed on the specified resource because the corresponding cluster
service is not in the stopped state. (detail:codel- code2)

Content:

The specified resource cannot be operated, as the service is not in the stopped state.
codel and codeZ indicate the information required for error investigation.

Corrective action:

Stop the cluster service, then re-execute the processing.

6607 The specified node cannot be found.
Content:

A non-existing node is specified.

Corrective action:

Specify the node correctly. Then, execute again.

6608 Operation disabled because the resource information of the specified resource is being updated.
(detail:codel-code?)

Content:
Operation cannot be performed, as the resource information of the specified resource is under updating.
codel and codeZ indicate the information required for error investigation.

Corrective action:

Re-execute the processing.

6611 The specified resource has already been registered. (detail:codel-code2)
Content:

The specified resource has already been registered.
codel and codeZ indicate the information required for error investigation.

Corrective action:

If this message appears when the resource is registered, it indicates that the specified resource has been already registered. It is
unnecessary to register it again.

If this message appears when changing a displayed name, specify other name because the specified display name has already been
registered.

6614 Cluster configuration management facility:internal error. (detail:codel- code2)

Content:

An internal error occurred in the cluster configuration management facility.
codel and codeZindicate the information required for error investigation.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."”
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6615 The cluster configuration management facility is not running.(detail:codel-code2)
Content:

The cluster configuration management facility is not running.
codel and codeZ indicate the investigation information required for field engineers.

Corrective action:

Reactivate the Resource Database by restarting the node. If the message is redisplayed, record this message and collect related
information for investigation. Then, contact field engineers. For details on how to collect information, see "Troubleshooting™ in
"PRIMECLUSTER Installation and Administration Guide."”

6616 Cluster configuration management facility: error in the communication routine.(detail:codel-code2)
Content:

An error occurred to communication processing of cluster configuration management facility.
codel and code2 indicate the investigation information required for field engineers.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6617 The specified state transition procedure file does not exist.
Content:

The specified state transition procedure file does not exist.

Corrective action:
Specify the state transition procedure file correctly, and then run the processing again.

If the problem cannot be solved with this corrective action, collect the investigation information and then contact field engineers. For
details on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."”

6618 The state transition procedure file could not be written. A state transition procedure file with the
same name already exists.

Content:

As the state transition procedure file having the same name already exists, the state transition procedure could not be saved.

Corrective action:

To overwrite the state transition procedure file, specify the "-----0™ option and then run the processing again.

6619 The state transition procedure file could not be written. There was an error in the resource class
specification.

Content:

As a wrong resource class is specified, the state transition procedure file could not be saved.

Corrective action:

Specify the resource class correctly, and then run the processing again. The applicable resource classes are file names under /etc/opt/
FJSVcluster/classes.
Confirm that the character string specified as the resource class contains no errors.

6621 Could not perform file operation on state transition procedure file. (detail:codel-code?2)
Content:

This message indicates failure in operation of the state transition procedure file.
codel indicates the necessary investigation information while code2 indicates an error number.
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Corrective action:
- When retrieving the state transition procedure:

Confirm that the disk resource from which the state transition procedure is retrieved or the node resource of the file system is
sufficient. Correct the insufficient resource problem or change the location from which the state transition procedure is retried, and
retry. Use the command listed below for confirmation of resources:

- For Solaris
df(1Mm)
- For Linux
df(1)
- When registering the state transition procedure:

Confirm that the disk resource on which the cluster system is installed or the node resource of the file system is sufficient. If
insufficient, correct the insufficient resource problem, and retry. Use the command listed below for confirmation of resources:

- For Solaris
df(1Mm)

- For Linux
df(1)

If the problem cannot be solved even after the above corrective action, collect the investigation information and then contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

6623 Cannot delete the specified state transition procedure file.
Content:

The specified state transition procedure file cannot be deleted.

Corrective action:

You can delete only the state transition procedure file that was defined by a user.
For information on how to delete a state transition procedure file not defined by the user, consult the file supplier.

6624 The specified resource does not exist in cluster service. (resource:resource rid:rid )
Content:

The specified resource does not exist in the cluster services.
resource indicates the resource name not registered to the resource database while rid, the resource ID not registered to the resource
database.

Corrective action:

Solaris

A procedure resource that is registered in the userApplication is not in the resource database. This message is not output if the
userApplication was registered by using the userApplication Configuration Wizard (GUI). However, if this occurs, record this message,
collect the investigation information, and contact field engineers. For details on how to collect information, see "Troubleshooting™ in
"PRIMECLUSTER Installation and Administration Guide."

Linux

A procedure resource that is registered in the userApplication is not in the resource database. This message is not output if the
userApplication was registered by using the hvw for selecting the procedure resource. However, if this occurs, record this message,
collect the investigation information, and contact field engineers. For details on how to collect information, see "Troubleshooting™ in
"PRIMECLUSTER Installation and Administration Guide."

Confirm that the procedure resource described in the message text is not registered to the resource database by using the “clgettree”
command. If it is not registered to the resource database, register the procedure resource described in the message text.As for how to
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register a procedure resource, make sure to register correctly according to the product of "PRIMECLUSTER Installation and
Administration Guide (Oracle Solaris)," or "PRIMECLUSTER Installation and Administration Guide (Linux)." If it is registered to the
resource database, record this message and collect the investigation information. Then, contact field engineers. For details on how to
collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

6651 The specified instruction contains an error.
Content:

This message will not be displayed on a client system on which a browser is active. This message is displayed on the standard output
when you respond to the operator intervention message with the CLI command (clreply). If a string other than yes or no is entered, this
message will be displayed.

Corrective action:

Specify the option correctly, and then run the processing again.

6653 Operation cannot be performed on the specified resource.
Content:

The specified resource cannot be operated.

Corrective action:

The userApplication in which the specified resource is registered is not in the Deact state.
You need to bring the userApplication to which the specified resource is registered to the Deact state by using the ClusterAdmin or
"hvutil" command.

6655 Use the absolute path to specify the option (option).

Content:

Specify the option gption with the absolute path name.

Corrective action:

Specify the option correctly, and then re-execute the operation.

6657 The specified resource is not being monitored. (detail:code)
Content:

The specified resource is not being monitored. code indicates the information required for investigation.

Corrective action:
If this message is output while the monitoring process is under operation, check for wrong resource ID that is specified by the
"clmonproc" command by using the "clgettree” command. For details on the "clgettree” command, see the manual page.
If this message is output after completion of monitoring process, no action is required.

6658 The specified process does not exist. (pid:pid )

Content:

The specified process does not exist. pid represents the process ID of the specified process.
Corrective action:

Check the process ID using the "ps" command, specify the process ID correctly, and run the processing again.

6659 The specified command does not exist. (command:command )
Content:

The specified command does not exist. command represents the specified command.
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Corrective action:

Specify the command correctly with full path name, and then run the processing again.

6661 Cluster control is not running. (detail:code)
Content:

The cluster control is not active. code indicates the information required for investigation.

Corrective action:
Confirm that the resource database is running by executing the clgettree(1) command. If not, reboot the node.
If you still have this problem after going through the above instruction, contact field engineers. For details on how to collect information,
see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

6662 A timeout occurred in process termination. (detail:codel-code?2)

Content:

The process did not terminate within the termination wait time of the process.
codel and codeZindicate the information required for investigation.

Corrective action:

Search for a cause. For information on the investigation, contact the creator of the process.

6665 The directory was specified incorrectly.
Content:

As a wrong directory was specified, the process cannot be executed.

Corrective action:

Specify the directory correctly, and then re-execute the operation.

6668 Cannot run this command in single-user mode.
Content:

As it is in the single-user mode, the command cannot be executed.

Corrective action:

Boot the node in multi-user mode and retry.

6675 Cannot run this command because product_name has already been set up.
Content:

As the setting for the product shown by the product_name, the command cannot be executed.

Corrective action:
Cancel the setting of the Resource Database product_name and retry. For instructions on how to cancel the setting, refer to the
appropriate manual for product_name.

6680 The specified directory does not exist.

Content:
A non-existing directory is specified.

Corrective action:

Specify an existing directory, and then run the processing again.
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6690 The specified userApplication or resource is not monitored. ( resource )

Content:

A userApplication or resource that is not registered to patrol diagnosis is specified. resource indicates the specified userApplication or
resource name.

Corrective action:

Reexamine the configuration of patrol diagnosis by referring to "PRIMECLUSTER Installation and Administration Guide (Oracle
Solaris)."
6691 The userApplication cannot do the patrol monitoring because of status .

Content:

The patrol diagnosis is disabled by the userApplication status. The state of userApplication is output to status.

Corrective action:

Specify the userApplication that is in the following state, and then run the processing again:

Standby, Offline, Faulted, Deact

6692 Patrol monitoring timed out.
Content:

Timeout has occurred during patrol diagnosis.

Corrective action:
Confirm that power is being supplied to the node on which patrol is enabled. Power on the node if necessary, and then re-execute.
Confirm that RMS is activated.
If RMS is not activated, start the RMS with Cluster Admin or the "hvem(1M)" command and then re-execute operation.
6750 A resource has faulted.SysNode:SysNode userApplication:userApplication Resorce:resource
Content:

An error has occurred because of a failure at the resource specified by the message.

Corrective action:
- If a failure occurred to a hardware resource, repair the hardware.
- If a failure occurred to an application resource, check for error cause of respective application.

- If afailure occurred to a Cmdline resource that is a procedure created by the user, identify the abnormal termination cause of the
process monitored by the check script, and review the program to see if the procedure normally functions.

- If a failure occurred to the process monitoring resource, identify the cause of abnormal termination of the monitoring program.
- If a failure occurred to the Gds or Gls resource, identify the error cause, referring to the manual of the respective product.

- Ifafailure occurred to the Fsystem resource, check if the warning message alerting that the mount point check process (system call)
fails to complete within the predetermined time because of the 1/0 load or other reasons. If this error occurs frequently, tune the
mount point monitoring time (HV_GMOUNTMAXLOOP value) to reduce the 1/O load.

6751 A SysNode has faulted. SysNode:SysNode
Content:

A SysNode failure has occurred. SysNode indicates the SysNode where the failure occurred.
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Corrective action:

Respond to the operator intervention message that is displayed after the node is started or confirm the state of userApplication running
on the node in which the failure occurred, by using the RMS main window or executing the "hvdisp(1M)" command. If userApplication
is Faulted, you need to clear the Fault by using the RMS main window or specifying the "-c" option of the "hvutil(1M)" command.

6752 The processing was canceled due to the following error.
Error message from RMS command

Content:

If a failure occurs when you execute the RMS command (hvdisp) to enable the history function for the failed resource or the operation
intervention function, an error message will be displayed. Examine this error message and after taking an appropriate corrective action,
execute the request again.

Corrective action:

Confirm the contents of this message and, after taking the required corrective action, re-execute the processing. For details on the
necessary corrective action, refer to "PRIMECLUSTER Installation and Administration Guide."

6753 Failed to process the operator intervention message due to the following
error.(message number:number response:action command :command )
Error message from RMS command

Content:

Since the RMS command ended abnormally, the operator intervention function indicated by the message failed. command represents
the RMS command that terminated abnormally. "Error message from RMS command" indicates the error message that is output to the
standard error by the RMS command.

Corrective action:

Note the contents of this message and, after applying an appropriate correction, re-execute the required processing.
numberindicates the operator intervention message for which processing failed. actionindicates the first response to the message from
the operator with either yes or no.

6754 The specified message number ( number ) does not exist.

Content:

The specified message number does not exist.

number indicates the number of operator intervention message.
Corrective action:

This message is output in the following situations:

- The operator specified a nonexistent message number when executing the “clreply" command. This problem can be solved by
specifying a message number that is included in the unfinished message list.

- The operator intervention function has automatically replaced the message for which a response has been entered with other
message. For example, when the operator intervention function's message number 1422 is replaced by the message number 1423
and vice versa. In such a case, the operator intervention function responds to the first message, displays another message, and
advises a user that the message number has been changed.

- The message for which a response was entered has been canceled. This occurs when the message gets old since the application state
has been changed. You do not have to take any action.

6755 Failed to respond to the operator intervention message due to the SysNode (SysNode) stop.
(message number:number response : action)

Content:
Since the node indicated by SysNode has stopped, the response to the operator intervention message failed.

SysNode indicates the SysNode name of the node that is stopped. numberindicates the number of the operator intervention messages
that failed to respond. action indicates the operator's response by yes or no.
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Corrective action:

Reboot the node, and then confirm that RMS is running.

6780 Cannot request to the process monitoring daemon.
Content:

The "cImonproc” command failed to request start or stop monitoring of the process monitoring function.

Corrective action:

The daemon process for the process monitoring function might not be running. Check the "prmd" process by executing the "ps"
command. If the "prmd" process does not exist, execute /etc/init.d/clprmd start to recover the process. If the "prmd" process exists,
execute /etc/init.d/clprmd stop and then /etc/init.d/clprmd start, to recover the process.

If above actions do not help you solve the problem, contact field engineers.

6781 The process (appli) cannot be monitored because the process hasn't made a process group at
starting.

Content:

A process to be monitored by specifying the "-g" option in the "clmonproc” command must satisfy the condition "process ends
immediately after descendent processes are generated.” However, the parent process did not end even after the specified time (default
10 seconds) elapsed after the process was started. If the system continues to monitor the process in this condition, the load on the system
is getting high, so the process was removed from the processes to be monitored by the process monitoring function.
appliindicates the absolute path name of the monitored process.

Corrective action:
Take one of the following actions:

1. Do not monitor descendent processes. Do not specify the "-g* option in the "clmonproc” command.

2. If the monitored process can be changed, do not change the process group in the descendent processes, and do not specify the "-
g" option in the "clmonproc" command.

3. If processes were generated, end the parent process immediately. Set up the process so that the first child process that is generated
becomes the process leader immediately after it operates.

6782 The process(appli) was not able to be executed. (errno:error)
Content:
The command that was specified with the "-a" option of the "clmonproc” command could not be executed.
appli indicates the absolute path name of the process that has failed startup. errorindicates the detailed code.
Corrective action:

Check whether the command that was specified with the "-a" option of the "clmonproc” command can be executed. Execute the
command, and check whether an error occurs. If this message is output again even if the command could be executed, contact field
engineers.

Since errno is output as a detail code, field engineers should investigate the cause from this message information. For example, if errno
is 13 (EACCES), the most likely cause is that the command path that was specified in the "-a" option of the "clmonproc" command does
not have execute permission.

6807 Disk device (NodelD NodelD , disk ) cannot be detected.
Content:

The power to the disk unit may not be turned on or the disk may be disconnected. If an attempt is made to start userApplication,
userApplication may not start normally.

Two messages, namely, this message and that of message number 6836 may be displayed depending on connection.

NodelD indicates the identification number of the node to which the disk unit was connected while disk indicates the shared disk that
could not be detected.
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Corrective action:

Confirm that the power to the shared disk device is turned on and that the shared disk device is connected correctly. If power is not being
supplied to the shared disk device, stop the node, turn on the power to the shared disk device, and then boot the node. If the connection
of the shared disk device is incorrect, stop the node, rectify the connection, and then boot the node.

6817 An error occurred during state transition procedure execution.
(error procedure:procedure detail:codel-code2-code3-code4-code5-codeb-code?)

Content:

A failure occurred during execution of the state transition procedure.
procedureindicates the state transition procedure that occurred the failure. When the state transition procedure shown by the procedure
was created, correct the state transition procedure, referring to the information hereafter.

codel, code2, code3, code4, code5, or code6 indicates the state transition instruction that resulted in an error. code7 represents the
necessary investigation information.

codel: the first argument (state transition instruction type)

code2: the second argument (cluster service instance type)

code3: the third argument (state transition instruction timing)

code4: the fourth argument (resource ID)

codeb: the fifth argument (state transition event type)
- code6: the sixth argument (state transition event detail)
error indicates the error cause. The error causes include the following:

- procedure file exit error

Corrective action:
The possible causes are as follows:
- The state transition procedure (procedure) is not a Bourne shell script.

- The state transition processes for the individual arguments (codel to code6) of the state transition procedure (procedure) returned
an error. The control program of the procedure resource determines the success or failure of the state transition processes based on
the exit code (exit function) of the state transition procedure.

- Exit code 0: The control program determines that the state transition process is normal.
- Exit code other than 0: The control program determines that the state transition process failed.
Take the following actions:

- Obtain the state transition procedure, and check that the state transition procedure (procedure) is a Bourne shell script. If the
procedure is not a Bourne shell script, specify the following in the first line of the state transition procedure, and then register the
state transition procedure again:

#1/bin/sh

To obtain the state transition procedure, execute the "clgetproc(1M)" command. To register the state transition procedure, execute
the "clsetproc(1M)" command. For details on each command, see the corresponding manual page.

- Check the return value of the state transition process for each argument (codel to code6). If there is no process that sets up an exit
code (exit function), you need to add this exit code process. If there is no process, the execution result of the last command in the
state transition procedure becomes the return value.

If the conditions are satisfied, record this message and collect information for an investigation. Then, contact field engineers. For details
on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

6836 The disk device (NodelD NodelD , disk ) has changed.
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Content:
The following causes might be considered:
1. The wiring of the shared disk device is incorrect.

2. No value is set for the volume name of vtoc.
As the main reason, it is considered that the automatic configuration was not performed when swapping the disk.

If an attempt is made to start the cluster application in the current state, the cluster application may not start up normally.
This message and Message 6807 may be displayed depending on the connection condition.
NodelD indicates the node identification number to which the shared disk device is connected while disk indicates the shared disk in
which an error has been detected.
Corrective action:

Confirm that the shared disk device is connected correctly. If the connection is incorrect, stop the node, correct the connection, and then
boot the node.
If the cause is "'2," perform the automatic configuration.

6900 Automatic resource registration processing terminated abnormally. (detail:reason)
Content:
The automatic resource registration has terminated abnormally.

reason indicates the command that was abnormally terminated or the returned value.

Corrective action:

If reason is sdxnetdiskconfig-failed, the initial setting of the device for mirroring among servers may have failed. Take the following
procedure, and then execute the command again.

1. If an abnormal node exists in the cluster domain, restore the abnormal node.
2. Make sure that the description of the shared disk definition file is correct.

3. Check the free disk space in /etc/opt directory.
If the disk space is less than 100 MB, delete any unnecessary files.

4. Execute the cat command to output /etc/opt/FISVsdx/.sdxnetmirror_ipaddr file, and check if the outputs contain the garbled
characters. If the outputs are garbled, delete the file.

If the problem is still not solved after taking this procedure, collect the information for error investigation and contact field engineers.
For details on how to collect the investigation information, refer to "PRIMECLUSTER Installation and Administration Guide."

If reasonis other than sdxnetdiskconfig-failed, this problem may occur when the disk or system resource is not set correctly. Check the
setting by referring to PRIMECLUSTER Designsheets (PRIMECLUSTER 4.4 or later) or "PRIMECLUSTER System Design
Worksheets" in "PRIMECLUSTER Installation and Administration Guide" (PRIMECLUSTER 4.3 or earlier) that is prepared
beforehand. If the problem is still not solved, record this message and collect the information for error investigation. For details on how
to collect the investigation information, refer to "PRIMECLUSTER Installation and Administration Guide."

For details on how to create the designsheet, see PRIMECLUSTER Designsheets.
6901 Automatic resource registration processing is aborted due to one or more of the stopping nodes in
the cluster domain.

Content:

The automatic resource registration cannot be done if a stopping node exists in the cluster domain.

Corrective action:

Start all the nodes and perform automatic resource registration.

6902 Automatic resource registration processing is aborted due to cluster domain configuration manager
not running.
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Content:

The automatic resource registration cannot be done unless the cluster configuration management facility is running.

Corrective action:

Record this message and collect the information for error investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

After collection of the investigation information, the system may be restored by starting all the nodes again. Restart nodes using the
"shutdown(8)" command.

6903 Failed to create logical path. (node devl dev2)
Content:

Creation of a logical path was failed.
nodeindicates an identification name of the node where creation of the logical path was failed. devZ indicates the logical path (mplb2048
or a like), and devZ2indicates a tangible path (clt0dO, c2t0d0, and so on) corresponding to the logical path.

Corrective action:
Contact field engineers to confirm that the current setting permit creation of a logical path for the shared disk.

If above actions do not help you solve the problem, record this message, collect the investigation information, and then contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

Maintenance information (for system administrators)

The command line executed for creating the logical path is stored in the following file of the node indicated by the node identification
name.

Ivar/opt/FISVcluster/data/ACF/acfmk*device ("*" is an optional figure of O or more)

If the command line is correct, the setting of the shared disk device may not support by the logical path.

6904 Fail to register resource. (detail:reason)
Content:

This message indicates failure in the resource registration.
reason indicates the reason of the error.

Corrective action:
Check whether the disk or system resource is set correctly.

If above actions do not help you solve the problem, record this message, collect the investigation information, and then contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

6905 Automatic resource registration processing is aborted due to mismatch instance number of logical
device between nodes.
Content:
The following causes might be considered:
1. A user has created a logical path of multi-path disk before performing the automatic resource registration.

2. The automatic resource registration was not performed even though the disk was swapped. It can be determined if the setting of
volume name vtoc is not set.

3. Ifthis message appears during registration of an automatic resource after expansion of disks and nodes, the registration command
might fail to check the instance displays when performing the automatic resource registration after expanding a disk device or a
node, as access to the logical path of the multi-path disk is impossible. This case can be determined from the following conditions:

1. The same logical path name is created on multiple nodes,
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2. And this logical path can be accessed from certain node, but not from others

Corrective action:
This message appears when the logical path of the multi-path disk is created by the user before registering the automatic resource.

If this message appears during registration of an automatic resource after expansion of disks and nodes, the registration command might
fail to check the instance number, as access to the logical path of the multi-path disk is impossible. This happens in the following
conditions:

1. The same logical path name is created on multiple nodes
2. This path can be accessed from certain nodes, but not from others

The PRIMECLUSTER automatic resource registration has a feature to provide the same environment to all applications. If the instance
number (indicates 2048 of mplb2048) of the logical path in the same disk is different between nodes, this message appears, and the
automatic resource registration process is aborted. You need to check the logical path of all the nodes. Recreate the logical path if
necessary. The instance number should be the same. Then, register the automatic resource again.

If the cause is the failure of accessing the logical path of the multi-path disk, there might be a failure in the disk, or the disk is disconnected
to the node.

Take the necessary corrective action and register the automatic resource again.

If you still have this problem after going through the above instructions, collect the investigation information. Then, contact field
engineers. For details on how to collect information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration
Guide."

Maintenance information (for system administrators)

A unique volume name is set to "vtoc" of the disk unit for the automatic resource registration. It can be judged if the disk unit is identical
or not by referring to this volume name. Use the "prtvtoc(1M)" command for checking the volume name of disk unit. Examples where
the identical disk unit (same volume name) has different instance numbers of logical paths.

nodeO:

# /usr/sbin/prtvtoc /dev/FISVmplb/rdsk/mplb2048s2 |head - 1

* /dev/FISVmplb/rdsk/mplb2048s2 (volume "'vol00001') partition map
(v0100001 shown in quotation marks represents a volume name.)

# /usr/sbin/prtvtoc /dev/FJISVmplb/rdsk/mplb2049s2 |head - 1

* /dev/FISVmplb/rdsk/mplb2049s2 (volume *'vol00002') partition map
nodel:

# /usr/sbin/prtvtoc /dev/FISVmplb/rdsk/mplb2048s2 |head - 1

* /dev/FJISVmplb/rdsk/mplb2048s2 (volume "vol00002') partition map
# /usr/sbin/prtvtoc /dev/FISVmplb/rdsk/mplb2048s2 |head - 1

* /dev/FISVmplb/rdsk/mplb2049s2 (volume *'vol00001') partition map

Create the logical device by eliminating logical paths that have different instance numbers between nodes against /dev/rdsk/cXtXdXs2
while checking volume names using "prtvtoc(1M)" command, in a way the identical disk unit has the same instance number.

As for details on how to create the logical device, refer to "Multi-path Disk Control Guide."

If the cause is disabled access to the disk unit, the "prtvtoc(1M)" command terminates abnormally. In this case, check faulty disk unit
and abnormal state of the connection path.

6906 Automatic resource registration processing is aborted due to mismatch setting of disk device path
between nodes.
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Content:

As disk device settings vary between nodes, the automatic resource registration cannot be done.

Corrective action:
This failure might be caused by one of the following incorrect settings:
- Among the nodes connected to the same shared disk, the package of the multi-path disk control is not installed on all the nodes.
- The priority mode for automatic detection of the shared disk devices is different between nodes.
- The number of paths to the shared disk device is different between nodes.

Remove the failure cause and register the automatic resource again.

6907 Automatic resource registration processing is aborted due to mismatch construction of disk device
between nodes.

Content:

As disk unit configurations conflict each other, the automatic resource registration cannot be done.

Corrective action:

When the same shared disk was mistakenly connected to other cluster system or for other reasons, the volume label might have been
overridden. Review the disk unit configuration.

Check the setting if it permits re-write of volume label of shared disk unit (by nodes other than those that configure the cluster system).
If this message is displayed while the configuration is correct, record this message, collect the investigation information, and then
contact field engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and
Administration Guide."

6910 It must be restart the specified node to execute automatic resource registration.
(node:node_name...)

Content:
Rebooting of the node is required for activating the cluster automatic resource registration.
node_name indicates the identifier (volume label) of the node rebooting is required.
Corrective action:

The nodes constituting the cluster system must be restarted. Restart the nodes constituting the cluster system. After that, perform the
necessary resource registration again.

When two or more nodes are indicated in the node_name, those node identifiers are delimited with commas. If node_nameis "All,"
restart all of the nodes constituting the cluster system.
Maintenance information (for system administrators)

The measure numbers of "sfdsk™ drivers must match each other between nodes for enabling the automatic resource registration. As the
driver measure numbers are reserved during PRIMECLUSTER installation, this message is normally not displayed. The case this
message is displayed is limited only when, although a measure number is reserved after PRIMECLUSTER installation, the node is not
restarted and the driver is not running by the reserved measure number.

6911 It must be matched device number information in all nodes of the cluster system executing
automatic resource registration. (dev:dev_name...)

Content:

The message indicates that all device number information must be matched among all the nodes for disabling the cluster automatic
resource registration.

dev_name represents the necessary information for investigation.
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Corrective action:

Record this message, and contact field engineers. The system engineer will take care of matching transaction based on the information
on the disk devices.

Maintenance information (for system administrators)

Measure numbers must be matched among "sfdsk" drivers between nodes for enabling the automatic resource registration. For this
reason, reservation of a measure number is attempted during PRIMECLUSTER installation, the attempt is failed, as other driver already
uses that number or for other reasons. Reserve a unique measure number to each driver and restart the node for reflecting the new
settings. dev_name indicates the prefix of the driver reservation again is required.

7003 An error was detected in RCI. (node:nodename address:address status:status)

Content:

This message indicates that an error for RCI is detected.

Corrective action:

An RCI transmission failure occurs between the node where the error message is output and nodename in the error message. Improper
connection of RCI or a system error might be considered as the cause of the error.

Check the following:
- The RCI cable is connected.
- Operations such as firm reboot or firm up is performed on the RCI.

If these are the cause, take the corrective action. Then, execute the following commands on the node where the error message appears
to restart the Shutdown Facility (SF) and the RCI monitoring agent (MA):

# lopt/'SMAWI/bin/sdtool -e
# letc/opt/FISVcluster/bin/clrcimonctl stop
# letc/opt/FISVcluster/bin/clrcimonctl start
# lopt/SMAW/bin/sdtool -b

If this corrective action does not work, hardware failures such as the RCI cable and System Control Facility (hereafter, SCF) might be
considered as the cause of the error.

Write down the error message, collect SCF dump and required information for troubleshooting, and contact field engineers. For details
on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

Field engineers restart the RCI monitoring agent (MA) and the Shutdown Facility (SF) after recovering hardware.
7004 The RCI monitoring agent has been stopped due to an RCI address error.
(node:nodename address:address)

Content:

This message indicates that the RCI address is not correct.

Corrective action:
The following causes might be considered:
- The RCI address is not configured.
- The RCI address is duplicated.
- The RCI address of other node is changed while the RCI monitoring agent is running.

Write down the error message, collect SCF dump and required information for troubleshooting, and contact field engineers. For details
on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

The field engineer confirms if the RCI address of nodename indicated in the message is correctly set up. To check the previous RCI
address, execute the following command on an arbitrary node:

# [opt/ FIJSVmadm sbin/setrci -c stat
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After setting the correct RCI address, execute the following commands on the node where the error message appears to restart the RCI
monitoring agent (MA) and the Shutdown Facility (SF):

# [ opt/ SMAW bi n/ sdt ool -e
# [etc/opt/FISvcl uster/bin/clrcinonctl stop
# letc/opt/FJSvcluster/bin/clrcinmonctl start

# [ opt/ SMAW bi n/ sdt ool ----- b

7012 Hardware error occurred in RCI setup.

Content:
There is a problem in the RCI setting.

Corrective action:
RCI has not been set or the RCI setting is incorrect.

Record this message and collect information for an investigation. If a message of System Control Facility (SCF) is output, record that
message and collect SCF dumps. Then, contact field engineers. For details on how to collect information and SCF dumps, see
"Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide." For the messages output from the System Control
Facility (SCF), see the "Enhanced Support Facility User's Guide."

Take the above corrective action and execute the following commands on the node where this message was output. Then, restart the
Shutdown Facility (SF) and RCI monitoring agent.

# [ opt/ SMAW bi n/ sdt ool -e
# [etc/opt/FISVcl uster/bin/clrcinmonctl stop
# /etc/opt/FISVcl uster/bin/clrcinonctl start

# [ opt/ SMAW bi n/ sdt ool -b

7018 The console monitoring agent has been started.

Content:

This message indicates that the console monitoring agent has been started.

Corrective action:

If you do not need to restart the console monitoring agent, you do not have to take any action. If you need to restart the console monitoring
agent, execute the following commands on the node where this error message appeared to restart the console monitoring agent (MA)
and the Shutdown Facility (SF):

# [ opt/ SMAW bi n/ sdt ool -e
# [ etc/opt/FISVcl uster/bin/clrccunonctl stop
# /etc/opt/FJSVcl uster/bin/clrccunonctl start

# [ opt/ SMAW bi n/ sdt ool -b

If this corrective action does not work, write down the error message, collect required information for troubleshooting and contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

7019 The RCI monitoring agent has already been started.

Content:

This message indicates that the RCI monitoring agent has been started.
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Corrective action:

If you do not need to restart the RCI monitoring agent, you do not have to take any action. If you need to restart the RCI monitoring agent,
execute the following commands on the node where this error message appeared to restart the RCI monitoring agent (MA) and
Shutdown Facility (SF):

# [ opt/ SMAW bi n/ sdt ool -e
# letc/opt/FJSvcl uster/bin/clrcinonctl stop
# /etc/opt/FISVcl uster/bin/clrcinonctl start
# [ opt/ SMAW bi n/ sdt ool -b

If this corrective action does not work, write down the error message, collect required information for troubleshooting and contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

7026 HCP is not supported. (version:version).

Content:

Unsupported version of Hardware Control Program (HCP) is in use.

Corrective action:

The HCP version is not supported. To use XSCF, you need to update HCP to the appropriate version. For information on how to update
HCP, refer to the XSCF (eXtended System Control Facility) User's Guide.

If this corrective action does not work, write down the error message, collect required information for troubleshooting and contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

7027 The XSCF is not supported.

Content:

This message indicates that XSCF currently in use is not supported.

Corrective action:
The following causes are possible:
- XSCF is not implemented in the main unit
- ESF (Enhanced Support Facility) is not installed

Refer to the instruction manual of the main unit and check whether XSCF is implemented. Also refer to the ESF Installation Guide to
check whether ESF is installed. If XSCF is implemented and ESF is not installed, install it.

If this corrective action does not work, record the error message, collect the investigation information, and contact field engineers. For
details on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

7030 CF is not running.

Content:

This message indicates the CF is not running.

Corrective action:

If CF has not been configured, you need to configure it, referring to "PRIMECLUSTER Cluster Foundation (CF) Configuration and
Administration Guide." If CF has been configured, reboot the node and start CF.
As for details on how to start the CF, refer to "PRIMECLUSTER Cluster Foundation (CF) Configuration and Administration Guide."

7031 Cannot find the HCP version.
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Content:

This message indicates failure in obtaining the HCP version.

Corrective action:

The HCP version is not known. ESF (Enhanced Support Facility) might have been incorrectly installed. Or referring to the ESF
Installation Guide, check if ESF is installed.

If the conditions are satisfied, record this message and collect information for an investigation. Then, contact field engineers. For details
on how to collect information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

7033 Cannot find the specified CF node name.(nodename:nodename).
Corrective action:
You need to check the following points and execute the command again:

1. Whether the specified CF node name is correct.
Use "cftool" and check whether the specified CF node name is correct. If an incorrect CF node name was specified, specify the
correct CF node name.

2. Whether the CF of the specified node is operating.
Use "cftool,” and check whether the CF is operating. If the CF is not operating, start the CF. As for the "cftool" command, refer
to the manual page of the "cftool" command. For details on how to start the CF, refer to "PRIMECLUSTER Cluster Foundation
(CF) Configuration and Administration Guide."

If this corrective action does not work, record the error message, collect the investigation information and contact field engineers. For
details on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

7034 The console information is not set.(nodename:nodename)

Content:

No console information of the specified CF node name has been registered.

Corrective action:

Check the currently registered console information using the "clrccusetup ----- I" command. Register the console information, if
necessary, using the Shutdown Agent Wizard or the "clrccusetup” command. For the Shutdown Agent Wizard, refer to
"PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)." For the clrccusetup command, see the manual pages.

If this corrective action does not work, record the error message, collect the investigation information and contact field engineers. For
details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

7035 An address error is detected in RCI. (node:nodename address:address)

Content:

This message indicates detection of an RCI address error.

Corrective action:

Check if the RCI address is correct. Record the message, collect the SCF dump and investigation information, and field engineers. For
details on how to collect the SCF dump and investigation information, refer to "PRIMECLUSTER Installation and Administration
Guide."

Our field engineers confirms if the RCI address of nodename indicated in the message is correctly set up. To check the previous RCI
address, execute the following command on an arbitrary node:

# [ opt/ FISVmadni shi n/ setrci stat

If the RCI address is incorrect, correct it. For details on the setting procedure, refer to the maintenance manual for field engineers. The
node of the nodename shown in the error message is excluded from monitoring and furious stop until the shutdown facility (SF) is
restarted. After setting up of the correct RCI address, execute the following command at the node to which the message was output to
restart the shutdown facility (SF):

# [ opt/ SMAW bi n/ sdtool ----- e
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# [ opt/ SMAW bi n/ sdtool ----- b

7036 The RCI is not supported.
Content:

RCI cannot be operated in the environment.

Corrective action:

Check if Enhanced Support Facility (hereafter, SCF) is installed correctly and it operates properly. If there is a problem on ESF, take
the corrective action. Then, execute the following commands on the node where the error message appeared to restart the Shutdown
Facility (SF) and the RCI monitoring agent (MA):

# [ opt/ SMAW bi n/ sdt ool -e
# /etc/opt/FISVcl uster/bin/clrcinmonctl stop
# letc/opt/FISVcl uster/bin/clrcinonctl start
# [ opt/ SMAW bi n/ sdt ool -b

If the problem has not yet been resolved, record this message and collect information for an investigation. If a message of System Control
Facility (SCF) is output, record that message and collect SCF dumps. Then, contact field engineers. For details on how to collect
information and SCF dumps, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide." For the messages
output from the System Control Facility (SCF), see the "Enhanced Support Facility User's Guide."

7037 The SNMP information is not set.(nodename:nodename)

Content:

SNMP information for the specified CF node name has not been registered.

Corrective action:
Execute the clsnmpsetup -1 command, and check the currently registered console information.
Then, if necessary, use the shutdown configuration wizard or the clsnmpsetup command to register the console information.

For details about the shutdown configuration wizard, refer to "PRIMECLUSTER Installation and Administration Guide (Oracle
Solaris)." For details about the clsnmpsetup command, see the manual page.

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."
7040 The console was disconnected. (hode:nodename portno:portnumber detail:code)

Content:

This message indicates that the connection to the console is disconnected.

Corrective action:
Check the following points:
<When RCCU is used for the console>

- RCCU is powered on.

The normal lamp of the port connected to HUB and LAN cable is ON.
The LAN cable is connected to the RCCU and HUB connectors.

The load is not placed on the network of the system or RCCU.
<When XSCF is used for the console>
- The normal lamp of the port connected to HUB and LAN cable is ON.
- The LAN cable is connected to the XSCF's XSCF-LAN port and HUB connectors.
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- The shell port of the XSCF telnet ports is not connected from other software products outside the cluster system.
You can check by connecting to the XSCF shell via serial port (tty-a). For information on how to connect and check the connection,
see the "XSCF (eXtended SystemControl Facility) User's Guide."

- The load is not placed on the network of the system or XSCF.
- Operations such as firm reboot or firm up is not performed, or an event such as failover has not occurred on XSCF.
<When ILOM is used for the console>

- The normal lamp of the port connected to HUB and LAN cable is ON.

The LAN cable is connected to the network management (NET MGT) port and HUB connectors.

The load is not placed on the network of the system or ILOM.
- Operations such as firm reboot or firm up is not performed on ILOM.

If any one of the above turns out to be the cause of the problem, take the corrective action. Then, execute the following commands on
the node where the error message appeared to restart the Shutdown Facility (SF) and the console monitoring agent (MA):

# [ opt/ SMAW bi n/ sdt ool -e
# /etc/opt/FISVcl uster/bin/clrccunonctl stop
# [ etc/opt/FJSVcl uster/bin/clrccunonctl start
# [ opt/ SMAW bi n/ sdt ool -b

If the problem has not yet been resolved, users should consider failures of network and hardware such as RCCU, XSCF, ILOM, or HUB.
Contact field engineers. Also, collect and submit troubleshooting information and the message to field engineers. For details on how to
collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

7042 Connection to the console is refused. (node:nodename portno:portnumber detail:code)

Content:

Connection to the console cannot be established during the console monitoring agent startup.

Corrective action:
Check the following:
<When RCCU is used for the console>

- The IP address or host name of RCCU is correct.
Use the clrccusetup(1M) command to check. If the IP address or host name is incorrect, refer to "PRIMECLUSTER Installation and
Administration Guide (Oracle Solaris)" to configure the console monitoring agent again.

- RCCU is powered on.

- The normal lamp of the port connected to HUB and LAN cable is ON.

- The LAN cable is connected to the RCCU and HUB connectors.

- The IP address of RCCU belongs to the same segment as the Administrative LAN.

- The console information of RCCU is correct.
Use the clrccusetup(1M) command to check. If it is incorrect, register console information again using the clrccusetup(1M)
command.

<When XSCF is used for the console>

- The IP address or host name of XSCF is correct.
Use the clrccusetup(1M) command to check. If the IP address or host name is incorrect, refer to "PRIMECLUSTER Installation and
Administration Guide (Oracle Solaris)" to configure the console monitoring agent again.

- The normal lamp of the port connected to HUB and LAN cable is ON.
- The LAN cable connectors are connected to the XSCF's XSCF-LAN port and HUB.
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- The shell port of the XSCF telnet ports is not connected from other software products outside the cluster system.
You can check by connecting to the XSCF shell via serial port (tty-a). For information on how to connect and check the connection,
see the "XSCF (eXtended SystemControl Facility) User's Guide."

- The IP address of XSCF belongs to the same segment as the Administrative LAN.

- The console information of XSCF is correct.
Use the clrccusetup(1M) command to check. If it is incorrect, register console information again using the clrccusetup(1M)
command.

- If SSH is used to connect to XSCF, the login user account for the Shutdown Facility is used to connect to XSCF from the cluster
node via SSH connection, and also the user inquiry of the SSH connection first time such as RSA Key Generation is complete.

- Operations such as firm reboot or firm up is not performed, or an event such as failover has not occurred on XSCF.
<When ILOM is used for the console>

- The IP address or host name of ILOM is correct.
Use the clrccusetup(1M) command to check. If the IP address or host name is incorrect, refer to "PRIMECLUSTER Installation and
Administration Guide (Oracle Solaris)" to configure the console monitoring agent again.

- The normal lamp of the port connected to HUB and LAN cable is ON.
- The LAN cable is connected to the network management (NET MGT) port and HUB connectors.

- The console information of ILOM is correct.
Use the clrccusetup(1M) command to check. If it is incorrect, register console information again using the clrccusetup(1M)
command.

- For ILOM 3.0, the required privilege is not given to the login user account for the Shutdown Facility. For details on the privilege,
refer to "PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)."

- The login user account for the Shutdown Facility is used to connect to ILOM from the cluster node via SSH connection, and also
the user inquiry of the SSH connection first time such as RSA Key Generation is complete.

- Operations such as firm reboot or firm up is not performed, or an event such as failover has not occurred on ILOM.

If any one of the above turns out to be the cause of the problem, take the corrective action. Then, execute the following commands on
the node where the error message appeared to restart the Shutdown Facility (SF) and the

console monitoring agent (MA):
# [ opt/ SMAW bi n/ sdt ool -e
# letc/opt/FISvcl uster/bin/clrccunonctl stop
# /etc/opt/FJSVcl uster/bin/clrccunonctl start
# [ opt/ SMAW bi n/ sdt ool -b

If the problem has not yet been resolved, users should consider failures of network and hardware such as RCCU, XSCF, ILOM, or HUB.
If the conditions are satisfied, record this message and collect information for an investigation. Then, contact field engineers. For details
on how to collect information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

7043 First SSH connection to the ILOM has not been done yet. (node:nodename ipaddress:ipaddress
detail:code)

Content:

SSH pre-connection to the ILOM has not been completed.

Corrective action:

Connectto ILOM from the cluster node via SSH by using the login user account for the shutdown facility, and complete the user inquiry
of the SSH connection first time (such as RSA Key Generation).

Afterwards, execute the following commands to restart the Shutdown Facility (SF) and the console monitoring agent (MA):
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# [ opt/ SMAW bi n/ sdt ool -e
# [etc/opt/FJSvcl uster/bin/clrccunonctl stop
# /etc/opt/FISVcl uster/bin/clrccunonctl start
# [ opt/ SMAW bi n/ sdt ool -b

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.

For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

7050 A failure is detected in a LAN device as a result of hardware diagnostics. (node:nodename
device:altname rid:rid detail:code )

Content:

As a result of hardware diagnosis of the LAN device, it is determined as a failure.
To the altname, the interface name of the LAN device which was determined as faulty is output. nodename, rid, and code indicate the
information required for investigation.

Corrective action:

Take corrective action by referring to "Corrective Action when Patrol Diagnosis Detects a Fault" in "PRIMECLUSTER Installation and
Administration Guide (Oracle Solaris)."

7051 A network device monitoring command is abnormally terminated as a result of diagnosing a LAN
device.(node:nodename device:altname rid:rid detail:code )

Content:

As a result of hardware diagnosis of the LAN device, it is determined that the network device diagnosis command terminated
abnormally.

An interface name of the LAN device for which a failure is diagnosed is output with altname. nodename, rid, and code indicate
investigation information.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

7052 A failure of the shared disk device is detected as a result of the hardware diagnostics.
(node:nodename device:altname rid:rid detail:code )

Content:

As a result of hardware diagnosis of the shared device, it is determined as a failure.
A device name for which a failure is diagnosed is output with a/tname. nodename, rid, and code indicate investigation information.

Corrective action:

Take corrective action by referring to "Corrective Action when Patrol Diagnosis Detects a Fault" in "PRIMECLUSTER Installation and
Administration Guide (Oracle Solaris)."

7053 A disk monitoring command is abnormally terminated as a result of the hardware diagnostics.
(node:nodename device:altname rid:rid detail:code )
Content:

As a result of hardware diagnosis of the shared device, it is determined that the disk monitoring command terminated abnormally.
A shared device name for which a failure is diagnosed is output with a/tname. nodename, rid, and code indicate investigation
information.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

7054 A designated device cannot be opened as a result of diagnosing the shared disk device.
(node:nodename device:althame rid:rid detail:code )

Content:

As a result of hardware diagnosis of the shared device, the designated device could not be opened.
The device name that could not found can be output with a/tname. nodename, rid, and code indicate investigation information.

Corrective action:

Specify the available hardware in which patrol diagnosis is enabled. See "Setting Up Patrol Diagnosis" in "PRIMECLUSTER
Installation and Administration Guide (Oracle Solaris)."

7055 The designated LAN device cannot be found as a result of the hardware diagnostics.
(node:nodename device:althname rid:rid detail:code )

Content:

As a result of hardware diagnosis of the LAN device, the designated LAN device could not be found.
The interface name of the LAN device that could not be found can be output with altname. nodename, rid, and codeindicate investigation
information.

Corrective action:
Specify the available hardware in which patrol diagnosis is enabled. See "Setting Up Patrol Diagnosis" in "PRIMECLUSTER
Installation and Administration Guide (Oracle Solaris).”
7056 The flag settings of the activated LAN device is found improper as a result of the hardware
diagnostics. (node:nodename device:altname rid:rid detail:code )
Content:

As a result of hardware diagnosis on the LAN device, the flag settings of the activated LAN device was found improper.
The network device name, which is in the inadequate state, can be output with altname. nodename, rid, and codeindicates investigation
information.

Corrective action:

The flag used when the LAN device is activated is in the inadequate state such as not UP and not BROADCAST. After confirming the
system configuration, activate the device correctly. Confirm the flag by executing the "ifconfig(1M)" command.

- UP must be set.

- BROADCAST must be set.

- LOOPBACK must not be set.

- POINTOPOINT must not be set.

- NOARP must not be set.

7101 SCF cannot be accessed because it is in the busy state. (type:type)
Content:

SCF cannot be accessed because it is in the busy state. #ype indicates information for research.

Corrective action:

Leave the operation undone for several minutes, and then re-execute accessing.

7102 SCF open failed. (errno:errno)
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Content:

SCF open failed. errno indicates an error number.

Corrective action:

Contact field engineers to check whether the SCF is operating normally.

7103 SCF access failed. (errno:errno)
Content:

SCF access failed. errno indicates an error number.

Corrective action:

Contact field engineers to check whether the SCF is operating normally.

7104 The subclass of the line switching unit cannot be identified. (RCl:addr Subclass:no)
Content:
A line switching unit whose subclass cannot be identified is connected.
- addr: Indicates the RCI address of the line switching unit.
- no: Indicates the subclass of the line switching unit.
0x01: Indicates a 4-line switching unit.

0x02: Indicates a 16-line switching unit.

Corrective action:

Confirm if the line switching unit is a supported product.

7105 The specified line switching unit does not exist. (RCl:addr)
Content:

No line switching unit that is specified with the RCI address exists. addr indicates an RCI address.

Corrective action:

Confirm with field engineers whether the RCI address of the specified line switching unit is correct or it is connected.

7106 The power to the line switching unit is not on, or the RCI cable has been disconnected. (RCl:addr)
Content:
The power to the line switching unit is not on, or the RCI cable has been disconnected. adar indicates the RCI address of the line
switching unit.
Corrective action:

Confirm if the power of the specified line switching unit is turned on and that the RCI cable is not disconnected.

7108 Reservation of the line switching device failed. (RCl:addr LSU:mask retry:no)
Content:

Although rotimes of attempts were made to reserve the switching unit, which was specified with mask of the line switching unit that
was specified with RCI address (addl), reservation failed.

adar indicates the RCI address of the line switching unit, while mask indicates a mask that represents a switching unit of the line
switching unit and no indicates the retry count until an error is displayed.

Corrective action:

Check whether the line switching unit has failed, whether the RCI connection has an error, and whether the power-supply voltage is
abnormal. If errors occur frequently, contact field engineers.
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7109 An error was detected in the switching control board of the line switching unit. (RCl:addr
status:status type:type)

Content:
An error was detected in the switching control board of the line switching unit.
adar. Indicates the RCI address of the line switching unit in which an error was detected.
status. Indicates the internal status of the line switching unit by error type.
type. Indicates the error type.
- 1:1: Error in the switching control system (status. status 0)
status. Indicates the value of status 0 (see below) of the line switching unit.
- 0x80: QANS (0: normal, 1: abnormal)

Indicates that the switching line of QSC remains in the asserted state (abnormal) although other than switchover processing is
being performed.

- 0x40: QAST (0: normal, 1: abnormal)

Indicates that the switching line of QSC cannot be asserted during switchover processing. Once an abnormal state arises, that
state remains until the power supply is turned off.

- 2: Power/circuit error (status. status 0)
status. Indicates the value of status 0 (see below) of the line switching unit.
- 0x10: QENA (0: normal, 1: abnormal)
Indicates the QSC switchover function enabled state. If this Bit is ON, it indicates that every connected QSC is abnormal.
- 0x08: DCNV (0: normal, 1: abnormal)

Indicates that the output voltage of the DC-DC converter, which is mounted in the QSC, is normal. If this Bit is ON, it indicates
that the output voltage of the DC-DC converter is abnormal.

Remark: This bit is enabled only for a 4-line switching unit.
- 0x04: PW12
0 is indicated for a single power unit while 1 indicates two power units.
Remark: This bit is enabled only for a 16-line switching unit.
- 0x02: PRY1 (0: normal, 1: abnormal)
- 0x01: PRYO (0: normal, 1: abnormal)
Indicates whether the power supply is normal/abnormal. (Normal means that power is supplied without any failure.)
Remark: This Bit is enabled only for a 16-line switching unit.
- 3: QSC connection error (status. status 1)
status. Indicates the value of status 1 (see below) of the line switching unit.
- 0x80: HSC (0: 4-line switching unit, 1: 16-line switching unit)
Indicates if a 16-line switching unit is used.
- 0x20: QSC1 (slot 1 mounted)
- 0x10: QSCO (slot 0 mounted)
Indicates the slot in which the QSC (switching control board) is mounted. Values other than 0x10 and 0x20 indicate errors.
- 0x02: OBSY

Indicates that the other side of the duplicated QSC is presently executing switchover processing (canceling of reserve,
switchover command 0, and switchover command 1).
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Corrective action:
Check whether the line switching unit has a failure, if the RCI connection has an error, or whether the power-supply voltage is abnormal.
If these errors occur frequently, contact field engineers.
7110 An error was detected in the switching unit of the line switching unit. (RCl:addr LSU:mask
status:status type:type)
Content:
An error was detected in the switching unit of the line switching unit.
adar. Indicates an RCI address of the line switching unit in to be controlled.
mask. Indicates an LSU mask which is the target of control.
status. Indicates the internal status of the line switching unit by error type (for research).
type: Indicates an error type.
- 1: Indicates an erroneous state.
status. Indicates the abnormal state of each LSU, which is included in the switching unit, as the value of LSU mask.
0: Indicates that the relevant LSU is normal.
1: Indicates that the relevant LSU is abnormal.
- 2: Indicates that a request of canceling switchover/reserve has been sent to the unconnected LSU.
status. Indicates whether each LSU that is included in the switching unit is connected using the value of the LSU mask.
0: Indicates that the LSU is unconnected.
1: Indicates that the LSU is connected.
LSU mask value
LSU15 LSU14 LSU13 LSU12 *** L. SU03 LSU02 LSUO01 LSUOO0
0x8000 0x4000 0x2000 0x1000 *** 0x0008 0x0004 0x0002 0x0001

Corrective action:

Check whether the line switching unit has a failure, if the RCI connection has an error, or if the power-supply voltage is abnormal. If
these errors occur frequently, contact field engineers.

Maintenance information (for system administrators)

Check whether the specified line switching unit has an error.

7111 The cluster event control facility is not running. (detail:codel-code2)
Content:

The cluster event control facility is not running. codel and codeZ indicate information items for diagnosis.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

After that, reboot the node in which the error occurred. If you need to stop the node, execute the "shutdown(1M)" command.

7112 Communication failed in the cluster event control facility (detail:codel-code?2)
Content:

Communication failed in the cluster event control facility. code and codeZ2 indicate the information required for troubleshooting.
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Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

After that, reboot the node in which the error occurred. If you need to stop the node, execute the "shutdown(1M)" command.

7113 Cluster event control facility: internal error. (detail:codel-code?2)
Content:

An internal error occurred in the cluster event control facility. codel and codeZindicate the information required for troubleshooting.

Corrective action:

Record this message and collect information for an investigation. Then, contact field engineers. For details on how to collect
information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."”

After that, reboot the node in which the error occurred. If you need to stop the node, execute the "shutdown(1M)" command.

7116 Port number information is not set for resource SWLine. (rid:rid )
Content:

The port number information is not set for resource SWL.ine.
ridindicates the resource ID of SWLine in the line switching unit.

Corrective action:

Set the port number attribute (port) of the line switching unit used for the resource SWL.ine.

7117 The port number specified for resource SWLine is incorrect. (rid:rid port:port)
Content:

The port number specified for resource SWLine is incorrect.
rid indicates the resource ID of the SWLine in the line switching unit while portindicates a port number.

Corrective action:

Set up the correct port number.

7119 The LSU mask information has not been set for the shared resource SH_SWL.ine. (rid:rid )
Content:

The LSU mask information has not been set for the shared resource SH_SWL.ine.
rid indicates the resource ID of the shared resource SH_SWL.ine in the line switching unit.

Corrective action:

Set up the mask (Isu_mask) attribute of the switching unit used for the shared resource SH_SWL.ine.

7121 The parent resource of the shared resource SH_SW.Line is a resource other than the shared
resource SH_SWU. (rid:rid )
Content:

The parent resource of the shared resource SH_SWL.ine is a resource other than the shared resource SH_SWU.
rid indicates the resource ID of the shared resource SH_SWL.ine in the line switching unit.

Corrective action:

Re-create the shared resource SH_SWL.ine as a child resource of shared resource SH_SWU.

7122 The RCI address information has not been set for the shared resource SH_SWU. (rid:rid )

-122 -



Content:

The RCI address information has not been set for the shared resource SH_SWU.
rid indicates the resource ID of the shared resource SH_SWL.ine in the line switching unit.

Corrective action:

Set up the RCI address attribute (addr) of the line switching unit used for the shared resource SH_SWU.

7125 The resource ID of the node connected to the specified port no (rid: rid ) is incorrect.
Content:

For the resource ID of the node that is connected to the specified port of the line switching unit, an incorrect resource 1D of other than
a node or nonexistent resource 1D is specified.
no indicates a port number in the line switching unit while r/dindicates the resource ID.

Corrective action:

Set up the correct resource ID of the node.

7126 The resource ID (rid ) of the same node is specified for ports 0 and 1.
Content:

The same resource 1D cannot be specified for port 0 and port 1 in the line switching unit.
rid indicates the resource ID of the specified node.

Corrective action:

Set up the correct resource ID of the node.

7131 The specified resource ID (rid ) is not present in the shared resource class (class).
Content:

The specified resource 1D is not present in the shared resource class.

ridindicates a resource ID while c/ass indicates the class name of the shared resource class.
Corrective action:

Set up the correct resource ID.

7132 The specified resource name (name) is not present in the shared resource class (class).
Content:

The specified resource name is not present in the shared resource class.
name indicates a resource name while c/ass indicates the class name of the shared resource class.

Corrective action:

Set up the correct resource ID.

7200 The configuration file of the console monitoring agent does not exist. (file:filename)
Content:

The configuration file of the console monitoring agent filename does not exist.

Corrective action:

Download the configuration file displayed in miscellaneous information using ftp from other nodes and store this file in the original
directory. Then, set up the same access permission mode of this file as other nodes. After that, restart the system. If all the nodes
constituting a cluster do not have this configuration file, record this message and collect information for an investigation. Then, contact
field engineers. For details on how to collect information, see "Collecting troubleshooting information” in "PRIMECLUSTER Cluster
Foundation (CF) Configuration and Administration Guide."
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7201 The configuration file of the RCI monitoring agent does not exist. (file:filename)
Content:

The configuration file of the RCI monitoring agent filename does not exist.

Corrective action:

Download the configuration file displayed in miscellaneous information using ftp from other nodes and store this file in the original
directory. Then, set up the same access permission mode of this file as other nodes. After that, restart the system. If all the nodes
constituting a cluster do not have this configuration file, record this message and collect information for an investigation. Then, contact
field engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

7202 The configuration file of the console monitoring agent has an incorrect format. (file:filename)
Content:

There is an incorrect format of the configuration file in the console monitoring agent.

Corrective action:

If the configuration file name displayed in miscellaneous information is SA_rccu.cfg, reconfigure the Shutdown Facility by invoking
the configuration wizard. Then, confirm if the RCCU name is correct. If the above corrective action does not work, or the configuration
file name is other than SA_rccu.cfg, record this message and collect information for an investigation. Then, contact field engineers. For
details on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration Guide."

7203 The username or password to login to the control port of the console is incorrect.
Content:

You are not allowed to log in to the control port of the console (such as RCCU, XSCF, or ILOM).

Corrective action:

The username or password that is registered in a cluster system is different than the one that is configured for the console. Configure the
console monitoring agent and Shutdown Facility again.

If the above corrective action does not work, record this message and collect information for an investigation. Then, contact field
engineers. For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration
Guide."

7204 Cannot find the console's IP address. (nodename:nodename detail:code) .
Content:

The console's IP address is unknown.

Corrective action:
You need to check if a node name of RCCU, XSCF, or ILOM is correct using the clrccusetup command.

If the node name is correct, see "PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)" to reconfigure the SF
Wizard.

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

7210 An error was detected in MMB. (node:nodename mmb_ipaddressl:mmb_ipaddressl
mmb_ipaddress2:mmb_ipaddress2 node_ipaddressl:node_ipaddressl
node_ipaddress2:node_ipaddress?2 status:status detail:detail)

Content:

A communication error occurred due to an error in the MMB of the node on which the message was displayed.
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Corrective action:

An error may occur in PSA (PRIMEQUEST Server Agent)/SVmco (ServerView Mission Critical Option) or a hardware failure may
occur, or the system may be under high load. Check if the following settings are correctly set:

Check if PSA or SVmco is installed or set.

- Check if a node is restarted after installing SVmco manually.

Check if PSA or SVmco is correctly set.

- Make sure an incorrect IP address (such as an IP address of MMB) is not specified to the IP address of the administrative LAN.

Check if the firewall for operation of PSA or SVmco is correctly set.

- Check if MMB is correctly set.

- Check if the correct IP address is set.

- Check if both the virtual IP address and the physical IP address are set.

Check if MMB does not have a failure.

- Check if a node is not under high load.

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."”

After field engineers carry out the hardware recovery operation, the MMB monitoring agent/iRMC asynchronous monitoring agent
recovers automatically.
7211 The MMB monitoring agent has already been started.

Content:

The MMB monitoring agent function has already been started.

Corrective action:

If there is no need to restart the MMB monitoring agent function, no action is necessary. If the MMB monitoring agent function must
be restarted, execute the following commands on the node on which the message was output and restart the MMB monitoring agent
function (MA) and the shutdown facility (SF).

# [ opt/ SMAW bi n/ sdt ool -e
# [ etc/opt/FJSVcl uster/bin/cl mbronct! stop
# [ etc/opt/FISVcl uster/bin/cl mbnonct| start

# [ opt/ SMAW bi n/ sdt ool -b

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting" in "PRIMECLUSTER Installation and Administration Guide."

7212 The MMB information is not set. (hodename:nodename)

Content:

MMB information for the specified CF node name has not been registered.

Corrective action:
Check the following points:
<Other than PRIMEQUEST 2000/1000/500/400 environment>

Since the ciImmbsetup command is for the PRIMEQUEST 2000/1000/500/400 environment, use the correct command suitable for
your environment.
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<PRIMEQUEST 2000/1000/500/400 environment>

Execute the clmmbsetup -I command, and check the currently registered MMB information. Then, if necessary, use the shutdown
configuration wizard or the clmmbsetup command to register the MMB information.

For details about the shutdown configuration wizard, see "Setting up the Shutdown Facility" in "PRIMECLUSTER Installation and
Administration Guide (Linux)." For details about the clImmbsetup(8) command, see the manual page of the "clmmbsetup(8)"
command.

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field
engineers. For details on how to collect information, see "Troubleshooting™ in "PRIMECLUSTER Installation and Administration
Guide."

7213 An error has been detected in the transmission route to MMB. (node:nodename
mmb_ipaddressl:mmb_ipaddressl mmb_ipaddress2:mmb_ipaddress?2
node_ipaddressl:node ipaddressl node_ipaddress2:node_ipaddress?2)

Content:

An error was detected in the transmission route to the MMB.

Corrective action:
Check the following points:

- Whether the normal lamp of the port to which the HUB and the LAN cable are connected is on.

Whether the MMB port connector or the LAN cable from the HUB-side connector is disconnected.

Whether an incorrect IP address was specified for the MMB IP address.

Whether an incorrect IP address was specified for the management LAN IP address that uses shutdown configuration.
If one of the above items is found to be the cause, MMB monitoring agent recovers automatically after the corrective action is taken.
Automatic recovery takes up to 10 minutes.

If the connection fails even after the above items are checked, contact field engineers because there may be a network failure or a
hardware failure, such as in the MMB of the HUB. If this corrective action does not work, record this message and collect information
for an investigation. Then, contact field engineers. For details on how to collect information, see "Troubleshooting” in
"PRIMECLUSTER Installation and Administration Guide."

After field engineers carry out the hardware recovery operation, the MMB monitoring agent function recovers automatically.

7214 The username or password to login to the MMB is incorrect.

Content:

You cannot log in to the MMB.
Either the user name or the password for logging in to the MMB is different from the value that was set to the MMB, or the MMB may
not have been set.

Corrective action:

Specify the settings for MMB monitoring agent/iRMC asynchronous monitoring agent and the shutdown facility again. For details, see
"Setting up the Shutdown Facility"” in "PRIMECLUSTER Installation and Administration Guide." For instructions on setting the MMB,
see "PRIMEQUEST 2000 series" or "PRIMEQUEST 3000 series" of "Setting Up the Cluster High-Speed Failover Function" in
"PRIMECLUSTER Installation and Administration Guide." If this corrective action does not work, record this message and collect
information for an investigation. Then, contact field engineers. For details on how to collect information, see "Troubleshooting™ in
"PRIMECLUSTER Installation and Administration Guide."

7215 An error was detected in the MMB IP address or the Node IP address.

(mmb_ipaddressl:mmb_ipaddressl mmb_ipaddress2:mmb_ipaddress2
node_ipaddressl:node ipaddressl node_ipaddress2:node_ipaddress2)

-126 -



Content:

The MMB IP address of the node on which this message was output or the IP address in the management LAN of the shutdown
configuration was changed.

Corrective action:

Immediately after this message is output, if the Test State of the shutdown facility (SF) is Test Failed, check the following point:
- Whether the change in the MMB IP address or the IP address in the management of the shutdown configuration is correct.

If the above item is found to be the cause, take corrective action. Then, execute the following commands on all the nodes, and restart
the MMB monitoring agent function (MA) and the shutdown facility (SF). Inaddition, if you changed the MMB IP address, first, execute
the following commands only on the changed nodes. Then, execute them on the rest of the nodes.

# [ opt/ SMAW bi n/ sdt ool -e
# [ etc/opt/FISVcl uster/bin/cl mbnronct! stop
# [ etc/opt/FISVcl uster/bin/cl mbnonctl start

# [ opt/ SMAW bi n/ sdt ool -b

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

7216 This server architecture is invalid.

Content:

This command cannot be operated in the environment.

Corrective action:

Check the environment where the command is being executed and use the correct command.

7230 The Host OS information is not set. (hodename:nodename)

Content:

This message indicates the host OS information, which the specified CF nodename belongs to, is not registered.

Corrective action:

Execute the clvmgsetup -1 command to check the information on the currently registered Host OS. If necessary, register the Host OS
information using the clvmgsetup command.

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."
7231 Cannot find the guest domain name.

Content:

This message indicates that the guest domain name cannot be obtained.

Corrective action:
Make sure that the node running the clvmgsetup command is a guest domain.

If so, see "When Using the Virtual Machine Function" in "PRIMECLUSTER Installation and Administration Guide (Linux)" to set the
guest domain.

7232 Cannot find the specified guest domain name. (domainname:domainname)
Content:

The specified guest domain name does not exist.
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Corrective action:
The specified guest domain name does not exist. Confirm the following points, and retry.
- Is the specified guest domain name correct?
Confirm whether the specified guest domain name is wrong. If the guest domain name is wrong, specify the correct one.
- Is the specified guest domain running?
Check whether the guest domain is running. If it is not, start it.
- Has the configuration information of the logical domains been saved?

Check whether the configuration information of the logical domains has been saved with the Idm add-spconfig command in the
control domain.

If not, use the Idm add-spconfig command to save the information.
- Can the states of the logical domains be checked in XSCF?

Check the states of the logical domains in XSCF.

If it cannot be checked in XSCF, use the Idm add-spconfig command in the control domain to save the information.
- Has the operation been performed for the cluster after Migration?

Use clsnmpsetup(1M) to check the set IP address of XSCF.

Then, check the states of the logical domains in XSCF.

If the IP address of XSCF is invalid, or the states of the logical domains cannot be checked, see "PRIMECLUSTER Installation and
Administration Guide (Oracle Solaris)" to perform the operation after Migration.

- Has the guest domain, which was stopped by Cold Migration, been started?
Check whether the guest domain, which was stopped by Cold Migration, has been started.

If the guest domain is still being stopped, see "PRIMECLUSTER Installation and Administration Guide (Oracle Solaris)" to
perform the operation after Cold Migration.

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."
7233 The username or password to login to the Host OS is incorrect.

Content:

The username or password to login to the host OS registered to a cluster system is different from ones set to the host OS.

Corrective action:
Register the host OS information by using the clvmgsetup command.
See "Changing Virtual Machine Settings"” in "PRIMECLUSTER Installation and Administration Guide (Linux)."
If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."
7234 Connection to the Host OS is refused. (node:nodename detail:code)
Content:

Connection to the host OS is refused.

Corrective action:
Check the following points:
- Is the IP address specified for the Host OS set correctly?
- Is the IP address allocated to the guest OS correct?

- Is a passphrase set for connection to the Host OS?
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If any of the above points turns out to be the cause of the error, take the appropriate corrective action and execute the following
commands on the node on which the prompt was output to restart the shutdown facility (SF):

# [ opt/ SMAW bi n/ sdt ool -e
# [ opt/ SMAW bi n/ sdt ool -b

If the connection can still not be established after checking above items, the possible cause may be a hardware damage (e.g. network or
hub failure).In that case, please contact field engineers.

If this corrective action does not work, record this message and collect information for an investigation. Then, contact field engineers.
For details on how to collect information, see "Troubleshooting” in "PRIMECLUSTER Installation and Administration Guide."

7235 First SSH connection to the Host OS has not been done yet. (node:nodename detail:code)

Content:

SSH pre-connection to the host OS has not been completed.

Corrective action:
Connectto the host OS from the guest OS via SSH by using the account created to forcibly stop the guest OS (FISVvmSP), and complete
the user inquiry of the SSH connection first time (such as RSA Key Generation).

7236 Connection to the Host OS was disconnected. (node:nodename detail:code)

Content:

Connection to the host OS was disconnected.

Corrective action:

Check the state of other nodes and path of a private LAN.

7237 clvmgsetup has been executed.
Content:

The clvmgsetup command has been executed.

Corrective action:

The clvmgsetup command has already been executed. Execute it again after the command under execution has ended.

7240 Connection to the XSCF is refused. (node:nodename ipadress:ipaddress detail:code)
Content:

Connection to XSCF from SNMP monitoring agent.

Corrective action:
Check the following points:
- Whether this message is output when the OS is shut down.
No corrective action is required. If this message is output when the OS is shut down, there is no problem with the operation.
- Whether the IP address of XSCF or the node name is correc