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Preface

Purpose
The purpose of the document is to outline functions of PRIMECLUSTER Wizard for Oracle. Further, it describes the procedures from
installation to operation management.
Readers
This document is intended for system engineers and system administrators who design, configure, and manage PRIMECLUSTER systems.
The reader should have expertise in the PRIMECLUSTER and Oracle system.
Outline
The document consists of the following six chapters and six appendices:
- Chapter 1 Feature
- Chapter 2 Environment setup
- Chapter 3 Operation
- Chapter 4 Command
- Chapter 5 Notice
- Chapter 6 Message
- Appendix A Failure case studies
- Appendix B Change Oracle Resource Settings
- Appendix C Procedure for Updating of the CRS Control
- Appendix D Procedure for Removal of the Oracle RAC Service Resource
- Appendix E Using PRIMECLUSTER Wizard for Oracle in Oracle Solaris Zones Environments

- Appendix F (Information) Action Definition File

Technical term

For technical words related to clusters in this document, see the manual.
Oracle Solaris might be described as Solaris, Solaris Operating System, or Solaris OS.
Unless otherwise specified, the following words are used for Oracle products. For details, see the Oracle manuals.

- Oracle instance:
Referred to as “instance”, “Oracle instance”, or “Oracle RAC instance” in this document.

- Oracle listener:
Referred to as “Listener”, or “Oracle listener” in this document.

- Oracle Real Application Clusters:
Referred to as “RAC”, “Oracle9i RAC”, or “Oracle RAC Version Release” in this document.

- Oracle Clusterware:
Referred to as “Oracle Clusterware” in this document.

- Oracle user:
Referred to “Oracle user” or "DBA user" in this document.
An operating system user account belonging to OSDBA group to operate and manage Oracle system.

Notational convention

The document conforms to the following notational conventions:
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Contains important information about the subject at hand.
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;ﬂ Information

2 See
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Provides the names of manuals to be referenced.
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Qn Note

Describes points where a user should take notice.

jJJ Example
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Describes settings using an example.
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Trademarks

PRIMECLUSTER is a trademark of Fujitsu Limited.
Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their respective owners.
Other product and brand names are trademarks or registered trademarks of their respective owners.

Requests

No part of this document may be reproduced or copied without permission of FUJITSU LIMITED.
The contents of this document may be revised without prior notice.
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IChapter 1 Feature

1.1 Feature outline

PRIMECLUSTER Wizard for Oracle is a software product that facilitates cluster operation management for Oracle operating on a
PRIMECLUSTER system.

The scalable operation requires Oracle Real Application Clusters (RAC, Oracle RAC). The standby operation requires Oracle cold standby
instances.

Module structure

The modules for operating Oracle on PRIMECLUSTER are as follows:

Environment setup Wizard Environment setup tool to enable Oracle operation on
PRIMECLUSTER

Detector Module to monitor Oracle

Scripts Control Oracle startup and stop

Setup/operation command Commands used to set up and operate

Environment setup

The environment setup tool provides “ORACLE” Wizard that generates userApplication in the environment configuration by executing the
“userApplication Configuration Wizard” of PRIMECLUSTER.

Monitoring
A detector monitors Oracle instances and Oracle listeners.

The detector connects itself to Oracle as a SYSTEM user to monitor the Oracle instance. Then, it periodically creates, updates, and deletes
atable, which is created in the SYSTEM user’ s default tablespace by executing the SQL command so that it can monitor the process state
of the Oracle instance as well as logical failures. If the Oracle instance hangs and SQL operation is not returned within a specified time, then
the detector will regard it as resource failure.

The two types of monitoring the Oracle listener are process detection and the “tnsping” command.

In operation with Oracle RAC 10g or later, a detector monitors Oracle instances and Oracle listeners. If the Oracle instances and listeners
fail, they will be recovered by Oracle Clusterware.

Startup and stop control

Along with the state transition of a cluster system, scripts automatically start or stop Oracle instances or Oracle listeners. These scripts first
check and then start up the Oracle instances. If damage occurs, the scripts automatically recover the Oracle instances. For example, if the
Oracle instance fails during online backup, the scripts automatically execute “end backup” to start up the Oracle instance (When the
AutoRecover is set to “Yes”.) When stopping the Oracle instance, the scripts stop it in the immediate mode (default). If this does not occur
properly, the scripts will stop the instance in the abort mode. This means operating node switchover can be performed at high-speed.

In operation with Oracle RAC 10g or later, start and stop of Oracle Clusterware are managed.

1.2 Operating Environment




Scalable operation

In scalable operation with Oracle RAC, Oracle is operated on all nodes. The clients can access to the database regardless of which node they

are connected to.

© © 0 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOEE

In operation with Oracle RAC 10g or later, start and stop of Oracle Clusterware are managed by PRIMECLUSTER Wizard for Oracle.
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Standby operation

In standby operation, a cluster system consists of an operating node and standby nodes. On the operating node, the resources such as Oracle
applications, a logical IP address and shared disks are active. On the standby node, these resources are inactive. In the event of a failure,
userApplication is switched to the standby node, and the resources on this standby node become activated. Then, the client can connect itself
to the operating node using the logical IP address without changing any settings.

@000 000000000000000000000000000000

When using PRIMECLUSTER Wizard for Oracle in Oracle Solaris Zones environments, refer to "Appendix E Using PRIMECLUSTER
Wizard for Oracle in Oracle Solaris Zones Environments".

@000 0000000000000000000000000000000000000 @000 000000000000000000000000000000000000000 ee0000000000 0



IChapter 2 Environment setup

2.1 Oracle Environment Setting

This section explains a general setup procedure of Oracle operating on a PRIMECLUSTER system.

Scalable operation (Oracle9i RAC)

Procedure
No
One arbitrary node Other nodes
1 | Install and configure PRIMECLUSTER Install and configure PRIMECLUSTER
2 | Install PRIMECLUSTER Wizard for Oracle Install PRIMECLUSTER Wizard for Oracle
. Install fi |
3 | Install and configure Oracle software nsta and_ configure Qrac e software
(*Installation automatically done)
4 | Create userApplication -
5 | Create and set up an Oracle database -
61 - Set up an Oracle database
7 | Create and set up Oracle resources -

For details, see “2.2 Standby Operation and Scalable Operation with Oracle9i RAC”.

Scalable operation (Oracle RAC 10g or later)

No

Procedure

One arbitrary node

Other nodes

1 | Install and configure PRIMECLUSTER Install and configure PRIMECLUSTER

2 | Install PRIMECLUSTER Wizard for Oracle Install PRIMECLUSTER Wizard for Oracle
3 | Install and configure Oracle software ;:T:ilt;ﬁr;?igsr:;?;fﬁg;:ﬁ';jg:gare

4 | Create and set up an Oracle database -

5 | Create and set up Oracle resources -

For details, see “2.3 Scalable Operation with Oracle RAC 10g R2/11g R1” or “2.4 Scalable Operation with Oracle RAC 11g R2”.

Standby operation

No

Procedure

Operating node

Standby node

Install and configure PRIMECLUSTER

Install and configure PRIMECLUSTER

Install PRIMECLUSTER Wizard for Oracle

Install PRIMECLUSTER Wizard for Oracle

Install and configure Oracle software

Install and configure Oracle software

Create userApplication

Create and set up an Oracle database

Set up an Oracle database

~N|j]ojJlo|lb~|lWIN]|E

Create and set up Oracle resources

For details, see “2.2 Standby Operation and Scalable Operation with Oracle9i RAC”.




Qn Note

Setup procedures in “Chapter 2” explain how to create userApplication newly. In the case to an environment created in previous version
of this product and use it in 4.2A02, see “PRIMECLUSTER Wizard for Oracle Software Release Guide”.

2.2 Standby Operation and Scalable Operation with Oracle9i RAC

This section describes how to configure an environment for standby operation and scalable operation with Oracle9i RAC.

For the configuration procedure for scalable operation with Oracle RAC 10g or later, see “2.3 Scalable Operation with Oracle RAC 10g
R2/11g R1” or “2.4 Scalable Operation with Oracle RAC 11g R2”.

2.2.1 PRIMECLUSTER Installation and Configuration

Set up hardware

Set up hardware required for PRIMECLUSTER. The shared disk is also required to create an Oracle database.

Install software
Install PRIMECLUSTER first, referring to the “PRIMECLUSTER Installation Guide”.

Scalable operation requires the PRIMECLUSTER Enterprise Edition.
Standby operation requires the PRIMECLUSTER Enterprise Edition or PRIMECLUSTER HA Server.

Next, install PRIMECLUSTER Wizard for Oracle following the instructions of the “PRIMECLUSTER Wizard for Oracle Software
Release Guide”.

Configure a cluster system

Configure a cluster system including network systems and shared disk units according to the PRIMECLUSTER manual.
GDS is set as “shared disk for concurrent access” for scalable operation with Oracle9i RAC and “switching disk” for standby operation.

2, See
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For further details, refer to “Part 2 Installation” of the “PRIMECLUSTER Installation and Administration Guide”.
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2.2.2 Oracle Installation and Configuration

This section explains how to install and configure Oracle.

gn Note

- Install only Oracle software to all nodes. Do not create a database in this section (Database creation is performed in "2.2.7 Oracle
Database Creation and Setting").

- InPRIMECLUSTER Wizard for Oracle, Environment that Oracle on shared disk is not supported. Install Oracle software to a local disk
of each node.

- If multiple ORACLE_HOME are configured on one server, a different user name must be assigned respectively.

- Confirm the contents of "Chapter 5 Notice" before Installing.

Initial setup



Set up the kernel parameter

Set up values in the “/etc/system” file for Oracle in addition to the values for PRIMECLUSTER.
The kernel parameter values vary depending on the implemented Oracle versions.
Refer to the Oracle installation guide. The parameter values should be the same on all the nodes.

QJT Note

Before installing Oracle, it is necessary to change the “/etc/system” file and reboot the node.

letc/services

Set up a port number for the Oracle listener.

jJJ Example
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listener 1521/tcp oracle
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Oracle User

Create a DBA (database administrator) to allow users to install and operate Oracle. The user ID and the group ID must be the same on all
the nodes.

jJJ Example
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# groupadd -g <groupl D> dba

# groupadd -g <groupl D> oinstall

# useradd -u <userID> -g oinstall -G dba -d /hone/oracle -s /bin/sh -moracle
# passwd oracle

Normally, the group name should be “dba” and “oinstall”.
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Set up an environment variable of Oracle user.
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(.profile)

ORACLE _BASE=/ opt/ oracl e; export ORACLE BASE

ORACLE_HOVE=/ opt / or acl e/ product/9. 2. 0; export ORACLE_HOVE
ORACLE_TERMrsun-cnd; export ORACLE_TERM

ORA_NLS33=$O0RACLE_HOVE/ oconmmon/ nl s/ adm n/ dat a; export ORA_NLS33
LD LI BRARY_PATH=$ORACLE_HOMWE/ | i b; export LD_LI BRARY_PATH
PATH=$ORACLE_HOVE/ bi n: / usr/ bi n:/usr/ccs/ bin:/usr/ucb; export PATH

When “/usr/uch” is contained in PATH, it needs to be set up after “/usr/ccs/bin”.
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2 See
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For further details, refer to the Oracle manual.
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Qn Note

PRIMECLUSTER Wizard for Oracle controls Oracle as the Oracle DBA user.
- Be sure to include “SORACLE_HOME/bin” in the PATH environment variable of the DBA user.

- Check if root user access privileges can switch the user to the Oracle user, using the su(1M) command.

# su - <Oracle user>

- A command (e.g. script) that has interactive mode should not be described in Oracle user's profile. (e.g. /etc/
profile, .bash_profile, .cshrc, .profile) It may cause failure of resource monitoring or userApplication startup or shutdown.

- Environment that Oracle user's home directory and profile are located on the shared disk is not supported. Oracle user's home directory
and profile must be located on the local disk of each node.

Installation
- Standby operation

Install Oracle using Oracle user access privileges. Install a program on the local disk of each node. The database needs to be created on
the shared disk when configuration of the cluster system is completed, not when Oracle is installed. The details will be described later
in this document.

- Scalable operation
For information on how to install RAC, see the RAC Installation Guide.

2, See
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For further details, refer to the Oracle manual.
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2.2.3 userApplication Creation

Operating userApplication is configured as follows:




Scalable operation with Oracle9i RAC

SyzMode
<nodeZR MSs =

SwzMode
<nodelR MS =

userfpplication
“app3=

=appd=

uzerdpplication

“app3=
P B
1
I Controller |
userfpplication userfpplication
<appl> “<appZ>
Oracle Oracle
= Ora_sPP1= =ira_APPZ>=
[ Inztanoe ][ Listener ] [ Instance ][ Liztener ]
G0S G055
userApplication Description Resources
appl,app2 Controls Oracle instances and listeners. Oracle resource
It is created on each node. (instance, listener)
Gds resource
app3 Starts up or stops userApplication (appl and app2) Controller resource
simultaneously on all nodes. (Option)
app4,app5 Used as standby for Gls or takeover network. (Option) Gls resource, etc
Create them according to operating conditions.

ﬂ Information

Attributes Values

Operation method Standby




AutoStartUp Optional

If you control userApplication startup and stop on all nodes by using the controlling
userApplication, be sure to specify No.

AutoSwitchOver No

PersistentFault 1

Standby operation

SuzMode SpsMode
<nodelR MS= <nodeZR M5 >

userfpplication
“<appl=

Oracle
=ira_APP1x

[ Instance ][ Listanar ]

e
[ Ghs ]

userApplication Description Resources

appl userApplication on all operation nodes Oracle resource (instance, listener)
Gds resource

Fsystem resource

Gls resource

ﬂ Information

Attributes Values

Operation method Standby

AutoSwitchOver HostFailure|ResourceFailure|ShutDown
PersistentFault 1

HaltFlag yes

The flow of userApplication creation is as follows:

1 userApplication with No Oracle Resources 224
userApplication Operation Check 225
226




2 Oracle Database Creation and Setting 2.2.7
3 userApplication with Oracle Resources 2.2.9
userApplication Operation Check 2.2.10
2211
2212

ﬂ Information

PersistentFault remains the same resource status (Faulted) even after RMS is restarted in the event of a resource failure. Users are supposed
to locate the fault and check completion of recovery processing then start userApplication manually. For example, if a failure occurs, users
can detect which userApplication failed even after server reboot. Even though AutoStartUp setup is set, userApplication will not be started,
and automatic startup will prevent recurrence of the failure.

2.2.4 userApplication with No Oracle Resources

This section discusses the configuration of userApplication that does not include Oracle resources.

Scalable operation with Oracle9i RAC

In scalable operation with Oracle9i RAC, non-Oracle resources are configured first as follows:

SwzMode SuzMode
<nodelRMS= <nodezR MS>=

uzerspplication uzerdpplication
<appl= <EppIF

Standby operation

Non-Oracle resources are configured first as follows:

SwsHode
<nodelRMS=

SysMode
<nodezRMS =

usertpplication

<appl®
s
|
Fsusherm
|
[ Ghs ]
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GDS setup

Itispossible to prepare the disk class for Oracle SYSTEM tablespace and other Oracle data respectively, and the MONITORONLY attribute
of the disk class is set to “NO” for the Oracle SYSTEM tablespace and “YES” for the other Oracle data.

2 See
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For further details of GDS resources, refer to “6.6.1 Setting Up Resources” of the “PRIMECLUSTER Installation and Administration
Guide”.
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userApplication setup

Create userApplication using the userApplication Configuration Wizard. See “6.6 Setting Up Cluster Applications” of the
“PRIMECLUSTER Installation and Administration Guide”.

Set up userApplication using the userApplication Configuration Wizard. The userApplication Configuration Wizard uses the format that
allows you to select information in the menu.

2.2.5 Configuration-Generate and Configuration-Activate

Check the set contents and then generate and activate the configuration. The image screens after activation are as follows:

Scalable operation with Oracle9i RAC

+ wwer Application Configuration Wirord

I conflg userApplication Configuration menu

L _] app Selatl & menuio be selup

Create Resource

Create wserdpplication
Edit usarApplication or Resource

Remo userAppkcation or Resource

Edl global setings in Condguialion

Emd A e Hilp

Jarea Applet Window
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Standby operation

wEer Application Configusal mn Wieard

. conl userApplication Configuration menu

¢ J app Hebeet & meni o be selup

Create Resource
B Create wseaApplicalion
) Edit userApplication or Resource

-} Remove userApplcalion or Resource

Et global senngs in Confguration

S Applet Window

2.2.6 userApplication Operation Check

Start up userApplication and check if it is normally running on all the nodes by.

Configuration of operations

Check if the configuration is correct in the Cluster Admin screen of Web-Based Admin View. The image screens of Cluster Admin are as
follows:

- Scalable operation with Oracle9i RAC

B chuster Mudmin

FCL_BOLY [ conig )
¢ L@ apicorme 201 0 2ECOCRM | ser Application | iz}
¢ J@ 5w M Afibute | o
¢ 2D o EtatmDatails =
E @ Mbuktiassests_tds :_'-"_'i'ﬁ';”; g
CI@ crassoo_cdst e 5
¢ 2 mon-amiaka leuinEwichovar MO
ﬂ. Macrers000_app1 SMI'\-GITT'HH'SIIICI'IS Mo
1 pEERRME Class Usemppiicaioniappt
¥ 3‘ - ErandownFriony 0
¢ 0l ConirclledSwiich 0
& E@ oz Controlled Ehuldomem. O
FE)@ AIDiskclasses0s_ Gl WasCormolers ¥
E@ ciassooo _ods3 Prasenesinle ]
_-l FriamiyList amrcotAMS
L] Mon-afiliated OnlineFriomy 0
1'. Wackers000_appl Parsislani aull L
HoDsplay o
[efslizbon Iapp
Comemnen s 01 1 7IZ006.03.31.17 06 48
Scrpds
Wosine EcripfTimanis 300
JLnkncran PreCheckSerigl Froiees: -p appl coniy
s Crllng FrednlineSonpt rm -f lustin pbrelkargtmpiappd geingofine | ¢ | CEHY INTEH] |
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- Standby operation

¢ LW apicomms
¢ 2 e
& @ o
I psdresso0n_ois
-] LI. Faysimmd
J‘ sounlPordlln_Fepsiaml
=W o
_"J. AMDskClassesOk_Gadsl
W clasa000_Gdai
L3 J Mon-afilizied

-] _u . peachRME

» @

| Usarhpphcabordapp
| S huldranPrianity 1]

| |Cortroleaiwiich 1]

| |[ConfrolecShutdown |0

| |WseConimmliens 512

¢ J. 2ee | |Pregerss Blale 1]
P ﬂ. sl riontList apncoME peachAME
W ipaddres=000_Gis1 wiineP oty 0
¢ Z1P rFavatem erzisientFauli 1
)W MountPormon_Feystent it g
= Wiation tagpd
7 W cos | |Cornmert App1Aa0T 1 Tr2006:0331:17:06:40

il mwnlﬁqqpqg [udsd || 5cnpus
B ok | [Scripmimenut ann
Seaned By ?1'1!? PrechsckBenpl irreeBe -p appl conlig
£ ) i e T . EPIEEI‘lInEEI:rD’. i ‘l'u:n'm:leIlanl'hn:\-:lp:ﬂ.-g:hr-g:rl'llnn HITEHNY_INTEH

s S pt &

[l TR |

Shared disk

Check if you can access to the shared disk from the operating node. Also, check if a file can be created on the shared disk using Oracle user
access privileges.

Logical IP address

Check if you can access the operating node from the client using the logical IP address.

2.2.7 Oracle Database Creation and Setting

Create the database. Make sure that you can successfully start the database on all nodes after creation.

2.2.7.1 Oracle database Creation and Setting
Create and set the database.
- Allocate a database

Create a database on the shared disk. The shared disk must be activated.
The files are allocated as follows:

Files Locations | Note
o . . R Il local disk of each
Initialization parameter file (PFILE) Arbitrary n;e;::mmend to allocate on a local disk of eac
Server parameter file (SPFILE) Share See “Parameter file” below.
Password file Share -
Control files Share -
Data files Share -
Redo log files Share -
Archived redo log files Arbitrary Recommend to be multiplexed, allocating on a

shared disk and a local disk.
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Flash Recovery Area Share -

audit_file_dest Local
background_dump_dest Local
loa files core_dump_dest Local To be gathered surely for trouble investigation,
9 - . allocate them on a local disk of each node.
diagnostic_dest Local
(Oracle 11g or later)
user_dump_dest Local

QT Note

Note that there is sufficient space to archive for archived redo log files if they are located on shared disks. If there is insufficient space,
and data updating processing through monitoring SQL hangs, an oracle resource might fail. Moreover, userApplication failover will
fail and operating of Oracle database will completely stop.

;ﬂ Information

- Check if the Oracle user has privileges to write in a shared disk before creating the database.

- If you use ASM (Automatic Storage Management) for Oracle 10g or later, it is necessary to register the ASM as an RMS resource.
See “2.5.2 ASM (Automatic Storage Management)”.

Create a database (Scalable operation with Oracle9i RAC)
Create a database on any one of the nodes. The database must be accessible from the standby nodes.
i See
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Refer to the Oracle RAC manual.
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Create a database (Standby operation)
- Operation node
Create a database on the operating node. The database must be accessible from the standby nodes.

2 See
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Refer to the Oracle manual.

- Standby node
Set up the standby nodes in the same configuration (directory creation, file copy, and links) as the operating node.

- Under <$ORACLE_HOME>/dbs

Under <$ORACLE_BASE>/admin/<$ORACLE_SID>

Under <$ORACLE_BASE>/diag (Oracle 11g)
- Under <$ORACLE_HOME>/network/admin

The access privilege to the directories and files must be also the same as that on the operating node.
If you set where archived redo log is output on the operating node, it is necessary to set the same on the standby nodes.
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W4, See

The required files on the operating node can be backed up in the tar format with the “cloracpy” command. See “4.4 cloracpy - Create
Backup File for Oracle Database Setup”.

pJ Example

In Mutual standby, N:1 standby and other Standby operation, create a database on the operating node. The database must be accessible
from the standby nodes.

- Mutual standby

S
_ Cracle?
e

<>

ac

- 2:1 standby

r———'—_—

- Parameter file

The initialization parameter setting of LOCAL_LISTENER must be compatible with that of listener.ora and tnsnames.ora. You should
also pay close attention to set up Oracle network.

If you use server parameter file, allocate it on a shared disk. If it is not allocated on the shared disk, the settings will be inconsistent
between operating and standby nodes.

After you allocate server parameter file on a shared disk, configure the settings in an operating and a standby both nodes for referring
the server parameter file.

iﬂ Example

- Method of making a symbolic link file to the server parameter file

$1n-s <the mount point of a shared disk>/spfil e<$ORACLE_SI D>. ora <$ORACLE_HOME>/ dbs/ spfil e<
$ORACLE_SI D>. ora
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- Method to write the path of the server parameter file in initialization parameter file
(initialization parameter file: SORACLE_HOME>/dbs/init<$ORACLE_SID>.ora)

spfile = <the nmount point of a shared di sk>/spfil e<$ORACLE_SI D>. ora
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QT Note

If you create a database using DBCA (Database Configuration Assistant) in the Oracle 10g or later environment, you might not be able
to specify where the server parameter file is stored. If this occurs, move the server parameter file to the shared disk after creating the
database as follows:

1. Mount the shared disk if it is not mounted. Start userApplication that is created at “2.2.3 userApplication Creation”.

2. Move the server parameter file to the shared disk.

#my <$ORACLE_HOVE>/ dbs/ spfi | e<$ORACLE_SI D>. ora <shared di sk>/ spfil e<$ORACLE_SI D>. ora

3. Configure the settings for referring the server parameter file. (see Example above)

Execute step 3 on both of the operating node and standby nodes.
You can also use the cloracpy command to execute it on the standby nodes after the operating node.

- Network setup

The files are allocated as follows:

Files Locations | Note

For placement of the file, refer to the below

listener.ora Arbitrary o
information".

tnsnames.ora Arbitrary Same as above

<LISTENER>.log Local

Fﬂ Information

Allocate listener.ora file and tnsnames.ora file on either a local disk or a shared disk. To which allocate them, refer to the following.

- Local disk
When allocate those files on a local disk; it is necessary to edit them of each node. Therefore, the maintenance efficiency decreases
compared with the case allocated on a shared disk. In one side, it is possible to gather the files surely when the trouble is investigated
because the influence of the state of the mount of a shared disk is not received.

- Shared disk
When allocate those files on a shared disk, it only has to edit them on a shared disk. Therefore, the maintenance efficiency improves
compared with the case allocated on a local disk. In one side, when the mount is not done, a shared disk might not be able to gather
the necessary files for the trouble is investigated.
When allocate those files on a shared disk, make a symbolic link file under the “SORACLE_HOME/network/admin/” of each node.

- In the case of listener.ora

$ In -s <the mount point of a shared disk>/listener.ora <$ORACLE_HOVE>/ net wor k/ admi n/
listener.ora

In the case of tnsnames.ora

$ In -s <the mount point of a shared di sk>/tnsnanmes. ora <$ORACLE_HOVE>/ net wor k/ admi n/
tnsnanes. ora
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- listener.ora

If you use Oracle listener switching operation using a logical IP address for standby operation, specify the logical IP address for
the IP address of the Oracle listener.

jJJ Example
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LI STENER =
( DESCRI PTI ON =
(ADDRESS = (PROTOCOL = TCP) (HOST = <l ogical |P address>)(PORT = 1521))
)

SID LI ST_LI STENER =
(SID LIST =
(SI D _DESC =
(GLOBAL_DBNAME = ora9i)
(ORACLE_HOME = /opt/oracl e/ product/9.0.1)
(SID_NAME = ora9i)
)
)
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Qn Note

In Oracle 10g or later environment, operating system authentication (OS authentication) of Listener must be enabled. There are two
methods to enable it:

- Not define the “LOCAL_OS_AUTHENTICATION_<LISTENER_NAME>" parameter in listener.ora file. (default)

- If the parameter is defined, its value should be “ON”.

LOCAL_OS_AUTHENTI CATI ON_<L| STENER NAME> = ON

tnsnames.ora

If the Oracle listener is monitored through tnsping, set up the “tnsnames.ora” file. Then, specify the network service name set for
tnsnames.ora in the environment setting of the Oracle listener of PRIMECLUSTER Wizard for Oracle. In that case,
ORACLE_SID, host (logical IP address), and port number must be the same as those of the Oracle listener.

jJJ Example
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Net wor k service nanme =
(DESCRI PTION =
( ADDRESS = ( PROTOCOL
( CONNECT _DATA = (SID
)
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- SYSTEM user password

TCP) (HOST = <l ogi cal |P address>)(PORT = 1521))
oragi))

PRIMECLUSTER Wizard for Oracle accesses and monitors Oracle as the Oracle SYSTEM user. Therefore, the SYSTEM user's
password must be registered in PRIMECLUSTER Wizard for Oracle. See “4.3 clorapass - Register Password for Monitoring” to
register the password.

QT Note

- The Oracle “TWO_TASK” environment variable must not be changed.
It is used to add a connect identifier to connect to Oracle then automatically connect to network. In PRIMECLUSTER Wizard for
Oracle, network connection is not supported. Users are supposed to connect to Oracle in local connection (“/as sysdba”). If network
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connection is required, specify “@connect identifier” instead of using the “TWO_TASK” environment variable when connecting
at the connecting.

- The processes other than definition of system environment variables must not be added to login.sql of Oracle DBA users.
SQL can be described in the SQL*Plus profile login.sgl. However, it might automatically be executed and affect ongoing
operations because Oracle is controlled through SQL*Plus in PRIMECLUSTER Wizard for Oracle.
It is available to setup the system environment variables to login.sql by SET command.

2.2.7.2 ldentifying Database Startup Errors

Start the database on all nodes and ensure that no errors occur.

PRIMECLUSTER Wizard for Oracle starts and stops the Oracle instance and Oracle listener after changing from the root user to the Oracle
user by using su(1M).

Check if you can start and stop the Oracle instance and Oracle listener manually after changing from the root user to the Oracle user by using
su(1M) in both the operating node and the standby nodes. Also, do not go through any users other than the root and Oracle users before
logging in as the root user.

When you check on the standby nodes, switch userApplication to the standby nodes.

# su - <Oracle user>

$ Isnrctl start <ListenerNane>
$ Isnrctl status <Listener Name>
$ Isnrctl stop <ListenerNane>
$ sql plus /nol og

SQ.> CONNECT / AS SYSDBA

SQ.> STARTUP

SQL> SELECT STATUS FROM V$I NSTANCE;
SQL> SHUTDOWN | MVEDI ATE

SQL> EXIT

$ exit

#

ﬂ Information

If the Oracle user's shell limits are not set properly, the Oracle instance and Oracle listener may fail to start.

PRIMECLUSTER Wizard for Oracle starts the Oracle instance and Oracle listener after changing from the root user to the Oracle user by
using su(1M). If the Oracle user's shell limits are not set, the root user's shell limits are inherited. Therefore, make sure that you can start
the Oracle instance and Oracle listener after changing from the root user to the Oracle user.

2.2.8 Oracle Resource Creation and Setting

Register Oracle resources in userApplication that is created at “2.2.4 userApplication with No Oracle Resources”.

Scalable operation with Oracle9i RAC
In scalable operation with Oracle9i RAC, userApplication is configured as follows.

Note that resources (Ora_Appl and Ora_App2) are being created and added.
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Sy=zMode SuszNode
<nodelRMS = <nodeZR M=
0000 1
1 userApplication :

: <app3* :

1
—————— e |
I Controller i
uszerfpplication userfspplication
<appl> <app2®
Oracle Oracle
< 0Ora_APP12- < 0ra_APP2:=
Instance I Listener I | Instance | Listener l
[E1n 1 §05

Standby operation
In standby operation, userApplication is configured as follows.

Note that resource (Ora_App1l) is being created and added.

SysNode SyszNode
<nodelRMS > <nodeZRMS =

userfpplication
Zappl>

Oracle
= 0Ora_APP1>

Instance Listener

[ o )
[ zre )
[ [ A ]

_.r' Note

Check if Oracle is properly running by starting and stopping manually before starting Oracle Resource Creation and Setting.

Before starting this procedure, Oracle instances, Oracle listeners and RMS on all the cluster nodes should stop.
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Do not create multiple resources for the same Oracle instance or Listener.

::-..
iy See

This section explains how to create userApplication and Oracle resources, referring to “8.1.1 Changing the Cluster Application
Configuration” of the “PRIMECLUSTER Installation and Administration Guide”.
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2.2.9 userApplication with Oracle Resources

userApplication with Oracle resources are created using the userApplication Configuration Wizard.

The flow of userApplication creation is as follows:

1 userApplication delete
2 Resources creation
3 userApplication creation

This section explains only about “2. Resources creation”.

::-..
iy See

For further details of “1. userApplication delete” and “3. userApplication creation”, refer to “8.1.1 Changing the Cluster Application
Configuration” of the “PRIMECLUSTER Installation and Administration Guide”.
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1. Select “Create Resource” in the “userApplication Configuration” menu.

¢ wmer Application Configuratmsn Wirard

confl userApplication Cenfiguration menu

M Faysiemi

. Gdst Belert s menu o be selup

M Gl

& Create Resounte
Creade s pplication
Et usarApplication or Resource
Rerd useragphs ation of Resoune
E&t global £etings in Condgiaalion
Emd 5, Rl Hazpy
[Jm--: Aop et Wiredow
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2. Select “Oracle” in the “Resource Type” menu.

¢ wzerApplication Configurad en Wirard
confl Create Resource
M Faysten
. Gdst Selec! & Resource hype 10 be created
. G
Resownce bpe )
Cmdine -
Crmidlne =
Fsysberm
Gds
Gis
Res
Ipaddress
Procédung
Frocess -
Cambil Baik Bt Hladp
Jarwa Applet Wirsdow

3. Add the Oracle instance and Oracle listener in the “Set up Resource” menu.

+ wzer Application Gonfiguraimn Wirard

eoeif Set up Resource [Resource type : Oracle)
M Faysten

W Gds1 Belect & menu o be selup

LI 3]

B Apph ationHame= Orache
Addfionalinstandg
Addfonailistens
AddmonaRACIns AN eRLIsEne
AddaonsCracieClusienvang
StaiP ridrity=Sarme

| Aubvancesd Setup

Yet to do; s=sign at least an Ozaclelnatance Wame, an Ouaclelistener N
Settimgs of spplication type “Ozacle™ [(not yet compistant)

] d|
L ambis Hack | Huxd Hazlp
Jarwa Fpplet Window
Attributes Description
ApplicationName Change the application name.
(SubApplicationName) The default is “Oraclel”.
Additionallnstance Add an Oracle instance resource.
AdditionalListener Add an Oracle listener resource.
AdditionalRACInstance/Listener Not used.
AdditionalOracleClusterware Not used.
StartPriority Set up the startup order of the Oracle instance and
Oracle listener. The default is “Simultaneous
startup”.
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}_ﬂ| Information
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A resource name on RMS is based on the application name (SubApplicationName) entered in “ApplicationName” on this step.

- Oracle instance resource/ASM instance resource
ORACLE_<SubApplicationName>_<OracleSID>

- Oracle listener resource
LISTENER_<SubApplicationName>_<ListenerName>

These resource names have the following convention and rules.
- Characters per resource name must be up to 39 characters.

- “ORACLE_” and “LISTENER_” are fixed words.

© 00 0000000000000 0000000000000000000000000000000000O0CO0C0CL0C0COCOCOCOCOCOCOCOCOC0C0C000000000000000000000000000

(.:j Note

If you create and register an ASM instance resource, refer to "2.5.2 ASM (Automatic Storage Management)".

N Example

If a shared server configuration or a dynamic service information is used, specify “Listener” for the StartPriority attribute.

4. Set up the Oracle instance as follows:

¢ mzer Application ConTiguratsen Wirard
eoefif Set up Resource [Resource type : Oracle)
M Faysten
. G Selact & meni 1o be setup
L1 3]

Apphic athonbame=drache

N Addsonainstansg
Addfonailistens
AddmonaRACINS AN RRLIsEne
AddaonaCracieCusienvaig
StaP ridrity=Sarme

| Abvances Satup

Yet to do; s=sign at least an Ozaclelnatance Wame, an Ouaclelistener N
Settimge of spplication type “Oxacle™ [(not yet compistant)

el Back Hid Halp

Jrea Applet Wirsdow

Enter ORACLE_SID.
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¢ weer Application Configurastisn Wisard

coedi Set up Resource (Resource type : Oracle)
M Faysten
- Gt el & meni 1o be setup
L[ 3]

¥ FREECHOICE  |dbidg

| Advanced setup

Setting mend ; OracleSID for Oracle inatance
Back Mt Hazlpy
Jarwa Applet Wirsdow

5. Oracle instance settings

To change the settings, select setting item and click “Next” button.
To change the advanced settings, check “Advanced setup”.

¢ wwer Application Gonfigurston Wisard

confiy Setup Resource (Resource type : Oracle)
M Gds1 Setec] & meni 1o be selup

& SAVE+RETURN

A Qrachel)sareqrad g
StanTimeout=600
StopTireout=180
ABoTimesut=60
StopModeSlp=immediate

_) SlopModeF ail=abon
Inbe el 50
WialeiTirnaout= 100
iPradnlingSript=)
PostlinlineScipt=)

) (FraQMesScrpl=)
(FosiCinaSoripie)
(FaultScripl=)

{Flags=)

] Aubvancied safup

Sexting menws @ Derail ssprimg for Oracle inscance
Belevcr che TAVELRETIRH meny oo sawe che sepup, asd click [Hexe].

Camtil Back _Naa! Blaslp

Jorea Applet Wirsdow

The settings for Oracle instance resource are as follows:

Attributes Description

OracleSID ORACLE_SID

OracleUser Oracle Installation user

StartTimeout Timeout duration of Oracle startup.
Default: 600s (300s - 86400s)

-23-



StopTimeout Timeout duration of forced termination in the event of an Oracle stop
error.
Default: 60s (60s - 86400s)

AbortTimeout Oracle stop mode in normal time.
Default: Immediate mode (abort, immediate, transactional)

StopModeStop Oracle stop mode in normal time.
Default: Immediate mode (abort, immediate, transactional)

StopModeFail Oracle stop mode in the event of a failure.
Default: Abort mode (abort, immediate)

Interval Monitoring interval of Oracle instance.Default: 30s (5s - 86400s)

WatchTimeout No response time during monitoring Oracle.Default: 300s (30s - 3600s)

The advanced settings are as follows. These settings are optional:

Attributes Description
PreOnlineScript Executed before online processing.
Optional
PostOnlineScript Executed after online processing.
Optional
PreOfflineScript Executed before offline processing.
Optional
PostOfflineScript Executed after offline processing.
Optional
FaultScript Executed when a fault occurs.
Optional
Flags NullDetector Selects whether or not resource monitoring is enabled.
(D) If it is enabled, resource monitoring will not be performed.

The resource monitoring is disabled as default.

AutoRecover Selects whether or not resource restart is attempted before
(A) failover in the event of a resource failure.

If it is enabled, the resource will be restarted.

The resource is not restarted as default.

MonitorOnly Selects whether or not a failover is generated in the event of a
(M) resource failure.

If it is enabled, the resource will not be switched.

The resource will be switched as default.

2 See
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- For details about Scripts, see “2.5.1 Oracle Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.
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L:n Note

- If NullDetector is enabled, the AutoRecover and MonitorOnly attribute will automatically be disabled.
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- MonitorOnly can be enabled in the following cases:

- One resource of “Instance” type and one resource of “Listener” type exist, and StartPriority is set to “Same”.
In this case, MonitorOnly only for the one of them can be enabled.

- More than one resources of “Instance” type exist.
In this case, MonitorOnly for the one of them cannot be enabled, but all of the others can be enabled.

- Flags=<Abbreviatior> indicates that the flag attribute is enabled.

6. Set up the Oracle listener as follows:

¢ wzerApplication Contiguratmon Wirard

Setup Resource (Resource type : Oracle)

M Gds1 Sebacl & menu o be selup

SANE+EXIT
Apipibic athoniMam o= Oracied

Addonalinstance

Addmonailistansr
SlanPrionly=Sarme

(iracleinitintebameiii="ab10g"

| Aubvances Satup

Settings of application type “Ozacle” [comsistent)
Select the FAVEHELIT menu to pave the setigp, and click [Registzation].

sl Hack Hid Halp

Jarwa Applet Wirsdow

Enter the listener name.

conflg Sat up Resource (Resourcs type : Oracla)
M Faysteni
s Galett 5 Fenis 0 be sel up
. G
¥ FREECHOICE | LISTENER
(] Adhvancesd setup
Setting mena ; ListenecWame for Orscle listener
Back Mt Help
Jorea Applet Wirsdow

7. Oracle listener settings

To change the settings, select setting item and click “Next” button.
To change the advanced settings, check “Advanced setup”.
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+ wwer Application Gonfigurstin Wisard

Jerva Applet Wirdow

Setup Resource (Resource type : Oracle)

Selietl & meni o be setup

& SAVE+RETURN
DrackeUsarsorallig
(THSMHarmes)
StarTimeout=181
SiopTimeoul=60
Inbrvat=30
Wialc hiTimigout= 300

Pre0nlinaScripin)

PatminaSeript=)

(FaultEcript=)

(Flags=A)

¥, Advanced seup

Senting menw @ Detail settimg for Ocecle biscenec

Select the FAVE4RETURM meni Eo Jave the setup, asd €lick [Mext].

[ camces | K st =

The settings for Oracle listener resource are as follows:

Attributes

Description

ListenerName

Listener name

OracleUser DBA user for Oracle control.
StartTimeout Timeout duration of Oracle startup.
Default: 180s (120s - 86400s)
StopTimeout Timeout duration of forced termination in the event of an Oracle stop
error.
Default: 60s (60s - 86400s)
Interval Monitoring interval of Oracle instance.
Default: 30s (5s - 86400s)
WatchTimeout No response time during monitoring Oracle.

Default: 300s (30s - 3600s)

The advanced settings are as follows. These settings are optional:

Attributes

Description

TNSName

Network service for listener monitoring

Execute the tnsping command to monitor the Oracle listener
when TNSName is set (tnsnames.ora). If the TNSName is
omitted, process monitoring of the Oracle listener will only be
performed.

PreOnlineScript

Executed before online processing.
Optional

PostOnlineScript

Executed after online processing.
Optional

PreOfflineScript

Executed before offline processing.
Optional

PostOfflineScript

Executed after offline processing.
Optional
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FaultScript Executed when a fault occurs.

Optional
Flags NullDetector Selects whether or not resource monitoring is enabled.
(D) If it is enabled, resource monitoring will not be performed.

The resource monitoring is disabled as default.

AutoRecover Selects whether or not resource restart is attempted before
(A) failover in the event of a resource failure.

If it is enabled, the resource will be restarted.

The resource is not restarted as default.

MonitorOnly Selects whether or not a failover is generated in the event of a
(M) resource failure.

If it is enabled, the resource will not be switched.

The resource will be switched as default.

:;-..
i See

- For details about Scripts, see “2.5.1 Oracle Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.
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L._z] Note

- If NullDetector is enabled, the AutoRecover and MonitorOnly attribute will automatically be disabled.
- MonitorOnly can be enabled in the following cases:

- One resource of “Instance” type and one resource of “Listener” type exist, and StartPriority is set to “Same”.
In this case, MonitorOnly only for the one of them can be enabled.

- More than one resources of “Listener” type exist.
In this case, MonitorOnly for the one of them cannot be enabled, but all of the others can be enabled.

- Flags=<Abbreviatior> indicates that the flag attribute is enabled.

8. Save the settings by selecting “SAVE+EXIT”.
Check that the Oracle resource is set then save the settings by selecting SAVE+EXIT.

% wzer Application Configuratssn Wieard
coeifig Set up Resource (Resourcs type : Oracle
M Faysiemi d = i !
W Gads1 Beleel a menu o be selup
LI
& SAVE+EXIT

ApplicationNames Oracie
Addfignainstange
Addaonalistens

SlaiP iionty=2 a7
Ciraciedrrstanc et ameiii="db10g"

Dnclelisteneama{lj=LISTENER

Advanced sedup
Settimgs of application type “Oracle™ [comristant)
Select the FAVEHEMIT menu to save the setgp, and click [Registration].
1 I+
Camiil - |Fasgisctr atwom Bl

Jarea pplet Wirsiow
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ij Note
When using Oracle9i RAC, follow the setup procedure from 1 through 8 for each userApplication.

9. If you have any other required resources, create them.

10. Select “Create userApplication” in the “userApplication Configuration” menu.
For further details of the attributes of userApplication, refer to “2.2.3 userApplication Creation”.

 wzer Application Configuratisn Wivard

coefif userApplication Configuration menu
M Faysten

M Gas1 Seledt s meni 1o be selup

e

8 Ovacke

Create Resource

Create wrisadpplic alion
Edt usarkpplication or Resourcy

Removs usaragphc alion or Resouns

Eckt global setings in Condguaabion

End =, Haexd Hadp

Jarwa Applet Wirsdow

(.:n Note

HELP description is common to GUI and CUI, so a part of them includes a description about CUI.

24, See
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- For further details of the attributes of userApplication, refer to “2.2.3 userApplication Creation”.

- After set up userApplication, the settings in this section can be confirmed with clorainfo -c command. See “4.6 clorainfo - Display
Resource Configuration and Monitoring Status” for details.
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2.2.10 Other Resource and userApplication Registration

If you have any other required resources and userApplication, register and create them using the userApplication Configuration Wizard.

2.2.11 Configuration-Generate and Configuration-Activate

Check the set contents and then generate and activate the configuration. The image screens after activation are as follows:

- Scalable operation with Oracle9i RAC
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¢ wEer Bpplication Configuralsn Wirard

o Ol userApplication Configuration menu
& U apricotms App g
+ [l app Babatt & manis 1o ba salup
7 B Dracie
™ Gas1
¥ |1 peachngas
w1 app2
o W Oracie?
B Gas2
Create Resource
B Cneate wserApplic aion
Edet userApplication or Resourcy
Ramove ugerAppks ation of Resourns
Edit global setings in Confguration
Emd ack et Hislp
Jerva Applet Window
- Standby operation

¢ uger Bpplication Conficuralssn Wirard

o Ol userAppli
plication Configuration menu
& 1] apricomms
v ) app Setect & Fenu 1o be selup
7 W Oracied
7 T Gls1
¢ B Fnystemi
M Gais 1
& 1] prachins
7 1) app
& W Oraciol Creste Resounte
¢ B Gise
& B Faystomi B Create ssnApplicalion
M Gads1 Edkt usarApplication or REsouco
R reove s aragpnbs ation or Rasourne
Edst global sefings in Condguration
Emd wck Nl Hielp
Jarea Applet Window

2.2.12 userApplication Operation Check

Start userApplication by executing the hvem command then check if it is properly running on all the nodes.

Configuration of operations

Check if the configuration is correct in the Cluster Admin screen of Web-Based Admin View. The image screens of Cluster Admin are as
follows:

- Scalable operation with Oracle9i RAC
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Shared disk

Check if you can access to the shared disk from the operating node. Also, check if a file can be created on the shared disk using Oracle user
access privileges.

Logical IP address

Check if you can access the operating node from the client using the logical IP address.

Oracle

Check if you can access to Oracle running on the operating node from the client using the logical IP address.
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2.3 Scalable Operation with Oracle RAC 10g R2/11g R1

This section describes how to configure an environment for scalable operation with Oracle RAC 10g R2 or 11g R1. For the configuration
procedure for scalable operation with Oracle RAC 11g R2, see “2.4 Scalable Operation with Oracle RAC 11g R2”.

2.3.1 PRIMECLUSTER Installation and Configuration

Hardware configuration

Configure hardware required to operate PRIMECLUSTER. A shared disk device is also required to create Oracle database files.

Software installation
Install PRIMECLUSTER Enterprise Edition according to the “PRIMECLUSTER Enterprise Edition Installation/Administration Guide”.
Install PRIMECLUSTER Wizard for Oracle according to the “PRIMECLUSTER Wizard for Oracle Software Release Guide”.

Cluster configuration

Configure a cluster system, network, and shared disk device according to the PRIMECLUSTER manuals.

Startup method of Oracle Clusterware

In operation of Oracle RAC 10g R2/11g R1, there are two methods of starting up Oracle Clusterware as follows. For details, refer to “2.3.3
userApplication and Resource Configuration”. (Recommended operation is 1.)

1. Registering Oracle Clusterware in a PRIMECLUSTER RMS resource and starting along with userApplication startup.

2. Automatic starting along with OS startup without registering Oracle Clusterware in a PRIMECLUSTER RMS resource.

gn Note

If you choose 2., be aware that Oracle Clusterware accesses a shared disk device as soon as it is activated. A volume on the shared disk must
be active when the Oracle Clusterware is activated.

2.3.2 Oracle Software Installation and Configuration

Site Preparation

Set kernel parameters and user groups according to the Oracle manual and installation guide. It is necessary to set a logical IP address for
RAC on each node.

If you create a DBA (Database Administrator) user to install Oracle, start, or stop Oracle operation, make sure that user ID and group 1D
are identical on all the nodes.

For semopm, specify a value of 4 or more.

Oracle Clusterware installation

Install Oracle Clusterware by referring to the Oracle manual and installation guide.

gn Note

The PRIMECLUSTER Wizard for Oracle determines a directory where to install Oracle Clusterware with the “SORA_CRS_HOME”
environment variable. Set an installation directory of Oracle Clusterware for the “SORA_CRS_HOME” environment variable of an Oracle
DBA user.

See the following setup example:

ORA_CRS_HOVE=/ opt/ oracl e/ product/10. 2.0/ crs; export ORA CRS HOVE
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Oracle RAC installation

Install Oracle RAC by referring to the Oracle manual and installation guide.

Qn Note

- Check if root user access privileges can switch the user to the Oracle user, using the su(1M) command.

# su - <Oracle user>

- A command (e.g. script) that has interactive mode should not be described in Grid user's profile. (e.g. /etc/
profile, .bash_profile, .cshrc, .profile) It may cause failure of resource monitoring or userApplication startup or shutdown.

- Environment that Oracle user's home directory and profile are located on the shared disk is not supported. Oracle user's home directory
and profile must be located on the local disk of each node.

- PRIMECLUSTER Wizard for Oracle controls Oracle as the Oracle user. Be sure to include $ORACLE_HOME/bin and
$ORA_CRS_HOME/bin in the PATH environment variable of the Oracle user.
See the following setup example:

ORACLE_HOME=/ opt / or acl e/ product/10. 2. 0/ db; export ORACLE_HOVE
ORA_CRS_HOVE=/ opt/ or acl e/ product/10. 2. 0/ crs; export ORA CRS HOVE
PATH= $ORACLE_HOME/ bi n: $ORA_CRS_HOME/ bi n; export PATH

Database creating and settings

Create a database by referring to the Oracle manual and installation guide.

_-ﬂ Information

In scalable operation with Oracle RAC 10g R2/11g R1, the RMS resource name is generated based on the resource name of Oracle RAC
as follows:

- Oracle RAC instance resource

<SubAppl i cati onNane>_<i nst_nane>. i

- Oracle listener resource

<SubAppl i cat i onNane>_<| snr_nane>. |

The default value of <Isnr_name> is “LISTENER_<node name>".

- Oracle Clusterware resource

<SubAppl i cati onNanme>_Cl ust erwar e

The resource name begins with “<SubApplicationName>_” instead of “ora” of the resource name displayed with the crs_stat command of
Oracle RAC.

- RMS resource name must be up to 39 characters.

- For information on how to set up <SubApplicationName>, see “2.3.4 userApplication with Oracle Clusterware” and “2.3.5
userApplication with Oracle RAC Instances and Listeners”.

Setting change
- Disabling automatic startup of Oracle Clusterware

Disable automatic startup of Oracle Clusterware by executing the following command on each node with super user access privileges.
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jJJ Example
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See the following setup example:

# /etc/init.d/init.crs disable
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QT Note

This setup is required when the Oracle Clusterware is registered in an RMS resource (Configuration A or Configuration B of “2.3.3
userApplication and Resource Configuration™).

Disabling automatic startup of CRS resource

Disable automatic startup of Oracle RAC instance (inst) by setting “never” to AUTO_START attribute.

This is because the Oracle RAC instance is registered as an RMS resource and its startup is controlled by userApplication, not Oracle
Clusterware.

The command below enables the setting.

# su - <Oracl e user>
$ srvctl nodify database -d $DB_NAME -y nmnual

AUTO_START attribute of a database resource, an instance resource and a service resource is set to “never” by the command.

5 See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000060OCOCEOESE

For detail of editing AUTO_START, refer to Oracle manuals.
Operation check

Check if Oracle RAC instances and listeners are properly operating. Also, check if the crs_stat command can be executed using the DBA
user.

jJJ Example
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The following example shows the operation results:

%crs_stat -t

ora....T2.lsnr application ONLI NE ONLI NE node2
ora.node2.gsd application ONLI NE ONLI NE node2
ora.node2.ons application ONLI NE ONLI NE node2
ora.node2.vip application ONLI NE ONLI NE node2
ora....Tl.lsnr application ONLI NE ONLI NE nodel
ora.nodel.gsd application ONLI NE ONLI NE nodel
ora.nodel.ons application ONLI NE ONLI NE nodel
ora.nodel.vip application ONLI NE ONLI NE nodel
ora.rac. db application ONLI NE ONLI NE nodel
ora.rac.pcl.cs application ONLI NE ONLI NE nodel
ora....acl.srv application ONLI NE ONLI NE nodel
ora....ac2.srv application ONLI NE ONLI NE node2
ora....cl.inst application ONLI NE ONLI NE nodel
ora....c2.inst application ONLI NE ONLI NE node2
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2.3.3 userApplication and Resource Configuration

In Oracle RAC 10g R2/11g R1, Oracle RAC instances and listeners are managed as PRIMECLUSTER RMS resources. Also, the Oracle
Clusterware can be registered in an RMS resource optionally.

Configuration A

The Oracle Clusterware and Oracle RAC instance are registered in different userApplication.
Use this configuration if Oracle Clusterware is registered in an RMS resource and you have plan to add Oracle RAC instances in the future
or each node has multiple Oracle RAC instances.

SwzMode
<nodelR MS=

SyszMode
<nodezR MS =

userdpplication
=app?*

uszerdpplication

<app&>
_______ -
—————— A ———
GLS
userApplicaton userdpplication
<appl> <appZ=
userfpplication
< S
Cracle - ! Oracle
<Ora_APP1> PR . =Ora_APPZ>
] 1
I
_____________ -

userdpplication uzerApplication

<app3x <appd =
Oracle Cracle
=iQra_APP3= =ira_APPd >

[ Instar ce J[ Listzner ]

[Instanc\e ][ Listznar ]

userApplication Description Resources
appl, app2 Controls Oracle Clusterware. Oracle resource
It is created on each node. (Clusterware)
app3, app4 Controls Oracle instances and listeners. Oracle resource (instances,
It is created on each node. listeners)
app5, appb Used as standby for Gls or takeover network. (Option) | Gls resource, etc
Create them according to operating conditions.
app7 Starts up or stops Oracle instance userApplication Controller resource
(app3 and app4) simultaneously on all nodes. (Option)

If userApplication app3 and app4 are stopped due to an Oracle RAC instance resource failure, userApplication appl and app2 of Oracle
Clusterware will not be affected.
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;ﬂ Information

- The controlling userApplication (app7) is optional and can be used to start up or stop userApplication (app3 and app4) for Oracle
instances on all nodes at the same time

- The following setup values are recommended for userApplication which controls Oracle Clusterware (appl, app2). The other attributes
that are not described below are optional.

Attributes Values
Operation method Standby
AutoSwitchOver No
PersistentFault 1

- The following setup values are recommended for userApplication which controls Oracle instances and listeners (app3, app4). The other
attributes that are not described below are optional.

Attributes Values
Operation method Standby
AutoStartUp If you control userApplication startup and stop on all nodes by using
the controlling userApplication, be sure to specify No.
AutoSwitchOver No
PersistentFault 1
7 Note

Ifthe “KeepOnline” flag of Oracle Clusterware resource is disabled, the userApplication which controls Oracle instances should be stopped
first, and then the userApplication which controls Oracle Clusterware should be stopped.

(In the above image, app3 should be stopped before appl stopping. app4 should be stopped before app2 stopping.)

For further details of the “KeepOnline” flag, refer to “2.3.4 userApplication with Oracle Clusterware”.

Configuration B

The Oracle Clusterware and Oracle RAC instance are registered in the same userApplication.
Use this configuration if Oracle Clusterware is registered in an RMS resource and only one Oracle RAC instance exists on a node and having
no plan to add Oracle RAC instances in the future.
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SusMode
<nodelR MS =

SwzMode
<nodezR MS>=

userApplication
<app3*

uzerfpplication
“<appd =

uzerApplication

<app3*
_______ .I.______J
—_————— A
1 1
I §LS i
T e e v
userApplicaton userApplication
<appl= “<appl*
Crracle Crracle
=ira_APP1x =ira_APP2=
[ Instanos ][ Listemer ] [Instanc\e J[ Listenar ]

Clusterware Clusterware

userApplication Description Resources
appl, app2 Controls Oracle Clusterware. Oracle resource
It is created on each node. (Clusterware, instances,
listeners)
app3, app4 Used as standby for Gls or takeover network. (Option) | Gls resource, etc

Create them according to operating conditions.

app5 Starts up or stops Oracle instance userApplication Controller resource
(appl and app2) simultaneously on all nodes. (Option)

If userApplication appl and app2 are stopped due to an Oracle RAC instance resource failure, Oracle Clusterware will also be stopped
(when the KeepOnline flag is disabled).

ﬂ Information

- The controlling userApplication (app5) is optional and can be used to start up or stop userApplication (appl and app2) for Oracle
instances on all nodes at the same time.

- The following setup values are recommended for userApplication which controls Oracle Clusterware, Oracle instance and listener
(appl, app2). The other attributes that are not described below are optional.

Attributes Values
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Operation method Standby

AutoStartUp If you control userApplication startup and stop on all nodes by using
the controlling userApplication, be sure to specify No.

AutoSwitchOver No

PersistentFault 1

Configuration C

The Oracle Clusterware is not registered.
Use this configuration if you want to make Oracle Clusterware automatically start up along with OS startup without registering itinan RMS
resource.

SysMode
<nodezR MS =

SyzNode
<nodelRMS=

=<app3>

{app4}

userfpplication

<app3=
_______ e
P A
] 1
I GLE i
L T T s
uszerApplication userApplication
<appl> <app2>
Oracle Oracle
=Cra_APP1= =ira_APP2x
[ Instance ][ Listenar ] [ Instance ][ Listener ]
userApplication Description Resources
appl, app2 Controls Oracle instances and listeners. Oracle resources
It is created on each node. (instances, listeners)
app3, app4 Used as standby for Gls or takeover network. (Option) | Gls resource, etc

Create them according to operating conditions.

app5 Starts up or stops Oracle instance userApplication (appl | Controller resource
and app2) simultaneously on all nodes. (Option)
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;ﬂ Information

- The controlling userApplication (app5) is optional and can be used to start up or stop userApplication (appl and app2) for Oracle
instances on all nodes at the same time

- The following setup values are recommended for userApplication which controls Oracle instances and listeners (appl, app2). The other
attributes that are not described below are optional.

Attributes Values

Operation method Standby

AutoStartUp If you control userApplication startup and stop on all nodes by using
the controlling userApplication, be sure to specify No.

AutoSwitchOver No

PersistentFault 1

The flow of userApplication creation is as follows:

1 Register Oracle Clusterware resources 234
2 Register Oracle instance and listener resources 2.35
3 Register the other required resources 2.3.6
4 Create userApplication 2.3.7

2.3.8

userApplication is configured with the userApplication Configuration Wizard. This userApplication Configuration Wizard forms Wizard
format as follows:
Menu -> Settings -> Next button

_-ﬂ Information

- For setting the userApplication Configuration Wizard, see “Chapter 6 Cluster application configuration” of the “PRIMECLUSTER
Installation/Administration Guide”.

- PersistentFault remains the same resource status (Faulted) even after RMS is restarted in the event of a resource failure. Users are
supposed to locate the fault and check completion of recovery processing then start userApplication manually. For example, if a failure
occurs, users can detect which userApplication failed even after server reboot. Even though AutoStartUp setup is set, userApplication
will not be started, and automatic startup will prevent recurrence of the failure.

- Besure to set AutoStartUp=yes when the Oracle instance is activated from Oracle Clusterware right after OS startup, data inconsistency
might occur. If the controlling userApplication is not used, select AutoStartUp=yes.

Do not create multiple resources for the same Oracle RAC instance, Listener or Oracle Clusterware.

2.3.4 userApplication with Oracle Clusterware

This section describes how to register the Oracle Clusterware in an RMS resource using the userApplication Configuration Wizard.
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If the Oracle Clusterware resource is not registered in an RMS resource (Configuration C), skip the procedure then go to “2.3.5
userApplication with Oracle RAC Instances and Listeners”.

1. Select “Create Resource” in the “userApplication Configuration” menu.

¢ wEer Application Gonfigurat sen Wirard

confl userApplication Configuration menu

Belwtt s rmanu io be sefup

B Crecite Resounte
Create usshpplicalion
E ikt usarApplication or Resourcn

Remove usenpphcation or Resoune

Et global £etings in Condguaration

S Bpplet Wirsdow

2. Select “Oracle” in the “Resource Type” menu.

¢ wzer Application Configurat men Wirard

confl Create Resource

Seledl & Resource ipe 10 De créated

Resowce bpe )
Cmdine -
Cmdlne =
Foysherm

s

Gis

: Ipaddress

Re

Proceduns
FProcess -
Lt Baik Mt [0y

Jarwa Applet Wirsdow
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3. For changing a resource name, select “ApplicationName”, and change the name

name, select “AdditionalOracleClusterware”.

¢ wer Application GonTigurasl ssn Wizard

confl Setup Resource (Resource type : Oracle)
Selieet & menu o be selup
) Apnlc ationibamoe= Oraclal
) Addaonalinstance
_ AddRgnallistangt
=) AddmonslRACInstanceiLiskner
&) Addmonebins cleC st rals
StaP riority=5 arms
|| Addvanced] setup
Yet to doi asrign at least an Ozacielnstance Wame, an Ouaclelistencr W
Settings of application type “Ozacie™ [not yet compistent)
Al I 0|
Camcel Back Mexsct Hilp
Jarea Applet Wirsiow

4. Set up the Oracle Clusterware as follows:

wEer Application Configuratsn Wisard

Set up Resource (Resource type : Oracle)
Seleel & menilo be selup

& OracleUser=

ScripMimeous=&00

L | Adbvanced sadup

Seftimg mema ¢ Detadl settimg for Ocacle Clusterwace rescarce

Candil Back Mt [JEETH

Jarwa Applet Wirsdow

Enter a DBA user for Oracle control.
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¢ weer Application Gonfigurstsn Wisard

coedig Setup Resource (Resource type : Oracle)

Seleit @ menu fo be selup

& FREECHOICE raclig

| Ribvances saetup

Setting meny @ Ozaclellmer for Ozacle Clusterwars cesource

Jarwa Aoplet Wirsdow

5. To change the settings, select setting item and click “Next” button.

To change the advanced settings, check “Advanced setup”.

¢ wEer Application GonTigural sn Wirard

coeei Setup Resource (Resourcs typs : Oracle)

Selwet & menu io be sefup

& SAVE+RETURN
Oraclelsar=rac g
SeripTimaouie S00
(PradnlinaSipls)
(PostOnlineScript=)
{PradfimeBerpt=)
[PostORminaScnpt=)
(FaultEcript=)

(Flags=k)

¥ Advanced setup

16T the SAMHOETINN Rend o Sdve the suz, 18 cLi%E [MEE].
Camoel Back Mt Hezip
Java Applet Window
Attributes Description
OracleUser DBA user for Oracle control
ScriptTimeout Timeout of Oracle Clusterware resource startup and stop
Default : 600s (300s - 86400s)
PreOnlineScript Executed before online processing
PostOnlineScript Executed after online processing
PreOfflineScript Executed before offline processing
PostOfflineScript Executed after offline processing
FaultScript Executed in the event of a fault
Flags KeepOnline Selects whether or not Online should remain without stopping
(K) resources when userApplication is stopped.

If it is enabled, Online will remain.
The flag is enabled by default.
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2, See
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- For details about Scripts, see “2.5.1 Oracle Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

QT Note

- Flags=<Abbreviatior> indicates that the flag attribute is enabled.

- If the “KeepOnline” flag is enabled, and userApplication is stopped, an Oracle Clusterware resource will look Offline on the
Cluster admin view but resource itself remains active.

6. Save the settings by selecting “SAVE+ RETURN”.
Check that the Oracle Clusterware is set then save the settings by selecting “SAVE+EXIT”.

% wEer Application Configur ol e Wieard

confl Setup Resource (Resource type : Oracle)

Selael & menuio be gelup

B SAVE +EXIT
ApplcationHame=Oraclgl
AddRonaRACInsEnceListener

OnckClusiervanli=Clstersan

¥ Advanced selup

Sexrings of application type “Ozacle™ (commiatent)

selectk Ehe JAVE4EXIT menu T8 aave the jatsp, and €lick [Regiatzation].

L] k|
Camdil - [Fasgistr aton Haipe

[M\-a Foplet Window

{% See

If you register the Oracle Clusterware and Oracle RAC instance in the same userApplication (Configuration B), select
AdditionalRACInstance/Listener then register Oracle RAC instances and listeners. For details, see Step 3 to 10 of “2.3.5
userApplication with Oracle RAC Instances and Listeners”.
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7. Repeat from Step 1 to 6 for each node.

8. Select “Create userApplication” in the “userApplication Configuration” menu.
For further details of the attributes of userApplication, refer to “2.3.3 userApplication and Resource Configuration”.

2.3.5 userApplication with Oracle RAC Instances and Listeners

This section describes how to register Oracle RAC instance resources on each node using the userApplication Configuration Wizard. Out
of the Oracle RAC resources that are displayed with the “crs_stat” command with Oracle RAC 10g R2/11g R1, the ora.*.inst resources must
be targets for registration. These resources are registered in the same userApplication on each node.
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jJJ Example
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See the following example:

% crs_stat -t

ora....0l.inst application ONLI NE ONLI NE nodel
ora....02.inst application ONLI NE ONLI NE node2
ora..... pcl.cs application ONLI NE ONLI NE node2
ora....101.srv application ONLI NE ONLI NE nodel
ora....102.srv application ONLI NE ONLI NE node2
ora....e2.lsnr application ONLI NE ONLI NE node2
ora.node2.gsd application ONLI NE ONLI NE node2
ora.node2.ons application ONLI NE ONLI NE node2
ora.node2.vip application ONLI NE ONLI NE node2

«

In the above configuration,
respectively.
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QJT Note

Before configuring userApplication, make sure that Oracle Clusterware has been activated on the node where userApplication
Configuration Wizard is running, so the “crs_stat” command can be executed correctly with Oracle DBA user.

ora---.cl.inst” included in nodel, and “ora---.c2.inst” included in node2 are registered as a resource

If Oracle Clusterware has not been activated, execute the following command as a root user.

# /etc/init.d/init.crs start

When Oracle Clusterware startup is completed, be sure to confirm that the “crs_stat” command can be executed correctly.

# su - <Oracle User>
$ crs_stat
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1. Select “Create Resource”.

userApplication Configuration menu

ard

Helatl s menuto be selup

& Crecite Resounte
Creale wisipplicalion
Edt usarkpplication or Resourcy

Remove uparAgplc aion of Resourns

Edtglobal semngs in Confguralion

Jarea Applet Wirsdow

2. Select “Oracle” of “Resource type”.

an Wirard

Craxts Resourcs

]

Belwel s Resounte iype 10 b created

Resounce bype )
Cridine >

Cmdimne
Fsysberm
Gds

Gis

= Ipaddress

[Oracie |

Re

Procédung
Process -
Lol Back | | Mzt

Jawa Appled Wirsdow
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3. For changing a resource name, select “ApplicationName”, and change the name. If you register the resource without changing the
name, select “AdditionalRACInstance/Listener”.

¢ wzer Application Configuratmsn Wirard
coefig Setup Resource (Resource type : Oracle
i p R typ )
W O acke? Bebavi & meni o be seiup

) Applc abonMame=0rat a3

) AddBonalnstance

) Addfgnallishans:

u AddnonaRACInslancefListener
AddnonadiacieCiuslenyaie
StaP riority=5 arme

|| Advvanced] setup

Yet to do; arsign at lesat an Ozacielnatance Wame, an Ousclelistencs N
Settinge of spplication type “Ozacle™ [not yet consistent)

Camoil | Back | Mt J | B

Jarea Fpplet Wirsiow

,_ﬂl Information
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Based on the value (SubApplicationName) entered in “ApplicationName” here, the Wizard for Oracle resource name is created on
the RMS. For details, see “2.3.2 Oracle Software Installation and Configuration”.
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4. Enter the Oracle DBA user name.

win Wirard

Sét up Resource (Resourcs type : Oracle)
Sabeel & mani 1o be salup

& FREECHOICE  |racllg

L | Abvancesd setup

Sexting menu ; Ozaclelzez for Ozacle RAC Imstance/Listener cescurce

Cancel [ Bk || Mesa Hezip

Jorea Fpplet Wirsdow
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5. Alist of available resources is displayed.
If it is not displayed, check “Advanced setup”, then specify a node with “ScopeFilter”.

Setup Resource (Resource & : Oracle
8 Oraciet P R e H
Bebavi & menu o be sefup

L) FREECHOICE

) (Ecopafiltarskurota shirola)

) pea.db1 g e&A0g1 inst

O era.db Dg ce 092 insl

=) vea kol LIBTENER_KUROTA lane
O era_shinabs LISTENER_SHIROTA ke

v Advanced setup

Set BesourceiCurzently set:

| Cansonl Back M

Jorea Ppplet Wirsiow

Input the name of a host where the resource belongs to.

weer Application Configurston Wirard

config ;
i Set up Resource (Resource type : Oracle)
W Oracke?

Helect s manu io be selup

HONE

& FREECHOICE shirots

| Abvancesd sadup

Sexting menu ; Scopefilter of Ozacle RAC Imstance/Listener cescurce

Jorwa Bpplet Wirsdow
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6. Select the resource (Oracle instance).

coedig Setup Resource (Resource type : Oracle
B it P R e )
W Cracke? Sedect @ menu 1o be selup

) FREECHOICE

 (Bcopefillar=shimtal
& odn b g oA 0gl inset
! ofa_ghint LISTENER_SHIROTA Hee

| Abvancesd satup

Set Pesource;Curzently set:

Canvoel Back Mt Hazlpe

Jarea Applet Wirsdow

7. The resource will be displayed in the following message box, “Set Resource: Currently set:”. Select the resource (Oracle listener).

confl Set up Resourcs (Resourcs type * Oracle
B it P R tp i
B i acier Salieet & menu 1o be selup

) SAVE+RETURN

) FREECHOICE

- (SopeFillamsghimgla)
L MOT ora @b 0g.db1 0l inst
& cen. shigta LIETENER_EHIROTA lre

| Abvanced setup

Set Pescurce;fucrently set: ora.dbldg.dbldgl. inat
Select the FAVI+PETURN mena to save the setup, and click [Mext].

Carvonl ] Back Mt I | Hazdp

Do not register the resources of the other nodes at the same time.
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8. Check that the Oracle resource is set then save the settings by selecting “SAVE+RETURN”.

conlli Set up Resource (Resourcs type : Oracle
8 Oractet P R e )
B Oracke? Satzet & Fenu o be selup

& SavE-RETURN

) FREECHOICE

) {SeopeFitars shilah

=) MOT0ra @ 0g.db 1 D it

Z) MOT 0ra shirola LISTENER_SHIROTA lenr

¥ Abvanced setup

Set Pesource;fuczently set; ora.dbldg.dblOgl.inst ora.shicots, LISTENER
Select the FAVEHRETOREN menua to sawe the setup, amd click [Hemi].

[ camca | pack || Met | [ et |

Jarwa Applet Wirsdow

9. If you want to further set it, select each resource, then click the “Next” button.

twn Goanlig man Wirard

Set up Resource (Ressurcs typs @ Oracle)

Selwtl & rman 1o be selup

) BAVE+EXIT
ApplcationHame=Oraclgs

) AddRonalRACInslancefLisiener
AddmonalrncieCiugianyanm

& RACInstancefListenai0j=oradn1 09 dbl 0g1 il
RACInstancefListenel =ora shimta LISTENER_SHIROTA IS0

(v Abvanced setup

Settinge of application type “Oxacle” [comeistent)
Select the SAVE+EXIT menu to save the setup, and click [Registration].

Caanvoul Back | Mt l Hizipe

S Appled Winsdow

Select “SELECTED:<Resource>", then click the “Next” button.
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§ weer Application Configurstsn Wisard

coedig Setup Resource (Resource type : Oracle
W Ovacke P ® e !
W Cracie? Selecl 3 meni 1o be selup
NONE
FREECHOICE
& SELECTEC:0ra db10g.db10g1 inst
v Advances setup
Setting mend ; Oracle PAC ImseancesListensr ressurce
Back Mt Hesip
Jarea Aoplet Wirsdow

Select the menu, then click the “Next” button.
Selecting the “Advanced setup” allows you to set more details.

+ weer Application Gonfigurastion Wizard

config Setup Resource (Resource type : Oracle)
M Oracke? Selecl & manu 1o be selup

& GAE+RETURN
Cuaclelsemrac10g
SeripMimaned=200
WF Tirrse=000
(PredniineScript=)
PosOnlingEcipt=)
{Fra0mimeSoriphe)
(FosiCminaScript=)
(FauliBcript=)

(Flags=)

¥] Aubvanced Sefup

Setting menu [ Detail sevting for RACInstance[0]sors.dblog.dblogl. insd
Select the TAVEHRETURN menu to save che setup, amd click [Mext].

af I |
el Back Mt iy
Jarva Fpplet Wirdow
Attributes Description
OracleUser Oracle DBA user name
ScriptTimeout Timeout of each resource startup and stop
Default : 900 s (300s - 86400s)
WFTime Waiting time for resource failure recovery through Oracle

Clusterware

- PersistentWarning :

Notifies Warning until resource recovery

- ImmediateFault :

Notifies Faulted without waiting resource recovery

- 60s - 86400s

Default time for instance resources: 900s

Default time for listener resources: PersistentWarning
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PreOnlineScript Executed before online processing.
Optional
PostOnlineScript Executed after online processing.
Optional
PreOfflineScript Executed before offline processing.
Optional
PostOfflineScript Executed after offline processing.
Optional
FaultScript Executed when a fault occurs.
Optional
Flags NullDetector Selects whether or not resource monitoring is enabled.
(D) If it is enabled, resource monitoring will not be performed.
The flag is disabled by default.

2, See
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- For details about Scripts, see “2.5.1 Oracle Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.
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Ln Note

- Startup of Oracle Clusterware userApplication through PreOnlineScript
If Oracle Clusterware and Oracle RAC instance are registered in different userApplication (Configuration A), set up the
following script in PreOnlineScript of the Oracle RAC instance resource;

[ opt/ FISVcl oral/ shin/clorastartwait <userApplication with Oracle d usterware>

Specify the following userApplication:
- For app3 : appl
- For app4 : app2
This setting enables that a userApplication including Oracle Clusterware resource starts up before starting up of userApplication

including Oracle RAC instance resources.

- WFTime
In Oracle RAC 10g R2/11g R1, Oracle Clusterware will recover a failure of an RAC instance or listener instance. In
PRIMECLUSTER Wizard for Oracle, the wait time for the failure recovery can be set for WFTime.

- If WFTime=PersistentWarning is set, completion of the failure recovery will be waited forever. In the meantime, an RMS
resource will enter Warning, so userApplication will not be degenerated. As soon as recovery is detected, the RMS resource
will get back to Online.

- If WFTime=ImmediateFault is set, completion of the failure recovery will not be waited but an RMS resource will be
considered as fault. As soon as the RMS resource fails, userApplication will be degenerated.

- WFTime=<second> is set, completion of the failure recovery will be waited for a certain period of time. After the
predetermined amount of wait time passes, an RMS resource will be considered as fault then userApplication will be
degenerated. During the wait time, the RMS resource indicates Warning. If recovery is detected within the wait time, the
RMS resource will get back to Online.

- Flags
Flags=<Abbreviatior> indicates that the flag attribute is enabled.
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10. Save the settings by selecting “SAVE+RETURN”.

Check that the RACInstance/Listener is set then save the settings by selecting “SAVE+EXIT”.

% wxer Application ConTigurat oo Wieard

= Setup R :

o) p Resource (Resource type : Oracle)
M Oracked

W Oracke? Belbeci & menu io be sefup

& SAVE+EXIT
ApplcationNames Oracle
AddfgnERACINFanCRILEREnRT
AddaonaCracieClusienvalg
RACInslancai stenailll=ore ab1 DG a1 051 el

RACInstancaiistenall =ork thirola LIETENER _SHIROTA ISnr

¥ Arbvancid silup

Settinge of application type “Ozacle™ [conmistent)

o
Camiil - [Rasgisctr atwom

Jarea Fpplet Wirsiow

]

Help

Select the FAVEHECIT menu to pave the getup, and <lick [Pepistration

-

11. Repeat steps 1 through 10 for each node.

12. Select “Create userApplication” in the “userApplication Configuration” menu.

For further details of the attributes of userApplication, refer to “2.3.3 userApplication and Resource Configuration”.

2.3.6 Other Resource and userApplication Registration

If there are other necessary resources, register them using the userApplication Configuration Wizard. PRIMECLUSTER GDS volumes on
which OCR, Voting Disk and Oracle databases are configured must not be registered as RMS resources.

2.3.7 Configuration-Generate and Configuration-Activate

Check the set contents and then generate and activate the configuration. The image screens after activation are as follows:

- Configuration A
v weer Applicaton Conficuraton Woard
.5 condiy user lication Configuration menu
& 1] shirotaips Aep 2
¢ 1) appt Bl & menu io be selup
W Dracial
§ _] appd
B Oracied
7 wurotarers
L app
W Oracie?
# Lo Craate Resource
B Orached
B Craate uteApplication
Ecit usarApplication or Resource
Ramges userdppks alion or Resoue
Edt global setlings in Contguaalion
Emd , Rl
Jearva Applet Window
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- Configuration B
Configuration C

¢ weer Application Configurat ion Wirard

.3 config userApplication Configuration menu
¢ L] shirotanps App 8
¢ ) app Setat] & meni 1o be selup
W oiaclat
& L wurotarss
2 app2z
W oracla?

Create Resource

Create useApplicalion
Edt usarApplication or Resource

Remove useriopkc alion or Resoune

Ect global etiings in Coalgualion

Erul A Hexd Hislp

Jarwa Applet Window

1% See
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You can check userApplication setup using the clorainfo -c command. For details, see “4.6 clorainfo - Display Resource Configuration and
Monitoring Status”.
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g._z] Note

Before creating and distributing RMS configuration, make sure that Oracle Clusterware has been activated on the node where
userApplication Configuration Wizard is running, so the “crs_stat” command can be executed correctly with Oracle DBA user.

If Oracle Clusterware has not been activated, execute the following command as a root user.

# letc/init.d/init.crs start

When Oracle Clusterware startup is completed, be sure to confirm that the “crs_stat” command can be executed correctly.

# su - <Oracl e user>
$ crs_stat

2.3.8 userApplication Operation Check

Start userApplication by executing the hvem command then check if it is properly running on all the nodes.

Configuration of operations

Check if the configuration is correct in the Cluster Admin screen of Web-Based Admin View. The image screens of Cluster Admin are as
follows:
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- Configuration A
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- Configuration C
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Logical IP address

Check if you can access the operating node from the client using the logical IP address.

Oracle

Check if you can access to Oracle running on the operating node from the client using the logical IP address.

2.4 Scalable Operation with Oracle RAC 11g R2

2.4.1 PRIMECLUSTER Installation and Configuration

Hardware configuration

Configure hardware required to operate PRIMECLUSTER. A shared disk device is also required to create Oracle database files.

Software installation
Install PRIMECLUSTER Enterprise Edition according to the “PRIMECLUSTER Enterprise Edition Installation/Administration Guide”.
Install PRIMECLUSTER Wizard for Oracle according to the “PRIMECLUSTER Wizard for Oracle Software Release Guide”.
Cluster configuration

Configure a cluster system, network, and shared disk device according to the PRIMECLUSTER manuals.

Startup method of Oracle Clusterware

In operation of Oracle RAC 11g R2, there are two methods of starting up Oracle Clusterware as follows. For details, refer to “2.4.3
userApplication and Resource Configuration”. (Recommended operation is 1.)

1. Registering Oracle Clusterware in a PRIMECLUSTER RMS resource and starting along with userApplication startup.

2. Automatic starting along with OS startup without registering Oracle Clusterware in a PRIMECLUSTER RMS resource.
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Qn Note

If you choose 2., be aware that Oracle Clusterware accesses a shared disk device as soon as it is activated. A volume on the shared disk must
be active when the Oracle Clusterware is activated.

2.4.2 Oracle Software Installation and Configuration

Install Oracle Grid Infrastructure and Oracle Database referring to Oracle manuals and installation guides.

- Kernel parameters
For semopm, specify a value of 4 or more.
- Install Users

There are two methods to create install user for the Oracle Grid Infrastructure and the Oracle Database installations, creating separate
users, or creating one user. (The method recommended by Oracle is creating separate users.)

PRIMECLUSTER Wizard for Oracle supports both of the methods.

Also, make sure that user ID and group ID are identical on all the nodes.

& Note

This document is described for creating separate users. In the case of creating one user, it is necessary to replace “Grid user” with
“Oracle user”.

Oracle Grid Infrastructure installation

Install Oracle Grid Infrastructure by referring to the Oracle manual and installation guide.

QJT Note

- Check if root user access privileges can switch the user to the Grid user, using the su(1M) command.

# su - <G&id user>

- A command (e.g. script) that has interactive mode should not be described in Grid user's profile. (e.g. /etc/
profile, .bash_profile, .cshrc, .profile) It may cause failure of resource monitoring or userApplication startup or shutdown.

- Grid user's home directory, Grid user's profile must be located on a local disk of each node because they are not supported to locate on
the shared disk In PRIMECLUSTER Wizard for Oracle.

Oracle Database installation

Install Oracle Database by referring to the Oracle manual and installation guide.

& Note

- Check if root user access privileges can switch the user to the Oracle user, using the su(1M) command.

# su - <@&id user>

- A command (e.g. script) that has interactive mode should not be described in Oracle user's profile. (e.g. /letc/
profile, .bash_profile, .cshrc, .profile) It may cause failure of resource monitoring or userApplication startup or shutdown.

- Environment that Oracle user's home directory and profile are located on the shared disk is not supported. Oracle user's home directory
and profile must be located on the local disk of each node.
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Database creating and settings

Create a database by referring to the Oracle manual and installation guide.

;ﬂ Information

In scalable operation with Oracle RAC 11g R2, the RMS resource name is generated based on the resource name of Oracle RAC as follows:

Oracle RAC instance resource

<SubAppl i cati onNanme>_<SI D>. i

Oracle listener resource

<SubAppl i cati onNanme>_<I| snr_nane>. |

The default value of <Isnr_name> is “LISTENER”.

Oracle Clusterware resource

<SubAppl i cati onNane>_Cl ust erwar e

These resource names have the following convention and rules.

RMS resource name must be up to 39 characters.

For information on how to set up <SubApplicationName>, see “2.4.4 userApplication with Oracle Clusterware” and “2.4.5
userApplication with Oracle RAC Instances and Listeners”.

Disabling automatic startup of Oracle Clusterware

Disable automatic startup of Oracle Clusterware by executing the following command on each node with super user access privileges.

jJJ Example

© © 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000006006060COCOCEOESE

See the following setup example:

# <ORACLE_HOME>/ bi n/crsctl disable crs

<ORACLE_HOME> is the directory path where the Oracle Grid Infrastructure was installed.

© 0000000000000 00000000000000000000000000O0O0C0C0COCOCOCOCEOCEOCEOCEOCEOCIOCEOCIOCOCEOCEOCOCIOCI0CIOCI0C0CI0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCQCCQCCOCQOCEOCEECEEETS

QT Note

This setup is required when the Oracle Clusterware is registered in an RMS resource (Configuration A or Configuration B).

Disabling automatic startup of CRS resource

Disable automatic startup of Oracle RAC instance.This is because the Oracle RAC instance is registered as an RMS resource and its
startup is controlled by userApplication, not Oracle Clusterware.

See the following setup example:

$ srvctl nodify database -d $DB_NAME -y manual

2 See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000060OCOCEOESE

For detail of editing, refer to Oracle manuals.

© 0000000000000 00000000000000000000000000O0O0C0C0COCOCOCOCEOCEOCEOCEOCEOCIOCEOCIOCOCEOCEOCOCIOCI0CIOCI0C0CI0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCQCCQCCOCQOCEOCEECEEETS
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- Operation check

Check if Oracle RAC instances and listeners are properly operating. Also, check if crsctl status resource command can be executed by
Grid user, and srvctl config database command can be executed by Oracle user.

jJJ Example

© © 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000006006060COCOCEOESE

The following example shows the operation results:

# su - <Gid user>
$ crsctl status resource -t

Local Resources

or a. DATA. dg

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora. LI STENER. | snr

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora.asm

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora. eons

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora. gsd

OFFLI NE OFFLI NE nodel

OFFLI NE OFFLI NE node2
ora. net 1. net work

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora.ons

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2

Cl uster Resources

ora. LI STENER _SCANL. | snr

1 ONLI NE  ONLI NE nodel
ora. océj
1 OFFLI NE OFFLI NE
ora.racdb. db
1 ONLI NE  ONLI NE nodel Open
2 ONLI NE  ONLI NE node2 Open
ora.scanl.vip
1 ONLI NE ONLI NE nodel
ora.nodel.vip
1 ONLI NE  ONLI NE nodel
ora. node2.vip
1 ONLI NE  ONLI NE node2

# su - <Oracl e user>

$ srvctl config database
racdb

$

© 0000000000000 00000000000000000000000000O0O0C0C0COCOCOCOCEOCEOCEOCEOCEOCIOCEOCIOCOCEOCEOCOCIOCI0CIOCI0C0CI0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCQCCQCCOCQOCEOCEECEEETS
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2.4.3 userApplication and Resource Configuration

In Oracle RAC 11g R2, Oracle RAC instances and listeners are managed as PRIMECLUSTER RMS resources. Also, the Oracle
Clusterware can be registered in an RMS resource optionally.

Configuration A

The Oracle Clusterware and Oracle RAC instance are registered in different userApplication.
Use this configuration if Oracle Clusterware is registered in an RMS resource and you have plan to add Oracle RAC instances in the future
or each node has multiple Oracle RAC instances.

SwzMode
<nodelR MS=

SyszMode
<nodezR MS =

userdpplication
=app?*

uszerdpplication

<app&>
_______ -
—————— A ———
GLS
userApplicaton userdpplication
<appl> <appZ=
userfpplication
< S
Cracle - ! Oracle
<Ora_APP1> PR . =Ora_APPZ>
] 1
I
_____________ -

userdpplication uzerApplication

<app3x <appd =
Oracle Cracle
=iQra_APP3= =ira_APPd >

[ Instar ce J[ Listzner ]

[Instanc\e ][ Listznar ]

userApplication Description Resources
appl, app2 Controls Oracle Clusterware. Oracle resource
It is created on each node. (Clusterware)
app3, app4 Controls Oracle instances and listeners. Oracle resource (instances,
It is created on each node. listeners)
app5, appb Used as standby for Gls or takeover network. (Option) | Gls resource, etc
Create them according to operating conditions.
app7 Starts up or stops Oracle instance userApplication Controller resource
(app3 and app4) simultaneously on all nodes. (Option)

If userApplication app3 and app4 are stopped due to an Oracle RAC instance resource failure, userApplication appl and app2 of Oracle
Clusterware will not be affected.
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;ﬂ Information

- The controlling userApplication (app7) is optional and can be used to start up or stop userApplication (app3 and app4) for Oracle
instances on all nodes at the same time

- The following setup values are recommended for userApplication which controls Oracle Clusterware (appl, app2). The other attributes
that are not described below are optional.

Attributes Values
Operation method Standby
AutoSwitchOver No
PersistentFault 1

- The following setup values are recommended for userApplication which controls Oracle instances and listeners (app3, app4). The other
attributes that are not described below are optional.

Attributes Values
Operation method Standby
AutoStartUp If you control userApplication startup and stop on all nodes by using
the controlling userApplication, be sure to specify No.
AutoSwitchOver No
PersistentFault 1
7 Note

Ifthe “KeepOnline” flag of Oracle Clusterware resource is disabled, the userApplication which controls Oracle instances should be stopped
first, and then the userApplication which controls Oracle Clusterware should be stopped.

(In the above image, app3 should be stopped before appl stopping. app4 should be stopped before app2 stopping.)

For further details of the “KeepOnline” flag, refer to “2.4.4 userApplication with Oracle Clusterware”.

Configuration B

The Oracle Clusterware and Oracle RAC instance are registered in the same userApplication.
Use this configuration if Oracle Clusterware is registered in an RMS resource and only one Oracle RAC instance exists on a node and having
no plan to add Oracle RAC instances in the future.
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SusMode
<nodelR MS =

SwzMode
<nodezR MS>=

userApplication
<app3*

uzerfpplication
“<appd =

uzerApplication

<app3*
_______ .I.______J
—_————— A
1 1
I §LS i
T e e v
userApplicaton userApplication
<appl= “<appl*
Crracle Crracle
=ira_APP1x =ira_APP2=
[ Instanos ][ Listemer ] [Instanc\e J[ Listenar ]

Clusterware Clusterware

userApplication Description Resources
appl, app2 Controls Oracle Clusterware. Oracle resource
It is created on each node. (Clusterware, instances,
listeners)
app3, app4 Used as standby for Gls or takeover network. (Option) | Gls resource, etc

Create them according to operating conditions.

app5 Starts up or stops Oracle instance userApplication Controller resource
(appl and app2) simultaneously on all nodes. (Option)

If userApplication appl and app2 are stopped due to an Oracle RAC instance resource failure, Oracle Clusterware will also be stopped
(when the KeepOnline flag is disabled).

ﬂ Information

- The controlling userApplication (app5) is optional and can be used to start up or stop userApplication (appl and app2) for Oracle
instances on all nodes at the same time.

- The following setup values are recommended for userApplication which controls Oracle Clusterware, Oracle instance and listener
(appl, app2). The other attributes that are not described below are optional.

Attributes Values
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Operation method Standby

AutoStartUp If you control userApplication startup and stop on all nodes by using
the controlling userApplication, be sure to specify No.

AutoSwitchOver No

PersistentFault 1

Configuration C

The Oracle Clusterware is not registered.
Use this configuration if you want to make Oracle Clusterware automatically start up along with OS startup without registering itinan RMS
resource.

SysMode
<nodezR MS =

SyzNode
<nodelRMS=

=<app3>

{app4}

userfpplication

<app3=
_______ e
P A
] 1
I GLE i
L T T s
uszerApplication userApplication
<appl> <app2>
Oracle Oracle
=Cra_APP1= =ira_APP2x
[ Instance ][ Listenar ] [ Instance ][ Listener ]
userApplication Description Resources
appl, app2 Controls Oracle instances and listeners. Oracle resources
It is created on each node. (instances, listeners)
app3, app4 Used as standby for Gls or takeover network. (Option) | Gls resource, etc

Create them according to operating conditions.

app5 Starts up or stops Oracle instance userApplication (appl | Controller resource
and app2) simultaneously on all nodes. (Option)
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;ﬂ Information

- The controlling userApplication (app5) is optional and can be used to start up or stop userApplication (appl and app2) for Oracle
instances on all nodes at the same time

- The following setup values are recommended for userApplication which controls Oracle instances and listeners (appl, app2). The other
attributes that are not described below are optional.

Attributes Values

Operation method Standby

AutoStartUp If you control userApplication startup and stop on all nodes by using
the controlling userApplication, be sure to specify No.

AutoSwitchOver No

PersistentFault 1

The flow of userApplication creation is as follows:

1 Register Oracle Clusterware resources 2.4.4
2 Register Oracle instance and listener resources 2.45
3 Register the other required resources 2.4.6
4 Create userApplication 247

24.8

userApplication is configured with the userApplication Configuration Wizard. This userApplication Configuration Wizard forms Wizard
format as follows:
Menu -> Settings -> Next button

_-ﬂ Information

- For setting the userApplication Configuration Wizard, see “Chapter 6 Cluster application configuration” of the “PRIMECLUSTER
Installation/Administration Guide”.

- PersistentFault remains the same resource status (Faulted) even after RMS is restarted in the event of a resource failure. Users are
supposed to locate the fault and check completion of recovery processing then start userApplication manually. For example, if a failure
occurs, users can detect which userApplication failed even after server reboot. Even though AutoStartUp setup is set, userApplication
will not be started, and automatic startup will prevent recurrence of the failure.

- Besure to set AutoStartUp=yes when the Oracle instance is activated from Oracle Clusterware right after OS startup, data inconsistency
might occur. If the controlling userApplication is not used, select AutoStartUp=yes.

Do not create multiple resources for the same Oracle RAC instance, Listener or Oracle Clusterware.

2.4.4 userApplication with Oracle Clusterware

This section describes how to register the Oracle Clusterware in an RMS resource using the userApplication Configuration Wizard.
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If the Oracle Clusterware resource is not registered in an RMS resource (Configuration C), skip the procedure then go to “2.4.5
userApplication with Oracle RAC Instances and Listeners”.

1. Select “Create Resource” in the “userApplication Configuration” menu.

¢ wEer Application Gonfigurat sen Wirard

confl userApplication Configuration menu

Belwtt s rmanu io be sefup

B Crecite Resounte
Create usshpplicalion
E ikt usarApplication or Resourcn

Remove usenpphcation or Resoune

Et global £etings in Condguaration

S Bpplet Wirsdow

2. Select “Oracle” from the “Resource Type” list.

¢ wzer Application Configurat men Wirard

confl Create Resource

Seledl & Resource ipe 10 De créated

Resowce bpe )
Cmdine -
Cmdlne =
Foysherm

s

Gis

: Ipaddress

Re

Proceduns
FProcess -
Lt Baik Mt [0y

Jarwa Applet Wirsdow
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3. For changing a resource name, select “ApplicationName”, and change the name. If you register the resource without changing the
name, select “AdditionalOracle11gR2Clusterware”.

wepr Applic aton Gonlguralon Wisard

conliy Set up Resource (Resource typs : Oracla)
Babal & Fhdhii 10 B Selup

Al abonMNamae Dracha |
Addaonainiling g
At Rsrdlbiarard

L AsdsanpiAC In slnd ellistent
Acdddar s vae el Tu Tt
AddfionaRAC 1 R Finstence
AddfonaFAC 1 gRILIEIENaT

* AgdacnsdOne e 1| gR MG lutietwiade
ElaiPriorly=Same

Audyan g Letup

T -
|Yer o do1 asElgn ot least an Oraclelnstance Nsse, sn Qraclebistener ™|
Fertimge 0F applicacion Typs “lracle™ [mor yer comsiscent)

i I "

iy Foplet Windion

4. Set up the Oracle Clusterware resource as follows:

waer Applic at won Coniswueat won Wi o d

Craly Set up Resource (Resource type : Oracle)
Balech o renl i be 5 up

& Grisers
GrasHnTsEs
o EmpiTirnecube GO0

+ hivan il setugl

Setting wenu | Detail setting for Ovacle Clustervare resource

Cancel Iach o | [

Jen Applet Wirsiow

Enter Grid user name.
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confiy Setup Resource (Resource type : Oracie)
Bttt @ ménu 1o be ot ep

® FREECHNCE griduser

Acvvancrd wolup

I!Sl:'l:l.'.:.; mentl ¢ Cridlsee foz Opasle Clustetwate Sesaubes

iy Aopied Winck

touny Set up Resource (Resource type : Oracle)
Belech o menl 00 be 598 up

FREECHOIE
® julirapp 1 3 Gignid

 Aivranoed sebugi

Secting menw 1 Goidioss for Ouecle Clustesvaze cesgusce

Cancil Hack LI | Halp

Jyea Bpplet Wirsiow
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5. To change the settings, select setting item and click “Next” button.
To change the advanced settings, check “Advanced setup”.

! wuer Applic atwon Conlsuraton Wieard

conkg Set up Resourcs (Resourcs type : Oracle)

Salach B reinl 00 b S0 U

W EAVE«RETURN

ting for Oracle Clustervare cessurce

PR R .
Cancel st Wil

J—m-a Hoplat Wirdkow

Attributes Description

GridUser Owner user for Oracle Grid Infrastructure

GridHome Directory path where Oracle Grid Infrastructure was
installed

ScriptTimeout Timeout of Oracle Clusterware resource startup and stop

Default : 600s (300s - 86400s)

PreOnlineScript Executed before online processing

PostOnlineScript Executed after online processing

PreOfflineScript Executed before offline processing

PostOfflineScript Executed after offline processing

FaultScript Executed in the event of a fault

Flags KeepOnline Selects whether or not Online should remain without
(K) stopping resources when userApplication is stopped.

If it is enabled, Online will remain.
The flag is enabled by default.

25, See

© 00 0000000000000 0000000000000000000000000000000OCOC0COCOCOCOCOCOCOCOCOC000000C0000000000000000000000000000

- For details about Scripts, see “2.5.1 Oracle Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Q{ Note

- Flags=<Abbreviatior> indicates that the flag attribute is enabled.

- If the “KeepOnline” flag is enabled, and userApplication is stopped, an Oracle Clusterware resource will look Offline on the
Cluster admin view but resource itself remains active.
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6. Save the settings by selecting “SAVE+ RETURN”.
Check that the Oracle Clusterware is set then save the settings by selecting “SAVE+EXIT”.

8 weer Apphc atwn Conlwurat on W d

confg Set up Resource (Resource type : Oracle)
Salach B relhl 00 b S0 U
o EAVE«ExT
Apphc afontame= Orackp 1

SonslFAC 1 1 gRlinstare

Cancel .k Faqistr slion (L]

Java Appiet Wesion

25, See

If you register an Oracle RAC instance resource and a listener resource in the userApplication including the Oracle Clusterware
resource (Configuration B), select “AdditionalRAC11gR2Instance” and “AdditionalRAC11gR2L istener” then register Oracle RAC
instances and listeners. For details, see step 4 - 11, or 12 - 17 of “2.4.5 userApplication with Oracle RAC Instances and Listeners”.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

7. Repeat from Step 1 to 6 for each node.

8. Select “Create userApplication” in the “userApplication Configuration” menu and include the created Oracle resource (Oracle
Clusterware resource) in userApplication.
For further details of the attributes of userApplication, refer to “2.4.3 userApplication and Resource Configuration”.

2.4.5 userApplication with Oracle RAC Instances and Listeners

This section describes how to register Oracle RAC instance resources on each node using the userApplication Configuration Wizard.

- Oracle RAC instance resource
A registration target is an OracleSID for Oracle RAC instance associated with a database resource “ora.*.db” that is included in the
output of “crsctl status resource” command.

- Oracle RAC listener resource
A registration target is a listener resource “ora.*.Isnr” that is included in the output of “crsctl status resource” command, excluding
SCAN listeners.

These resources are registered in the same userApplication on each node.

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

See the following example:

# su - <G&id user>
$ crsctl status resource -t

Local Resources
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or a. DATA. dg

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora. LI STENER. | snr

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora.asm

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora. eons

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora. gsd

OFFLI NE OFFLI NE nodel

OFFLI NE OFFLI NE node2
ora. net 1. net wor k

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2
ora.ons

ONLI NE  ONLI NE nodel

ONLI NE  ONLI NE node2

Cl uster Resources

ora. LI STENER_SCANL. | snr

1 ONLI NE ONLI NE nodel
or a. oc4j
1 OFFLI NE OFFLI NE
ora.racdb. db
1 ONLI NE ONLI NE nodel Open
2 ONLI NE ONLI NE node2 Open
ora.scanl.vip
1 ONLI NE ONLI NE nodel
ora. nodel.vip
1 ONLI NE ONLI NE nodel
ora. node2.vip
1 ONLI NE ONLI NE node2

$

In the above configuration, listeners for “ora.LISTENER.Isnr” and OracleSIDs for Oracle RAC instances associated with “ora.racdb.db”
are registered as a resource respectively.

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

Qn Note

Before configuring userApplication, make sure that Oracle Clusterware has been activated on the node where userApplication
Configuration Wizard is running, so the “crsctl status resource” command can be executed correctly with Grid user.

If Oracle Clusterware has not been activated, execute the following command as a root user.

# <ORACLE_HOME>/ bin/crsctl start crs

<ORACLE_HOME> is the directory path where the Oracle Grid Infrastructure was installed.

When Oracle Clusterware startup is completed, be sure to confirm that the “crsctl status resource” command can be executed correctly.

# su - <Gid User>
$ crsctl status resource

The procedures to register both Oracle RAC instances and listeners and create an Oracle resource are as follows.
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1. Select “Create Resource” in the “userApplication Configuration” menu.

conlli userApplication Configuration menu
8 Oracio ] App g
B Oracker Sadeet & Feni 1o be selup

& Crecite Resounte
Creale wisipplicalion
Edt usarkpplication or Resourcy

Remove uparAgplc aion of Resourns

Edtglobal semngs in Confguralion

Jarea Applet Wirsdow

2. Select “Oracle” from the “Resource type” list.

mxn Wirard

Craxts Resourcs
Belwel s Resounte iype 10 b created

Resounce bype -
Cridine >

Cmdimne
Fsysberm
Gds

Gis

= Ipaddress

[Oracie |

Re

Procédung
Process -
Camiil Back | | Mot | Flasip

Jawa Appled Wirsdow
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3. For changing a resource name, select “ApplicationName”, and change the name. If not, skip this step.

¥ wuer Applic atvan Conlsusal on 'Wiead

conlig Set up Resource (Resource type : Oracle]
B it ] (Re }
W Oracke? Belnc o reny i be 528 up

A Appdi aborMamastiadied
Agtipnalinganoe
AgdtonaiLisiener
ASBonstFAT I iand alli bl ner
AgehonalOraciel i barwane
AdditonBifAC Y 1 gRIeitardg
AdasonatFAC 1gRILIsSera
AdsanalOracie | | g 2o
EAwrtFmgritys EamE

Ao Setug
Ter Lo do! assigm At least =n Orsclelnstance Name, an Orerlelistensg™)
Berningy of applicecion Cype "Oracls" (moU yer consiscenc)
-

a] . I "

canct | ek | | Met et

Jrea Foplat Window

See

Based on the value (SubApplicationName) entered in “ApplicationName” here, the Wizard for Oracle resource name is created on
the RMS. For details, see “2.4.2 Oracle Software Installation and Configuration”.

4. For creating and registering an Oracle RAC instance resource, select “AdditionalRAC11gR2Instance”.

atwn Conlsgur

Set up Resource (Resourcs typs : Oracle)
Beloch b el b0 b 50 up

Appi AB0rMEmeT g bl
Agaetionalinglance
AdstonaiLiviens:

AfhSBun s sl siLibbengr
AgstihalDracleC hnbirwans

& AgamonsifAC 1 1gRImEEny

AdasionatRal ) 1gRILisserad
AdddionalOracie | 1 g5 Mo hueuhirearne
SwiPeni Eame

Aubyatyind gariug

Tet to do: assigm ot least mn Graclelnstance Base, am Oreclelistense s
Seruingy of spplicacion Cype “Orscle” (BOL YeTU COnMmizTEmC)
-

af ) 1 3

cancet | ek || et ety

e dgplet Window
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5. Enter Oracle user name.

¥ s Applic alwn Conlwudaljon Wisaed

conly Set up Resource (Resource type : Oracle]
B Ovacio 13 (R P }
W Oracke? Belnc o reny i be 522 up

¥ FREECHOKE  oralligrs]

Aivant el sebugi

Senting werm ¢ Soaclelsrs Coo Coacle RAC llg B2 Inatance peasusce

rea Applet Wirsiow

6. Enter or select a directory path where Oracle Database was installed.

wewer Applic atson Conlspurat on Wicard

conlly Set up Rescurce (Resource type : Oracle)
M Oy acte]
. Oracke? Belect 0 el o be 590 up
FREECHOE
B julYrappdvad |1 grtiprodorter] 1 3 0idb_1
+ iihrant il setugi
Sesting merm ¢ Coacleloss for Gcacle FAD Lllg B Instance cescucce
Cancid Back | | b | el
Jyen Aoplet Wirslow
o
Note

After OracleHome entered, it may take few seconds to transition to the next screen. This is because a list of Oracle RAC instance SID
is acquired from Oracle RAC.
If Oracle user and OracleHome entered ware incorrect, the list will not be displayed.
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7. Alist of registerable Oracle RAC instance SID is displayed.
Check “Advanced setup”, then specify a node with “ScopeFilter”.

ﬂ";‘ﬂll Set up Ressurcs (Resourcs typs - Oracle)
Oy acied Salach 5 renl b0 be 08 UE
FREECHOKE
B [SoopaF iRl 01 524013
S el g
SV igedl

¥ Aihvand il setug

Setiing memw ¢ Imatence perource fox Ooecle RAC Q1lg B2

Cancid Hack, Mt | L]

Jaren Fppled Wirsiow

Input the name of a host where Oracle RAC instance SID that will be registered belongs to.

i waer Applc atwon Conisguraton Wi aed

conlg u ure : Oracl
=yl Set up Resource (Resource type : Oracle)
W Oracke? Bploch o el B be 08 up

HOnE

& FREECHOICE tI240=-1

| Rivranc ol sebugi

Setting merm | Scopefiltec of Oracle RAC Qlg B2 Inatance pescurce

Cancil Hack Hamed Help

Lea Aoplet Wirsiow
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8. Select Oracle RAC instance SID.

winr Applic alson Conlwuial on Wisard
Canfig Set up Resource (Resource type : Oracly
W st ! P (Re fype )
-&nﬂ Selecd o reenl 00 b 58l up

PREECHOKE

[SoopeF Bereth 1401}
gt

¥ Aivan il et

Seciing memm ¢ Imatanse peeource fox Oomcle RAC Qlg B2

Cancil Hack it | Hilp

ren Aoplet Wirsiow

9. Enter Grid user name.

d weer Applic ot wn Conisuralon Wicaed

oy Sot up Resource (Resource type : Oracle)
W Oracke? Selach o reenl 0 be 0 up

Orachgilsarecral 1ge2
OrachakHgmes Tl Mappiac ] 1 gripeodudis/l § 2 idl 1
(R T
2 O
ScriTimdpub 000
W Tene=500
Prelinkme St riph)

it

P ashnsnaSrntz]
) Aivan oill sebug

Setting merm ¢ Detall petting for OeaclellphlINTRessuscescacllgrll

If your Oracle RAC environment has one user for the Oracle Grid Infrastructure and the Oracle Database installations, enter Oracle
user here.

Next, enter or select a directory path where Oracle Grid Infrastructure was installed.
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¥ wEer Applc atwon Conlsuraton Wi d

Set up Resource (Resource type ; Oracle)

Beloct o meni 1o be 38 up

Craclgisersgral 1ged
Orne b Nal anpie 11 grifpendutadt | 7 i 1
OnsUsaragiduse
LRl
Scrgdfimaout=900
WF Teme= 500

(PreCnlein

(PosidndngSorigls)
PredttineSonpt=)

v Rdvanced sebup

fekiing meru ; Defail drtting for OcacdlellgRlIRFFResouxdescacliqnil

cancel Lok [y Help

Jaren Beplnt Windies

10. To change the settings, select setting item and click “Next” button.
To change the advanced settings, check “Advanced setup”.

¢ wawr Applic at won Conlwuraton W e d

2’;’"‘“1 Set up Resource (Resource type : Oracle)
B Cracke? Salnch o menu 1o by sl up
& SRvESRETURN
Orache dersomal1ged
CrrachiHiomaens Tl Mappinac ] 1grivpeodusini | 7 Gade 1
ELigl- Ve L
Oome=TulTapef 1 2 Mg
i Tirm buk= 00
WWF Times 500
(FreOnlegGoript=)
(Foablmkng S npis)
PrelEingSirgs)
M lonphkh
 Eheand el setug
. g mewil 3 Perall setting fof OsaclellgRiINTRescusce-cacllgill | =
Select the ZAVESRETURN sdnal o #ave the setup, aad click [Rext]. -
e
Canciel Tack | [ LS
Jevs Aoplet Winkms
Attributes Description
OracleUser Owner user for Oracle Database
OracleHome Directory path where Oracle Database was installed
GridUser Owner user for Oracle Grid Infrastructure
GridHome Directory path where Oracle Grid Infrastructure was installed
ScriptTimeout Timeout of Oracle RAC instance resource startup and stop
Default : 900 s (300s - 86400s)
WFTime Waiting time for resource failure recovery through Oracle
Clusterware
- PersistentWarning :
Notifies Warning until resource recovery
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- ImmediateFault :

Notifies Faulted without waiting resource recovery
- 60s - 86400s

Default value: 900s

PreOnlineScript Executed before online processing.
Optional

PostOnlineScript Executed after online processing.
Optional

PreOfflineScript Executed before offline processing.
Optional

PostOfflineScript Executed after offline processing.
Optional

FaultScript Executed when a fault occurs.
Optional

Flags NullDetector Selects whether or not resource monitoring is enabled.
(D) If it is enabled, resource monitoring will not be performed.
The flag is disabled by default.

2 See

© 00 0000000000000 0000000000000000000000000000000OCOC0COCOCOCOCOCOCOCOCOC000000C0000000000000000000000000000

- For details about Scripts, see “2.5.1 Oracle Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Qn Note

- Startup of Oracle Clusterware userApplication through PreOnlineScript
If Oracle Clusterware and Oracle RAC instance are registered in different userApplication (Configuration A), set up the
following script in PreOnlineScript of the Oracle RAC instance resource;

/opt/ FJSVcl ora/shin/clorastartwait <userApplication with Oracle d usterware>

Specify the following userApplication:
- For app3 : appl
- For app4 : app2
This setting enables that a userApplication including Oracle Clusterware resource starts up before starting up of userApplication

including Oracle RAC instance resources.

- WFTime
In Oracle RAC 11g R2, Oracle Clusterware will recover a failure of an Oracle RAC instance or a listener instance. In
PRIMECLUSTER Wizard for Oracle, the wait time for the failure recovery can be set for WFTime.

- If WFTime=PersistentWarning is set, completion of the failure recovery will be waited forever. In the meantime, an RMS
resource will enter Warning, so userApplication will not be degenerated. As soon as recovery is detected, the RMS resource
will get back to Online.

- If WFTime=ImmediateFault is set, completion of the failure recovery will not be waited but an RMS resource will be
considered as fault. As soon as the RMS resource fails, userApplication will be degenerated.

- WFTime=<second> is set, completion of the failure recovery will be waited for a certain period of time. After the
predetermined amount of wait time passes, an RMS resource will be considered as fault then userApplication will be
degenerated. During the wait time, the RMS resource indicates Warning. If recovery is detected within the wait time, the
RMS resource will get back to Online.
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- Flags
Flags=<Abbreviatior> indicates that the flag attribute is enabled.

11. Check that the advanced settings are correctly set, and then save the settings by selecting “SAVE+RETURN”.

12. For creating and registering an Oracle RAC listener resource, select “AdditionalRAC11gR2Listener”.

¥ weer Apphc atson Conlspural wn Wi d

Coniy Set up Resource (Ressurce type : Oracle
W Cracte P (Re il
W Ovache? Belnch o el b e 32 up

ERVE+EXIT

Appiic atonfdumgs Dradied
AdasonyiRACT 1 gR N e

& AddeBonatFAC T 1 gRILEtersd
Agatipnaliiracie | R 2Chrlorean
RAGT 1 pR natancefiierac) 1gedt

& Babancand gilug

fsrrings of applicarion rype "Orscls” (eenmsLlIvsmr)
Telecy vhe SAVESENTT memud to Sewe the sevup, and click [Pegistracien].

Cancel Back | | e [

S Bpgrlet ‘Weadom

13. Enter Grid user name.

¥ wuer Applic al s Conlsusal on Wisasd

conty Set up Resource (Resource type : Oracle]
B Ovactet [ (Re typ 1
W Opacke? Selech o meny W b 341 up

FREECHOKE

® grduger

. Bikanced selup

Tetting e ¢ GoldUser for Ocecle PAC Llg B2 Listener resource
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14.

15.

Enter or select a directory path where Oracle Grid Infrastructure was installed.

wuer Applic st wn Conlwuralon Wi d

Set up Resource (Resource type : Oracle)
Balech o reenl S be 58 U

FREECHOKE
B julrirappd 2 Qignd

o Babanced setug

Tetting e ¢ Goidiome for Orecle PAC llg B2 Listener resource

i ni ) | Listiee

Jired FEplEt Wirskey

Select Oracle RAC listener.

wer Apphe stson Conlsural on Wi d

Set up Resocurce (Resource type : Oracle)

M Oracte]
M Oyacke? Beladt om0 b S8 up
FREECH{NCE
& pra LESTENER lsnr
» Babanced sebup
FoLTing NET 3 Lisuenst Depoutcsd Cof Ouadle BAC Lig B3
Concel L Hack et [
Jarva Fpiplet Wiedon
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16. To change the settings, select setting item and click “Next” button.
To change the advanced settings, check “Advanced setup”.

I wmer Applic atwon Conlsuraton Wieased

confg Set up Resource (Resourcs type : Oracle)
8 Oracte
M Oracke? Salect o rnil i B 382 uUp

s Aoplat Windos

| W oavE<RETUEN
Orafliser=grduser

CmaHomesTulifapp’ 1,2 0igrid

¥ haant i Sirun

[Senring merm 1 Pecadl setcing for OrsclellgRILiTRessurcesors. LESTENES
Felect the JAVE+RETURN ssmal T 9 and click [Mewt].
| -

Cancel e et el

Attributes Description
GridUser Owner user for Oracle Grid Infrastructure
GridHome Directory path where Oracle Grid Infrastructure was installed

ScriptTimeout

Timeout of Oracle RAC listener resource startup and stop
Default : 900 s (300s - 86400s)

WFTime

Waiting time for resource failure recovery through Oracle
Clusterware

- PersistentWarning :

Notifies Warning until resource recovery

- ImmediateFault :

Notifies Faulted without waiting resource recovery

- 60s - 86400s

Default value: PersistentWarning

PreOnlineScript

Executed before online processing.

©)

Optional
PostOnlineScript Executed after online processing.
Optional
PreOfflineScript Executed before offline processing.
Optional
PostOfflineScript Executed after offline processing.
Optional
FaultScript Executed when a fault occurs.
Optional
Flags NullDetector Selects whether or not resource monitoring is enabled.

If it is enabled, resource monitoring will not be performed.
The flag is disabled by default.

-78 -



E%See

- For details about Scripts, see “2.5.1 Oracle Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

QT Note

- WFTime
This is the same as Oracle RAC instance resource. For details, see the Note of step 10.

- Flags
Flags=<Abbreviatior> indicates that the flag attribute is enabled.

17. Check that the advanced settings are correctly set, and then save the settings by selecting “SAVE+RETURN”.

18. Check that the Oracle RAC instance and listener are set, then save the settings by selecting “SAVE+EXIT”.

¥ weer Applc atwn Conlspur ol on Woraed

config
M Orache
B Oy ache? Selech oy 3o be S8 up

Sot up Resource (Resource type | Oracle)

0 SAVESENIT

=l ranane
RAC Y 1 pR-diniend ofisrac ) 1ge21

RACT1 pR LSS ors LISTEMER tont

Cancal » Fghity sian Hrlp

e Bpplet Wirslos

19. Repeat steps 1 through 18 for each node.

20. Select “Create userApplication” in the “userApplication Configuration” menu and include the created Oracle resource (Oracle RAC
instance resource, listener resource) in userApplication.
For further details of the attributes of userApplication, refer to “2.4.3 userApplication and Resource Configuration”.

2.4.6 Other Resource and userApplication Registration

If there are other necessary resources, register them using the userApplication Configuration Wizard. PRIMECLUSTER GDS volumes on
which OCR, Voting Disk and Oracle databases are configured must not be registered as RMS resources.

2.4.7 Configuration-Generate and Configuration-Activate

Check the set contents and then generate and activate the configuration. The image screens after activation are as follows:
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- Configuration A

§ wser Applicateon Conlsuralon Wie e d

1L eond userdpplication Configuration menu
& Alvszan. srms
+ 1 userign_1 Belecl B el % be 241 up
W ovaciat
¢ ) usoragp_3
8 Dracied
¥ A5 2rms
L] _iu:urlpp F
W Ovache?
¢ | ) usorApp_4 Criaby Ritsate
B Graciod
& Croahh usorBppht dbon
Edf unathppdic alion or Resourie
Remiave usaehpphiaton or Resource
Bel up dependaniy bebaedn wieApphc son
. Ed#l global gefingy in Condguralion
L Ik Mt Help
Juren Applel Wircios

- Configuration B
Configuration C

¥ wuerdpplicatmn Gonlsmuralon Wieaed

.t contig userfpplication Configuration menu
7 dfrsz40. 1rms
¢ ) useragp_1 Balect 8 mEnu 1 be 58 up
B Oracie i
# Ldvszen s
() useripp_2
W Oracle?

& Criaie Revguttd
Croahh usorApph: abon
Ed& umerhppdic allon or Resaurie

Fesmows wEetApphie aton o Rerource

i bEbaR e EREIREEhT MRon

- Edfl ghobal geiBngs in Condguialion

-Jl:ll FApplel Wirdioe

ET_E.L See

You can check userApplication setup using the clorainfo -c command. For details, see “4.6 clorainfo - Display Resource Configuration and
Monitoring Status”.

(.:j Note

Before creating and distributing RMS configuration, make sure that Oracle Clusterware has been activated on the node where
userApplication Configuration Wizard is running, so the “crsctl status resource” command can be executed correctly with Grid user.

If Oracle Clusterware has not been activated, execute the following command as a root user.

# <ORACLE_HOME>/ bin/crsctl start crs
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<ORACLE_HOME> is the directory path where the Oracle Grid Infrastructure was installed.

When Oracle Clusterware startup is completed, be sure to confirm that the “crsctl status resource” command can be executed correctly.

# su - <G&id user>
$ crsctl status resource

2.4.8 userApplication Operation Check

Start userApplication by executing the hvem command then check if it is properly running on all the nodes.

Configuration of operations

Check if the configuration is correct in the Cluster Admin screen of Web-Based Admin View. The image screens of Cluster Admin are as
follows:

- Configuration A
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- Configuration B
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Logical IP address

Check if you can access the operating node from the client using the logical IP address.

Oracle

Check if you can access to Oracle running on the operating node from the client using the logical IP address.
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2.5 Information

2.5.1 Oracle Online/Offline Script

PRIMECLUSTER Wizard for Oracle allows users to execute their own unique processing before, while or after startup or stop of Oracle
instances and listeners (Online/ Offline processing). For example, application startup/stop and batch processing can be executed along with
startup or stop of Oracle instances and listeners.

Script Type

Script Description

Executed before OnlineScript.

PreOnlineScript . - . . .
revniinescrip Set up in userApplication Configuration Wizard.

Starts resource up during userApplication Online processing.

OnlineScript - .
P It is impossible to setup by user.
It is usable only for the Oracle instance resource in standby operation and
scalable operation with Oracle9i RAC.
Executed before Oracle instance startup. If the Oracle state (STATUS of
prestartup™

the VSINSTANCE view) has to be checked
Put the executable file that begins with "prestartup™ in the "/opt/FISVclora/
usr" directory.

It is usable only for the Oracle instance resource in standby operation and
scalable operation with Oracle9i RAC.

nomount* Executed when the Oracle status (STATUS column in VSINSTANCE
view) is "STARTED" during Oracle startup. Put the executable file that
begins with "nomount" in the "/opt/FISVclora/usr" directory.

startup

It is usable only for the Oracle instance resource in standby operation and
scalable operation with Oracle9i RAC.

mount* Executed when the Oracle status (STATUS column in VSINSTANCE
view) is "MOUNTED" during Oracle startup. Put the executable file that
begins with "mount™ in the "/opt/FISVclora/usr" directory.

Executed after OnlineScript.

PostOnlineScript Set up in userApplication Configuration Wizard.

Executed before OfflineScript.

PreOfflineScript Set up in userApplication Configuration Wizard.

Stops resource down during userApplication Offline processing.

stop OfflineScript It is impossible to setup by user.

Executed after OfflineScript.

PostOffli i . L . . .
ostOfflineScript Set up in userApplication Configuration Wizard.

Executed when failures occur.

th FaultScript . L. . . .
other auftserip Set up in userApplication Configuration Wizard.

2, See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOCE

For information on how to set up the scripts below, see the step 5 or 7 of “2.2.9 userApplication with Oracle Resources”, the step 5 of “2.3.4
userApplication with Oracle Clusterware”, the step 9 of “2.3.5 userApplication with Oracle RAC Instances and Listeners”, the step 5 of
“2.4.4 userApplication with Oracle Clusterware”, or the step 7 or 10 of “2.4.5 userApplication with Oracle RAC Instances and Listeners”.

- PreOnlineScript
- PostOnlineScript
- PreOfflineScript
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- PostOfflineScript
- FaultScript
For detail of these scripts below, refer to ""3.1 Oracle Control through PRIMECLUSTER Wizard for Oracle™.
- OnlineScript
- OfflineScript

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

Execution Sequence

Script userApplication | resource userApplication | userApplication
startup AutoRecover stop stop
(normal) (resource
failure)
PreOnlineScript 1 - - -
OnlineScript 2 1 - -
prestartup™ 3 2 - -
startup
nomount* 4 3 - -
mount* 5 4 - -
PostOnlineScript 6 5 - -
PreOfflineScript - - 1 2
stop OfflineScript - - 2 3
PostOfflineScript - - 3 4
other FaultScript - - - 1

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

A sample of execution sequence where an Oracle instance resource and a listener resource are registered in the standby operation and
StartPriority is set as "Listener" is described below.

- userApplication startup
Note that all PreOnlineScript are executed firstly.
1. PreOnlineScript of Listener resource
. PreOnlineScript of Oracle instance resource
. OnlineScript of Listener resource

2

3

4. PostOnlineScript of Listener resource

5. OnlineScript (including startup*, nomount*, mount*) of Oracle instance resource
6

. PostOnlineScript of Oracle instance resource

- Listener resource AutoRecover
Note that PreOnlineScript of Listener resource is not executed.
1. OnlineScript of Listener resource

2. PostOnlineScript of Listener resource

- normal userApplication stop (user operation)

Note that all PreOfflineScript are executed firstly.
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PreOfflineScript of Oracle instance resource
PreOfflineScript of Listener resource
OfflineScript of Oracle instance resource
PostOfflineScript of Oracle instance resource

OfflineScript of Listener resource

o a » w Dk

PostOfflineScript of Listener resource

- userApplication stop caused by Listener resource failure
Note that not only FaultScript of Listener resource but also FaultScript of Oracle instance resource are executed.
1. FaultScript of Listener resource
. FaultScript of Oracle instance resource
. PreOfflineScript of Oracle instance resource

. PreOfflineScript of Listener resource

2
3
4
5. OfflineScript of Oracle instance resource
6. PostOfflineScript of Oracle instance resource
7. OfflineScript of Listener resource

8

. PostOfflineScript of Listener resource

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

Notice (PreOnlineScript, PostOnlineScript, PreOfflineScript, PostOfflineScript, FaultScript)

- Execute the scripts using root privileges.

The exit code 0 indicates normal termination. The value other than 0 indicates abnormal termination or Online processing or Offline
processing of userApplication failure.

If the script exceeds the maximum execution time (ScriptTimeout), switching process will fail.

Each script has the environment variable defined in RMS.

2, See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOCE

For details of each script, see “2.6.3 Script” of the “PRIMECLUSTER RMS Configuration and Administration Guide”.
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Notice (prestartup*, nomount*, mount*)
- The file is stored in /opt/FISVclora/usr. If there are two or more files, they will be executed in alphabetical order of the file name.

- Arreturn code of 0 indicates normal termination. A return code of other than 0 indicates abnormal termination. If the script terminates
abnormally, Oracle instance startup will also fail.

- root privileges are used for script execution.

- The parameters are as follows:
$1: $ORACLE_HOME
$2 : SORACLE_SID
$3 : Oracle user name

- If the script is not completed within the timeout period for Oracle instance startup, it will be considered as abnormal exit. Refer to step
5 of "2.2.9 userApplication with Oracle Resources".

- Using of the "su -" command is not supported for user scripts(prestartup™*, nomount*, mount*) under /opt/FISVclora/usr.
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Qn Note

The user scripts above are enabled with Oracle instance resources in standby operation or Oracle9i RAC scalable operation.
Note that they cannot be used with resources other than Oracle instance resources, and cannot also be used in Oracle RAC 10g or later
scalable operation.

2.5.2 ASM (Automatic Storage Management)

Automatic Storage Management (hereafter ASM) can be used for standby operation or scalable operation.

Standby operation

Create an ASM instance resource.

The ASM instance will not be monitored, but only started or stopped.

If the ASM instance fails, an Oracle instance resource error will be detected, so userApplication will be switched to the standby node, and
ongoing operations will never be disrupted.

Scalable operation

Do not create an ASM instance resource if ASM is used for Oracle RAC 10g or later. The ASM instance will be controlled by Oracle
Clusterware.

2.5.2.1 Environment configuration

Creation and configuration of ASM instances
- Operation node

The ASM instance and database are only created on the operating node. The standby nodes will only operate the database on the shared
disk of the operating node.

QT Note

ASM instance name must begin with “+”. The default name is “+ASM”.
Moreover, the relation between ASM instance and database should become 1:1. In mutual standby operation and N:1 standby operation,
it is necessary for the combination of the ASM instance and the database to become two or more.

24 See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000060OCOCEOESE

Refer to the Oracle manual.
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Standby node

Set up the standby nodes in the same configuration (directory creation, file copy, and links) as the operating node where the AMS
instance and database are created.

- Under $ORACLE_HOME/dbs

Under $ORACLE_BASE/admin/$ORACLE_SID
- Under $ORACLE_BASE/admin/<ASM instance name>
- $ORACLE_BASE/diag/asm (Oracle 11g)

The access privilege to the directories and files must be also the same as that on the operating node.
If you set where archived redo log is output on the operating node, it is necessary to set the same on the standby nodes.

CSS on the standby node must be set and started by manually, though CSS on the operating node is set and started automatically while
Oracle database is being created.
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Ln Note

If required files on the operating node is backed up in the tar format with the /opt/FJSVclora/sbin/cloracpy command, configuration
information of the ASM instance will not be backed up. Copy the following file manually in the tar format:

- $ORACLE_BASE/admin/<ASM instance name>

ASM initialization parameter check

Check if the disk group in which the Oracle database is created is set for the ASM instance initialization parameter
“ASM_DISKGROUPS”.

%See

For the initialization parameter of the ASM instance, see the Oracle manual.
userApplication creation

When creating userApplication, create an ASM instance resource and Oracle instance resource. Register them each Oracle resource in the
userApplication.

;ﬂ Information

2.5.2.2 Precaution for ASM operation

A disk group that is used for the ASM instance must not be mounted or unmounted manually. If the disk group is mounted, the following
message might be output to the console when the ASM resource is activated, but no action needs to be taken.

- ORA-15032: not all alterations performed
- ORA-15017: diskgroup “diskgroup name” cannot be mounted
- ORA-15030: diskgroup name “diskgroup name” is in use by another diskgroup
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IChapter 3 Operation

3.1 Oracle Control through PRIMECLUSTER Wizard for Oracle

3.1.1 Standby Operation and Scalable Operation with Oracle9i RAC

This section discusses how PRIMECLUSTER Wizard for Oracle controls Oracle in standby operation or scalable operation (Oracle9i
RAC).

Oracle startup

Oracle is started through a shell script. The startup procedure is as follows:
1. su- <Oracle user>
2. sqlplus / nolog
3. connect/ as sysdba
4. startup nomount or startup mount
5. alter database mount (if “startup nomount” was executed at step 4.)
6. alter database open

- Initialization parameter file and server parameter file

The initialization parameter file is not specified for Oracle startup through PRIMECLUSTER Wizard for Oracle, so the default
initialization parameter file will be used instead. Specify the initialization parameter file for the following default path (symbolic link).

<$ORACLE_HOME>/ dbs/ i ni t <$ORACLE_SI D>. ora

A server parameter file should be located in the shared disk because the file contents are changed dynamically. When a server parameter
file is used, enter the full path of the server parameter file in an initialization parameter file.
It is recommended that the same values for initialization parameters are set between cluster nodes.

The server parameter file must be located on the shared disk device because it is dynamically changed. When you use the server
parameter file, enter the full path for the initialization parameter file. See “2.2.7.1 Oracle database Creation and Setting”.
It is recommended that the initialization parameter file settings are the same on the operating nodes and standby nodes.
- Recovery processing
PRIMECLUSTER Wizard for Oracle recovers the Oracle instance in the following cases:
1. When there is ACTIVE tablespace in the V$BACKUP view.
2. When there are files required to be recovered in the VSRECOVER_FILE view.
When RAC is running, the above recovery processing is exception.
- DBA authentication

PRIMECLUSTER Wizard for Oracle connects to Oracle instance with SYSDBA system privilege to start up or stop Oracle instance/
database. In this case, local connection in operating system authentication is used.

Oracle shutdown
- When users shut down and switch userApplication, the procedure is as follows:
1. su - <Oracle user>

2. sqlplus / nolog

3. connect/ as sysdba

-88 -



5.
6.

shutdown <immediate / abort / transactional> (Setup with StopModeStop)
Default : immediate

If Oracle is not stopped at step 4 (except for abort), use shutdown abort.

If Oracle is not stopped at step 4 or step 5, shut it down forcibly by sending SIGKILL to the background process.

- The procedure of stopping failed Oracle resources including non-Oracle resources is as follows:

1.
2.
3.
4,

5.
6.

su - <Oracle user>
sqlplus / nolog
connect / as sysdba

shutdown <immediate / abort / transactional> (Setup with StopModeFail)
Default : abort

If Oracle is not stopped at step 4 (except for abort), use shutdown abort.

If Oracle is not stopped at step 4, shut it down forcibly by sending SIGKILL to the background process.

Oracle monitoring

Oracle is monitored through binary programs. The monitoring procedure is as follows:

1.
2
3
4.
5
6

7.

If Oracle is stopped, 1 is executed at a 30 second interval (static). If Oracle gets activated, 2 or after is executed. If node startup is completed
then the node is operating, only 5 and 6 are executed at a regular interval. The default value is 30 seconds, and can be changed. Note that “6”

Check the background process (PMON, SMON) periodically. If the process status can be confirmed, go to step 2.

. Su - <Oracle user>

. Local connection to the Oracle instance as a SYSTEM user

Check if Oracle status is OPEN

. Check if the background process (PMON, SMON, DBWn, LGWR, CKPT) are alive.

. Checkif “insert”, “update” and “delete” ca be properly executed using the monitoring table on the SYSTEM user's default tablespace

Oracle is reconnected once every 24 hours.

is executed at a 60-second interval at least.

- SYSTEM user password

PRIMECLUSTER Wizard for Oracle monitors Oracle as a SYSTEM user. Register the SYSTEM user’ s password. See “2.2.7.1 Oracle

database Creation and Setting”.

- Monitoring table (FAILSAFEORACLE_<ORACLE_SID>)

PRIMECLUSTER Wizard for Oracle creates a monitoring table on the SYSTEM user’ s default tablespace if the monitoring table does

not exist. The table is only a few bites, and will not be deleted.

- Warning notification

If the following symptoms are detected, PRIMECLUSTER Wizard for Oracle will notify RMS of the warning state. It is not the Fault

state, so a failover will not occur.

- Oracle cannot be connected due to incorrect SYSTEM user’s password that is registered with the “clorapass” command.

(ORA-01017 detected)
- Since the SYSTEM user's account is locked, so Oracle connection is not allowed. (ORA-28000 detected)

- When the max session or max process error occurs, so Oracle connection is not allowed.

- While monitoring SQL (e.qg. insert and update) is not replied for a certain period of time, but Oracle connection is allowed, and the

Oracle status is OPEN.

Since the SYSTEM user's password has expired, so Oracle connection is not allowed. (ORA-28001 detected)
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- Monitoring timeout

If monitoring SQL (insert, update) is released, and there is no reply from Oracle after a certain period of time, the monitoring timeout
will be considered then the Oracle instance resource will be put into Warning. If the monitoring timeout occurs for twice in a row, a
resource will be considered as fault then a failover or degradation will be performed.

The monitoring timeout (the wait time from Oracle) can be changed with WatchTimeout.

Listener startup

Listener is started through a shell script. The startup procedure is as follows:
1. su - <Oracle user>
2. lsnrctl start <ListenerName>

3. Make sure that a listener process does exist.

Listener shutdown
Listener is shutdown through a shell script. The startup procedure is as follows:
1. su- <Oracle user>
2. Isnrctl stop <ListenerName>
3. Make sure that a listener process does not exist.

4. If Listener is not stopped at step 3, shut it down forcibly by sending SIGKILL to the background process.

Listener monitoring
Listener is monitored through binary programs. The monitoring procedure is as follows:
1. Make sure that a listener process does not exist.
2. Make sure that the net service name is valid with tnsping if TNSName is set.

If a listener of a standby node is stopped, execute 1 at regular time intervals. If the listener gets activated and becomes an operating node,
execute 1. and 2. atregular time intervals. The default interval time is 30 seconds, and it can be changed with Interval. Note that 2. is executed
at a 60-second interval at least.

3.1.2 Scalable Operation with Oracle RAC 10g or later

In Oracle RAC 10g or later, the Oracle instances and listeners are automatically started, monitored, and recovered through the Oracle
Clusterware. If PRIMECLUSTER Wizard for Oracle detects a resource failure, it will notify RMS of the “Warning” state then ask Oracle
Clusterware to generate a failover or recover the failed resource (depending on the WFTime setting).

Also, the resources are started or stopped along with userApplication startup and stop.

Oracle RAC instance startup

Start an Oracle RAC instance as follows:
1. su - <Oracle user>

2. srvctl start instance -d $DB_NAME -i $ORACLE_SID

Oracle RAC instance stop

Stop an Oracle RAC instance as follows:
1. su-<Oracle user>

2. srvctl stop instance -d $DB_NAME -i $ORACLE_SID
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Oracle RAC instance monitoring

The monitoring of an Oracle RAC instance is the same as standby operation and scalable operation with Oracle9i RAC. However, the
monitoring interval is 60 seconds and cannot be changed.
For details, see “Oracle monitoring” of “3.1.1 Standby Operation and Scalable Operation with Oracle9i RAC”.

Listener startup
Listener startup depends on Oracle Clusterware, not PRIMECLUSTER Wizard for Oracle.

Listener shutdown
Listener stop depends on Oracle Clusterware, not PRIMECLUSTER Wizard for Oracle.

Listener monitoring
The Oracle monitoring setup is the same as standby operation and scalable operation with Oracle9i RAC.
However, the monitoring interval is fixed at 60 seconds, and tnsping monitoring is not performed.

For details, see “Oracle monitoring” of “3.1.1 Standby Operation and Scalable Operation with Oracle9i RAC”.

Oracle Clusterware startup
Start Oracle Clusterware as follows:
1. Start up Oracle Clusterware using “/etc/init.d/init.crs start” (Oracle RAC 10g R2/11g R1) or “crsctl start crs” (Oracle 11g R2).
2. Check if Oracle Clusterware is activated using “crs_stat -t” (Oracle RAC 10g R2/11g R1) or “crsctl status resource -t” (Oracle 11g
R2).

Oracle Clusterware stop

Stop Oracle Clusterware as follows:

1. Shut down Oracle Clusterware using “/etc/init.d/init.crs stop” (Oracle RAC 10g R2/11g R1) or “crsctl stop crs” (Oracle 11g R2).

Oracle Clusterware monitoring

PRIMECLUSTER Wizard for Oracle does not monitor Oracle Clusterware. NullDetector flag is automatically enabled.

& Note

If you want to startup, stop, or switch Oracle instances, execute hvswitch and hvutil on RMS userApplication. If you execute the Oracle
Clusterware srvctl command or shutdown command to the Oracle instance directly, PRIMECLUSETR will consider that the instance fails,
and recovery processing might be initiated for the Oracle instance. To executing the command, put userApplication into maintenance mode.

3.2 Oracle Maintenance

This section discusses how to change Oracle settings, apply Oracle patches, backup and recover Oracle databases. In a cluster system, the
shared disk device in which Oracle data is stored is activated and deactivated along with Oracle startup and stop.

- Oracle is monitored during userApplication operation. If Oracle is stopped manually, then the cluster system will consider that the
Oracle resource fails, so Oracle will be restarted or Oracle operation will be switched to the standby node.

- While userApplication is not running, the shared disk is deactivated.

If you need to control Oracle manually for Oracle cold backup or other maintenance tasks, put PRIMECLUSTER in maintenance mode,
and stop monitoring the Oracle instances and listeners temporarily.

The basic maintenance procedure is as follows:
1. Start userApplication

Start userApplication that includes the Oracle instance resource if it is stopped.
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2. Put userApplication into maintenance mode and stop monitoring

Put userApplication into maintenance mode.
Next, stop monitoring the Oracle instance and listener resources by executing the “hvoradisable” command.

3. Confirmation of maintenance mode and stop of monitoring

Confirm that changing into maintenance mode and stop of monitoring have been successfully done.
(Refer to note of "4.1 hvoradisable - Discontinue Monitoring Resources".)

4. Stop Oracle-dependent resources
Before stopping Oracle, stop Oracle-dependent resources manually if there are any.
5. Stop Oracle
Stop Oracle manually.
6. Do maintenance on Oracle
Change the Oracle settings, apply Oracle patches, backup and recovery Oracle databases.
7. Start Oracle

After the maintenance is completed, start Oracle. Restart the Oracle listener, if it is also stopped. Before going on to the next step, be
sure to check that Oracle instance and listener are properly running. The Oracle instance must be OPEN.

8. Start Oracle-dependent resources
If Oracle-dependent resources are stopped, start them manually.
9. Restart resource monitoring and cancel maintenance mode

Restart monitoring the Oracle instance and listener resources again using the hvoraenable command.
Next, cancel maintenance mode of userApplication.

10. Confirmation of restart of monitoring and maintenance mode

Confirm that restart of monitoring and changing out of maintenance mode have been successfully done.
(Refer to note of "4.2 hvoraenable - Restart Monitoring Resources™.)

ﬂ Information

- Oracle RAC 10g or later

To operate Oracle RAC resources, control RMS userApplication without using the srvctl or shutdown command. If you execute these
commands to the Oracle instance directly, PRIMECLUSETR will consider that the resource fails, and recovery processing might be
initiated for the Oracle resource. To execute these commands, put userApplication into maintenance mode.

- Maintenance mode of userApplication

If you put userApplication into maintenance mode, resource failure is ignored. It means that userApplication failover and resource
autorecover do not occur even if Oracle is manually stopped. This enables maintenance work of resources including Oracle resources.
For information on how to put userApplication into maintenance mode, see “5.4.11 Maintenance mode” of the “PRIMECLUSTER
RMS Configuration and Administration Guide”.

- Oracle instance and listener monitoring

hvoradisable and hvoraenable commands enable to discontinue and restart monitoring Oracle instances and Oracle listener resources.
If you put userApplication into maintenance mode only, Oracle session for monitoring remains. If you execute hvoradisable command
additionally, the Oracle session is killed. This enables executing shutdown command with “normal” option in Oracle manual stop.
For information on how to cancel or restart monitoring the Oracle instance and listener resources, see “4.1 hvoradisable - Discontinue
Monitoring Resources” and “4.2 hvoraenable - Restart Monitoring Resources”.
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Qn Note

- Monitoring restart

If Oracle instances and Oracle listeners are stopped manually after resource monitoring disruption, start them manually before starting
resource monitoring again. If you restart resource monitoring with the Oracle resources inactive, the Oracle resources may fail.

- Resource state during monitoring

If the “hvoradisable” command properly stops monitoring the resources, they will enter Warning.

3.2.1 Oracle Setting Change

You can change Oracle settings such as initialization parameters and data files using the procedures described below.

gn Note

Oracle must be stopped depending on the settings. For details, see the Oracle manual.

3.2.1.1 Oracle must be stopped
If Oracle must be stopped, change the settings as follows:

1. Maintenance mode / Monitoring disruption

# hvutil -mon <userApplication> (Mintenance node)
# hvoradi sabl e -a <userApplication> (Monitoring disruption)

2. Confirmation of maintenance mode and stop of monitoring

Confirm that changing into maintenance mode and stop of monitoring have been successfully done.
(Refer to note of "4.1 hvoradisable - Discontinue Monitoring Resources".)

3. Oracle stop

# su - <Oracl e user>

$ sql plus /nol og

SQL> connect / as sysdba
SQL> shutdown i nmedi ate

4. Setup change

Change Oracle settings such as initialization parameters and path of data files.

5. Oracle startup

# su - <Oracle use>

$ sql plus /nol og

SQL> connect / as sysdba
SQL> startup

6. Monitoring restart / Maintenance mode stop

# hvoraenabl e -a <userApplication> (Mnitoring restart)
# hvutil -moff <userApplication> (Miintenance node stop)

7. Confirmation of restart of monitoring and maintenance mode

Confirm that restart of monitoring and changing out of maintenance mode have been successfully done.
(Refer to note of "4.2 hvoraenable - Restart Monitoring Resources".)
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3.2.2 Patch Application

The method of applying an Oracle patch (e.g. Oracle PSR: Patch Set Release) varies depending on database mounting.

If a database does not need to be mounted before and after patch application, be sure to stop RMS before applying a patch.

If a database needs to be mounted before and after patch application, monitoring must be cancelled before applying a patch as follows:

;ﬂ Information

The following are offered from Oracle Database 11g R2 as a method of applying Oracle PSR (Patch Set Release).
- In-place upgrade

It is a method of installing PSR on an existing Oracle home by the superscription. It is offered from previous version.
For further details, refer to "3.2.2.1 Patch Application by In-place upgrade"

- Out-of-place upgrade

Itisamethod of installing PSR in anew Oracle home which is different from an existing Oracle home. Itis offered from Oracle Database
11g R2.

For further details, refer to "3.2.2.2 Patch Application by Out-of-place upgrade (Standby Operation)", *3.2.2.3 Patch Application by
Out-of-place upgrade (Scalable Operation with Oracle RAC)".

3.2.2.1 Patch Application by In-place upgrade
This section discusses how to apply PSR in Oracle Database 11g R1 or earlier, or In-place upgrade in Oracle Database 11g R2.
1. Start userApplication (Operating node)
Start userApplication that includes the Oracle instance and listener resources if it is stopped.
2. Maintenance mode (Operating node)
Start maintenance mode for userApplication on the operating node.

H Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

If you start maintenance mode for all userApplication, execute the following command.

# [ opt/ SMAW SMAWRr s/ bi n/ hvutil -M on

Confirm that state of userApplication has become "Maintenance” on all nodes.

3. Monitoring disruption of Oracle resource (All nodes)

Stop monitoring the Oracle instance and listener resources by executing the "hvoradisable” command on all nodes.

H Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

If you stop monitoring all the Oracle resources on a local node, execute the following command.

# [ opt/ FISVcl or a/ sbi n/ hvor adi sabl e -a

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Confirm that states of the Oracle instance and listener resources have become "Warning" on all nodes.
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;ﬂ Information

In standby operation, applying Oracle PSR (Patch Set Release) on the standby node without stopping monitoring Oracle resources
might cause problems because Oracle database is monitored on the standby node. Therefore it is necessary to stop monitoring them
on the standby node.

4. Oracle stop (if necessary)

# su - <Oracl e user>

$ sql plus /nol og

SQ.> connect / as sysdba
SQ.> shut down inmedi ate

5. Patch application

Apply patches according to the Oracle manual.

6. Oracle startup (if stopped)

# su - <Oracle user>

$ sql plus /nol og

SQL> connect / as sysdba
SQ.> startup

7. Restart Oracle resource monitoring (All nodes)

Restart monitoring the Oracle instance and listener resources again using the hvoraenable command on all nodes.

H Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

If you restart monitoring all the Oracle resources on a local node, execute the following command.

# [ opt/ FJISvcl ora/ shi n/ hvoraenabl e -a

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Confirm that states of the Oracle instance and listener resources have become the previous state ("Online™ or "Offline") from
"Warning" on all nodes.

8. Stop maintenance mode (Operating node)
Stop maintenance mode of userApplication on the operating node.

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

If you stop maintenance mode for all userApplication, execute the following command.

# [ opt/ SMAW SMAWRr s/ bi n/ hvutil -M of f

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Confirm that state of userApplication has become the previous state ("Online", "Standby" or "Offline") from "Maintenance" on all
nodes.

3.2.2.2 Patch Application by Out-of-place upgrade (Standby Operation)
This section discusses how to apply PSR by Out-of-place upgrade in standby operation of Oracle Database 11g R2.
1. Start userApplication (Operating node)

Start userApplication that includes the Oracle instance and listener resources if it is stopped.
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. Maintenance mode (Operating node)

Start maintenance mode for userApplication on the operating node.

H Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

If you start maintenance mode for all userApplication, execute the following command.

# [ opt/ SMAW SMAVRr s/ bi n/ hvutil -M on

Confirm that state of userApplication has become "Maintenance" on all nodes.
. Monitoring disruption of Oracle resource (All nodes)
Stop monitoring the Oracle instance and listener resources by executing the "hvoradisable” command on all nodes.

H Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

If you stop monitoring all the Oracle resources on a local node, execute the following command.

# [ opt/ FJISVcl or a/ sbi n/ hvor adi sable -a

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Confirm that states of the Oracle instance and listener resources have become "Warning" on all nodes.

,ﬂ Information

In standby operation, applying Oracle PSR (Patch Set Release) on the standby node without stopping monitoring Oracle resources
might cause problems because Oracle database is monitored on the standby node. Therefore it is necessary to stop monitoring them
on the standby node.

. Stop Oracle database-dependent resources (Operating node)

If there are Oracle database-dependent resources, stop them manually before stopping Oracle database.
. Applying PSR, and upgrade of database

1. Applying PSR (All nodes)

Execute the Out-of-place upgrade. For information on how to execute the Out-of-place upgrade, refer to the Oracle Database
manual.

Qn Note

- Select "Install database software only" on the "Select Installation Option" screen.

- For details, refer to the Oracle Database manual.

2. Upgrade of database (Operating node)

Execute dbua (Database Upgrade Assistant) on the operating node, and upgrade the database.

QJT Note

- Execute "<New ORACLE_HOME>/bin/dbua".

- For details, refer to the Oracle Database manual.
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3. Move the SPFILE to the shared disk (Operating node)

Move the SPFILE (server parameter file) to the shared disk when it is newly generated on a local disk after the upgrade of the
database is executed. Afterwards, specify SPFILE path to PFILE (the initialization parameter file "<New ORACLE_HOME>/
dbs/init<SID>.ora") or make a symbolic link file to SPFILE.

& See

© 0000000000000 0000000000000000000000000000000000O0COCLOCOCOCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0C0COCO0CO0CO0CO0CIO0CIOCIOCELS

For details, see "2.2.7.1 Oracle database Creation and Setting".

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

6. PRIMECLUSTER Wizard for Oracle Settings

1. Login profile Setting Change (All nodes)

Open Oracle user's login profile with editor (e.g. vi), and change the setting of the ORACLE_BASE and ORACLE_HOME
environment variable to new path. Execute this procedure on all nodes.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

Before changes

ORACLE_HOVE=/ u01/ app/ or acl e/ product/ 11. 2. 0/ dbhore_1

After changes

ORACLE_HOME=/ u01/ app/ or acl e/ product/ 11. 2. 0/ dbhone_2

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

i, See

© 0000000000000 0000000000000000000000000000000000O0COCLOCOCOCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0C0COCO0CO0CO0CO0CIO0CIOCIOCELS

For details, see "2.2.2 Oracle Installation and Configuration".

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

2. Transfer PFILE to standby nodes (Operating node, Standby node)
Create tar archive file from "<New ORACLE_HOME>/dbs" on the operating node.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

# su - oracle
$ tar cfpvP /tnp/dbs.tar <New ORACLE_ HOVE>/ dbs

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

After that, transfer the archive file from the operating node to the standby node by FTP, and expand it.

_VJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

# su - oracle
$ tar xfpvP /tnp/dbs.tar

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

QJT Note

- Do not use the cloracpy command of PRIMECLUSTER Wizard for Oracle on this step.

- Set the access privilege of files which are expanded on the standby node same as the files on operating node.
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7.

10.

& See

© 0000000000000 0000000000000000000000000000000000O0COCLOCOCOCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0C0COCO0CO0CO0CO0CIO0CIOCIOCELS

For details, see "2.2.7.1 Oracle database Creation and Setting".

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

3. The allocation of Oracle Net Services configuration file (All nodes)

Copy the Oracle Net Services configuration file from under the <Old ORACLE_HOME> to under the <New
ORACLE_HOME>. Execute this procedure on all nodes

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

$ cp -p <O d ORACLE_HOVE>/ net wor k/ admi n/ *. ora <New ORACLE_HOME>/ net wor k/ admni n/

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

QJT Note

- Edit "<New ORACLE_HOME>/network/admin/*.ora" file when there are parameters depending on ORACLE_BASE
and ORACLE_HOME in the Oracle Net Services configuration file after copy.

- Do not use the cloracpy command of PRIMECLUSTER Wizard for Oracle on this step.

Confirming Oracle database Startup (Operating node)

Confirm that Oracle instance and Listener started. If not, start up them manually.

L:” Note

- The Oracle instance should start in the state of OPEN.

- Confirm the process of the listener is as "<New ORACLE_HOME>/bin/tnslsnr".
If the process of the listener is as "<Old ORACLE_HOME>/bin/tnslsnr", stop it and start as "<New ORACLE_HOME>/bin/
tnslsnr".

. Start resources dependent on Oracle database (Operating node)

If resources that are dependent on Oracle database had been stopped on step 4, start them manually.

. Restart Oracle resource monitoring (All nodes)

Restart monitoring the Oracle instance and listener resources again using the hvoraenable command on all nodes

H Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

If you restart monitoring all the Oracle resources on a local node, execute the following command.

# [opt/ FJISVcl ora/ shbi n/ hvoraenabl e -a

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Confirm that states of the Oracle instance and listener resources have become the previous state ("Online" or "Offline") from
"Warning" on all nodes.

Stop maintenance mode (Operating node)

Stop maintenance mode of userApplication on the operating node.

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

If you stop maintenance mode for all userApplication, execute the following command.
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# [ opt/ SMAW SMAVRr s/ bi n/ hvutil - M of f

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Confirm that state of userApplication has become the previous state ("Online", ""Standby" or "Offline") from "Maintenance™ on all
nodes.

11. Confirming of switch to the standby node

Confirm the switch of userApplication to the standby node, and the correct start.

QJT Note

Confirm step 6 when you cannot correctly start userApplication on the standby node.

12. Restart service

Switch userApplication to the operating node if necessary, and restart service.

3.2.2.3 Patch Application by Out-of-place upgrade (Scalable Operation with Oracle
RAC)

This section discusses how to apply PSR by Out-of-place upgrade in scalable operation with Oracle RAC of Oracle Database 11g R2 or later.
1. Stopping userApplication (All nodes)

Stop userApplication on all nodes to be Offline.

& Note

If the Oracle Clusterware resource and the Oracle RAC instance resource are registered in different userApplication, stop
userApplications in the following order.

1. userApplication including Oracle RAC instance resource

2. userApplication including Oracle Clusterware

2. Stopping RMS (All nodes)
Stop RMS on all nodes.
3. Applying PSR, and upgrade of database (All nodes or any one of them)
To upgrade, execute the following procedure. For details, refer to the Oracle Database manual.
1. Upgrade of Grid Infrastructure Software
2. Upgrade of Oracle Database Software (Oracle RAC)
3. Upgrade of Oracle Database
4. Changing the login profile setting (All nodes)

Open Oracle user's login profile with editor (e.g. vi), and change the setting of the ORACLE_BASE and ORACLE_HOME
environment variable to new path. Execute this procedure on all nodes.

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

Before changes

ORACLE_HOVE=/ u01/ app/ or acl e/ product/ 11. 2. 0/ dbhone_1

After changes

ORACLE_HOVE=/ u01/ app/ or acl e/ product/ 11. 2. 0/ dbhore_2

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000
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5. Setting automatic startup
1. Starting Oracle Clusterware (All nodes)
If Oracle Clusterware is not started, start it on all nodes.

i, See

© 0000000000000 0000000000000000000000000000000000O0COCLOCOCOCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0C0COCO0CO0CO0CO0CIO0CIOCIOCELS

For details about starting Oracle Clusterware, refer to the Oracle Database manual.

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

2. Setting automatic startup of Oracle Clusterware (All nodes)

Set up automatic startup of Oracle Clusterware. For details about setting, see "2.3.2 Oracle Software Installation and
Configuration".

3. Disabling automatic startup of Oracle RAC instance (any one of the nodes)

Confirm that automatic startup of Oracle RAC instance is disabled.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

# su - oracle
$ srvctl config database -d <DB_NAVE>

Managenent policy: automatic

$

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

In the above example, "automatic" means that automatic startup is not disabled. Refer to the following example to disable
automatic startup.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

$ srvctl nodify database -d <DB_NAME> -y nanual

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

6. Changing the Oracle resource settings
1. Changing the Oracle resource settings (Any one of nodes)

Start userApplication Configuration Wizard and change the setting of Oracle resource in all nodes. Set the new path after Out-
of-place upgrade to all of the following settings.

- Oracle Clusterware resource
Grid home (GridHome)
- Oracle RAC instance resource

Oracle home (OracleHome)
Grid home (GridHome)

- Oracle RAC listener resource
Grid home (GridHome)

i, See

© 0000000000000 0000000000000000000000000000000000O0COCLOCOCOCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0C0COCO0CO0CO0CO0CIO0CIOCIOCELS

For details about the procedures for changing the Oracle resource settings, see "2.3.4 userApplication with Oracle
Clusterware", "2.3.5 userApplication with Oracle RAC Instances and Listeners" and "B.2 Change Resource Settings".

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS
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7.

2. Confirming the settings (All nodes)

To confirm the settings of Oracle RAC instance or listener resource, execute clorainfo command.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

# [opt/FISvcl ora/bin/clorainfo -c

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

To confirm the settings of Oracle Clusterware, execute grep command and find them in the configuration file.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

# grep Clusterware /usr/opt/reliant/etc/hvgdconfig | grep GidHone
Oraclel_Clusterware GidHone /u01/app/11.2.0.3/grid
Oracle2_Clusterware GidHonme /u01/app/11.2.0.3/grid

#

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

Starting RMS (All nodes)
Start RMS on all nodes.
Starting userApplication (All nodes)

Start userApplication on all nodes, and confirm to be Online and Offline.
Also, confirm that Oracle Clusterware, Oracle RAC instance and Oracle RAC listener resource become Online and Offline following
the starting and stopping of userApplication.

Restart service

If RMS and userApplication run correctly, restart service.

3.2.3 Backup

This section discusses how to backup Oracle databases.

3.2.3.1 Cold backup

You can perform Oracle cold backup (offline backup) as follows. If there are Oracle-dependent resources (e.g. SAP R/3), a resource failure
might occur during Oracle stop, so it is necessary to stop them manually in advance.

1.

Maintenance mode / Monitoring disruption

# hvutil -mon <userApplication> (Mintenance node)
# hvoradi sabl e -a <user Application> (Mnitoring disruption)

Confirmation of maintenance mode and stop of monitoring

Confirm that changing into maintenance mode and stop of monitoring have been successfully done.
(Refer to note of "4.1 hvoradisable - Discontinue Monitoring Resources".)

Oracle stop

# su - < Oracle user >
$ sql plus /nol og

SQL> connect / as sysdba
SQL> shut down i mmedi ate

Cold backup

Perform cold backup of the database.

-101 -



5. Oracle startup

# su - < Oacle user >
$ sql plus /nol og

SQL> connect / as sysdba
SQ.> startup

6. Monitoring restart / Maintenance mode stop

# hvoraenabl e -a <userApplication> (Mnitoring restart)
# hvutil -moff <userApplication> (Miintenance node stop)

7. Confirmation of restart of monitoring and maintenance mode

Confirm that restart of monitoring and changing out of maintenance mode have been successfully done.
(Refer to note of "4.2 hvoraenable - Restart Monitoring Resources".)

3.2.3.2 Hot backup
You can perform Oracle hot backup (online backup) as follows.

1. Maintenance mode / Monitoring disruption

# hvutil -mon <userApplication> (Mintenance node)
# hvoradi sabl e -a <user Application> (Mnitoring disruption)

2. Confirmation of maintenance mode and stop of monitoring
Confirm that changing into maintenance mode and stop of monitoring have been successfully done.
(Refer to note of "4.1 hvoradisable - Discontinue Monitoring Resources™.)
3. Hot backup
Perform hot backup of the database. Be sure to check that the Oracle instance and listener are properly running before going on to

the next step.

4. Monitoring restart / Maintenance mode stop

# hvoraenabl e -a <userApplication> (Mnitoring restart)
# hvutil -moff <userApplication> (Miintenance node stop)

5. Confirmation of restart of monitoring and maintenance mode

Confirm that restart of monitoring and changing out of maintenance mode have been successfully done.
(Refer to note of "4.2 hvoraenable - Restart Monitoring Resources".)

3.2.4 Recovery

Recover the Oracle database according to the necessity of Oracle stop.

;ﬂ Information

When Oracle must be stopped to recover the Oracle database:
- The data file belongs to SYSTEM tablespace or UNDO tablespace
- The whole database is recovered
- Incomplete recovery is performed
When Oracle does not have to be stopped to recover the Oracle database:

- The data file does not belong to SYSTEM tablespace or UNDO tablespace
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- Complete recovery is performed

For details, see the Oracle manual

3.2.4.1 Oracle must be stopped

If Oracle must be stopped, recovery the Oracle database as follows. If there are Oracle-dependent resources (e.g. SAP R/3), a resource
failure might occur during Oracle stop, so it is necessary to stop them manually in advance.

1. userApplication stop

# hvutil -f <userApplication>

2. Monitoring disruption

Resource which monitoring is stopped by hvoradisable command will not start up even if the userApplication starts up. Using this
function, the resources other than Oracle can start up.

# hvoradi sabl e -a <user Application>

3. Confirmation of stop of monitoring

Confirm that stop of monitoring has been successfully done.
(Refer to note of "4.1 hvoradisable - Discontinue Monitoring Resources™.)

4. userApplication startup

# hvswi tch <user Applicati on>

5. Recovery

Recover the database.

6. Oracle instance and listener startup

# su - < Oracle user >

$ Isnrctl start <Listener>
$ sql plus /nol og

SQ.> connect / as sysdba
SQL> startup

7. Monitoring restart

# hvoraenabl e -a <userApplication>

8. Confirmation of restart of monitoring

Confirm that restart of monitoring has been successfully done.
(Refer to note of "4.2 hvoraenable - Restart Monitoring Resources".)

3.2.4.2 Oracle does not need to be stopped
If the Oracle does not need to be stopped, recover the Oracle database as follows;

1. Maintenance mode / Monitoring disruption

# hvutil -mon <userApplication> (Mintenance node)
# hvoradi sabl e -a <user Application> (Mnitoring disruption)
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2. Confirmation of maintenance mode and stop of monitoring

Confirm that changing into maintenance mode and stop of monitoring have been successfully done.
(Refer to note of "4.1 hvoradisable - Discontinue Monitoring Resources™.)

3. Recovery

Recover the database. Be sure to check if the Oracle instance and listener are properly running before going on to the next step.

4. Monitoring restart / Maintenance mode stop

# hvoraenabl e -a <userApplication> (Mnitoring restart)
# hvutil -moff <userApplication> (Miintenance nobde stop)

5. Confirmation of restart of monitoring and maintenance mode

Confirm that restart of monitoring and changing out of maintenance mode have been successfully done.
(Refer to note of "4.2 hvoraenable - Restart Monitoring Resources™.)

3.3 Oracle SYSTEM User Password Change

You can change the Oracle SYSTEM user password without stopping operation by using the following steps on the node where
userApplication is Online.

1. Discontinue monitoring the Oracle instance resources.

Execute the command as follows on all the cluster nodes.

# hvoradi sabl e -a <user Application>

Be sure to check the following message in syslog before going to the next step:

INFO 0101: Fault Watching is disable

or

I NFO 0101: Fault Watching is disabled

2. Change the Oracle SYSTEM user password

Change the Oracle SYSTEM user password.
In standby operation, change the password on the operating node. In scalable operation with Oracle RAC, change the password on
any one of the nodes.

jpﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

The following example shows how to change password to “oracle”.

# su - <Oracl e user>

$ sql plus /nol og

SQL> connect / as sysdba

SQ.> alter user systemidentified by oracle;
SQ.> exit

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

3. Register the Oracle SYSTEM user password to PRIMECLUSTER Wizard for Oracle

Register the Oracle SYSTEM user password to PRIMECLUSTER Wizard for Oracle using the clorapass command.
In standby operation, register the password on the operating node. In scalable operation with Oracle RAC, register the passwords for
each instance on any one of the nodes.

# [ opt/ FJISVcl or a/ sbi n/ cl or apass
Enter OracleSID > sid (Enter ORACLE_SID)
Enter Password > *****xx* (Enter “oracle” for password.)
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Re-enter Password > ******* (Re-enter “oracle” for password.)
Fi ni shed

4. Restart monitoring the Oracle instance resources

Execute the command as follows on all the cluster nodes.

# hvoraenabl e -a <user Applicati on>

Be sure to check the following message in syslog after execution:

INFO 0102: Fault Watching is enable

or

INFO 0102: Fault Watching is enabl ed

ﬂ%‘,See

» o«

- For the hvoradisable or hvoraenable command, see “4.1 hvoradisable - Discontinue Monitoring Resources”, “4.2 hvoraenable - Restart
Monitoring Resources”.

- For information on how to change the Oracle SYSTEM user password, refer to the Oracle manual.

- For the clorapass command, refer to “4.3 clorapass - Register Password for Monitoring”.
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3.4 Corrective Action against Failover

Oracle logging

If a failover or degeneration occurs in the event of a failure in PRIMECLUSTER operation with Oracle, solve the problem referring to the
Oracle alert log or trace log.

PRIMECLUSTER Wizard for Oracle logging

PRIMECLUSTER Wizard for Oracle provides information what kind of failure is detected and what corrective action should be taken in
the following log files:

/var/opt/reliant/log/ FISvcl ora_<Oracl eSI D>*. | og
/var/opt/reliant/|og/ FISVcl ora_<Li st ener Nane>*. | og

The log file formats are as follows:

Dat e/ type/ | D/ t ext

2002/ 04/ 25 15:18:40 [Info] [1101] Starting Oracl e detector

2002/ 04/ 25 15:18:40 [Info] [1102] Connected to Oracle

2002/ 04/ 25 15:18:40 [Error] [1299] ORA-01034 O acle not avail able.

- Date
Output in the format of YYYY/MM/DD HH:MM:SS.

- Type
Indicates classification. (Information, Error, Warning)

- ID
Indicates a message number.

- Text
Indicates message content.
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Qn Note

There is no restriction of space or memory for log files. RMS manages the log files.

The log files will be used for troubleshooting. Do not delete or delete the files.

3.5 Troubleshooting Information

If you encounter any problems with PRIMECLUSTER Wizard for Oracle operation you will need to conduct troubleshooting from log files
and setup files of PRIMECLUSTER Wizard for Oracle and its related products.

You may use the following files:

Oracle information
- Configuration files

$ORACLE_HOME/network/admin/*.ora
$ORACLE_HOME/dbs/*.ora
$ORACLE_BASE/admin/$ORACLE_SID/pfile/*.ora

- Log files

$ORACLE_HOME/rdbms/log/alert_$ORACLE_SID.log
$ORACLE_BASE/admin/$ORACLE_SID/bdump/alert $ORACLE_SID.log
Under $ORACLE_BASE/diag (Oracle 119)
$ORACLE_HOME/network/log/<ListenerName>.log
$ORA_CRS_HOME/crs/log/<nodename>.log (Oracle RAC 10g or later)

PRIMECLUSTER information

You can collect troubleshooting information by executing the “fjsnap” command of PRIMECLUSTER. Refer to the “PRIMECLUSTER
Configuration and Administration Guide”.

PRIMECLUSTER Wizard for Oracle information
- Configuration files

lopt/FISVcloraletc/*
lusr/opt/reliant/etc/hvgdconfig
lusr/opt/reliant/build/< configuration name >.usfiles/*

- Log files
Ivar/opt/reliant/log/*

ﬂ Information

You can collect troubleshooting information for Oracle and PRIMECLUSTER Wizard for Oracle using the fjsnap command. The fjsnap
command is a system information tool and is included in ESF (Enhanced Support Facility). If an error occurs on a PRIMECLUSER system,
the command will collect required information to solve the problem. Oracle information can be collected only if PRIMECLUSTER Wizard
for Oracle is correctly set.

For information on how to collect troubleshooting information of PRIMECLUSTER Wizard for Oracle only, see “4.5 clgetoralog - Collect
Troubleshooting Information”.

3.6 Log Files

PRIMECLUSTER Wizard for Oracle generates log files under the following directory.
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- Ivar/opt/reliant/log

Log files having information about startup/stop are stored in this directory.
Disk space for the directory is managed by PRIMECLUSTER.

2 See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000060OCOCEOESE

Refer to “PRIMECLUSTER Installation and Administration Guide”.
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- Ivar/opt/FJSVclora

Log files having information about monitoring are stored in this directory.
Required disk space for the directory is described below;

- Oracle instance resource :
5.5 MB per resource
- Listener resource :
4.5 MB per resource
- ASM instance resource :
0.0 MB per resource (no output)
- Oracle Clusterware resource :
0.0 MB per resource (no output)
However, when the watch timeout is detected, the following log files are made by the write-once type.
- FJSVclora_<SID>_idto.trclog
- FJSVclora_<LISTENER>_lIdto.trclog

These increase by 62 bytes about one watch timeout. In addition, the amount of consumption management by RMS is not performed
because these logs are management outside in RMS.

Qn Note

Do not remove these log files. They will be used for troubleshooting.
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IChapter 4 Command

4.1 hvoradisable - Discontinue Monitoring Resources

User

Super user
Format

Jopt/FISVclora/shin/hvoradisable userApplication Resource
Jopt/FISVclora/shin/hvoradisable -a [userApplication ]

Function

hvoradisable discontinues monitoring the Oracle instance and Oracle listener resources on the local node where the command is
executed. The command is used to stop the Oracle instances or Oracle listeners for maintenance. Also, it is available regardless of
whether userApplication is activated or deactivated.

If the command is executed while userApplication is stopped, and then it is started, the Oracle resources will enter Warning without
being started.

If the command is executed while userApplication is running, it will disable resource monitoring. The Oracle resources will enter
Warning. Even though the Oracle instance and Oracle listener are stopped, they will remain Warning. When you execute the command
while userApplication is running, be sure to check the resource state is Warning the stop the Oracle instance and Oracle listener.

Stopping userApplication, or Clearing userApplication fault will automatically cancel resource monitoring.

ﬂ Information

The ASM instance resource and Oracle Clusterware resource are not monitored, so it is not necessary to discontinue monitoring the
resource with the command. For further details about ASM instance resources, see “2.5.2 ASM (Automatic Storage Management)”.

Parameter
userApplication Resource
Specify userApplication including Oracle resources that will be disrupted monitoring.
Specify either of the Oracle instance or Oracle listener that will be disrupted monitoring.
userApplication and Resource that are specified as parameters should exist on the local node.
-a [userApplication ]

The option discontinues monitoring all Oracle instance and listener resources that belong to userApplication that is running on a local
node and is specified for userApplication.

If userApplication is omitted, the option will discontinue monitoring all the Oracle resources on the local node.
Exit status
0: Normal termination
1: Abnormal termination

2: Abnormal termination (disruption of resource monitoring with the -a option fails)

Qn Note

Note that execution timing. Unexpected resource failure or userApplication failover might be caused.
- Do not execute the command while state transition of userApplication is in progress.
- Do not execute the command while RMS is not running.

- Do not operate userApplications right after execution of the command. (At least a five-seconds interval is necessary.)
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- Do not operate Oracle instances and listeners manually right after execution of the command.
Confirm the stop of monitoring by using the following ways before the Oracle operation.

- Output of message “INFO: 0101: Fault Watching is disabled” in syslog
- Transition of resources onto Warning

- Output of clorainfo -m command is “disable”.

4.2 hvoraenable - Restart Monitoring Resources

User
Super user
Format

/opt/FISVclora/shin/hvoraenable userApplication Resource
Jopt/FISVclora/shin/hvoraenable -a [ userApplication]

Function

hvoraenable restarts monitoring the Oracle instance and Oracle listener resources on the local node where resource monitoring is
disrupted. It is available regardless of whether userApplication is activated or deactivated.

If the command is executed while userApplication is stopped, disabling resource monitoring with hvoradisable will be cancelled. .
If the command is executed while userApplication is running, it will restart resource monitoring.

The command must be executed after the Oracle instance and Oracle listener are started manually. Be sure to check the resource state
is changed from Warning to Online.

ﬂ Information

The ASM instance resource and Oracle Clusterware resource are not monitored, so it is not necessary to cancel resource monitoring with
the command. For further details about ASM instance resources, see “2.5.2 ASM (Automatic Storage Management)”.

Parameter
userApplication Resource
Specify userApplication including Oracle resources that will be disrupted monitoring.
Specify either of the Oracle instance or Oracle listener that will be disrupted monitoring.
userApplication and Resource that are specified as parameters should exist on the local node.
-a [ userApplication ]

The option restarts monitoring all Oracle instance and listener resources that belong to userApplication that is running on a local node
and is specified for userApplication.

If userApplicationis omitted, the option will restart monitoring all the Oracle resources on the local node.
Exit status
0: Normal termination
1: Abnormal termination

2: Abnormal termination (restart of resource monitoring with the -a option fails)

gn Note

Note that execution timing. Unexpected resource failure or userApplication failover might be caused.

- Do not execute the command while state transition of userApplication is in progress.
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- Do not operate userApplications right after execution of the command. (At least a five-seconds interval is necessary.)

- If Oracle instances or listeners have been stopped manually while stop of monitoring, start them up manually before the execution of
this command.

- The ways to confirm the restart of monitoring are as follows.
- Output of message “INFO: 0102: Fault Watching is enabled” in syslog
- Transition of resources onto Online

- Output of clorainfo -m command is “enable”.

4.3 clorapass - Register Password for Monitoring

User

Super user
Format
/opt/FISVclora/shin/clorapass
Function

clorapass registers the Oracle SYSTEM user password for PRIMECLUSTER Wizard for Oracle. The detector monitors Oracle
instances using the SYSTEM user privileges, so it requires the SYSTEM user password.

If the password is not registered, the detector will use “manager” as the SYSTEM user password.

Execute the command on any one of the nodes. In scalable operation (RAC) with multiple Oracle instances, execute the command for
each Oracle instance then set the Oracle SYSTEM user password.

Parameter
None.
Exit status
0: Normal termination
Non-0: Abnormal termination

2, See
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For information on how to change the password of the Oracle SYSTEM operating on a cluster system, see “3.3 Oracle SYSTEM User

>

Password Change ”.
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4}1 Note

For scalable operation, the Oracle SYSTEM user password needs to be registered for each instance.
Example: In case of DB_NAME=ora, ORACLE_SID=oral, ORACLE_SID=ora2,
Execute the command twice then register password for oral and ora2 respectively.

4.4 cloracpy - Create Backup File for Oracle Database Setup

User

Oracle DBA user
Format

/opt/FISVclora/shin/cloracpy
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Function

cloracpy enables users to backup files required for Oracle database setup on the operating node in the tar format. Also, the users can copy
the file and set links by extracting the backup data on the standby nodes.

- The command can be used in the following cases:
- - The $ORACLE_HOME and SORACLE_BASE settings are the same between the operating node and the standby nodes.
- - The Oracle configuration is the same between the operating node and the standby nodes.

- - Database creation and setup is already completed on the operating node.

- The command is executed with Oracle user access privileges
- - $ORACLE_BASE, $ORACLE_HOME, and $ORACLE_SID are set in the Oracle user environment variables.
- The following backup files can be created in the tar format:

- All files under SORACLE_HOME/dbs/

All files under SORACLE_BASE/admin/$ORACLE_SID/

All files under SORACLE_HOME/network/admin/
- All files under SORACLE_BASE/diag/

The files on the operating node will be stored in the “/tmp/oracle. $ORACLE_SID.tar” file. Transfer the file to standby nodes and execute
“tar xvf /tmp/oracle. $SORACLE_SID.tar” command there, then the archived files will be deployed on the standby nodes.

ﬂ Information

tar command on standby nodes should be executed with root user or Oracle user.
If executed with root user, specify “xvfp” options. (tar xvfp /tmp/oracle.<$ORACLE_SID> tar)
If executed with Oracle user, specify “xvf” options. (tar xvf /tmp/oracle.<$ORACLE_SID>.tar)

Since cloracpy creates and deploy the backup files in the tar format using the full path, it cannot be used if the “SORACLE_BASE” and
“$ORACLE_HOME” settings are incompatible between the operating and standby nodes.

Also, if the operation method is different between the operating node and standby nodes such as mutual or N:1 standby operation, the
command cannot be used. If a file with the same name exists, it will be overridden.

Parameter
None.
Exit status
0: Normal termination

Non-0: Abnormal termination

4.5 clgetoralog - Collect Troubleshooting Information

User

Super user
Format

lopt/FISVclora/bin/clgetoralog [ -n RMSconfiguration] [ -d output_directory] [ -a]
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Function

clgetoralog collects Oracle information for troubleshooting. The “clgetoralog” command collects Oracle setup information and log files
on a PRIMECLUSTER system.
The information will be collected in the “<hostname>_<yymmddHHMMSS>_clgetoralog.tar” file.

The “clgetoralog” command collects

- Initialization parameter file
$ORACLE_HOME/dbs/*.ora
$ORACLE_BASE/admin/$ORACLE_SID/pfile/*.ora

- Oracle alert log
background_dump_dest/*.log
$ORACLE_BASE/admin/$ORACLE_SID/bdump/*.log
$ORACLE_HOME/rdbms/log/*.log
$ORACLE_HOME/dbs/*.log
Under SORACLE_BASE/diag/

- listener.ora, tnsnames.ora
$ORACLE_HOME/network/admin/*.ora

- Listener log
$ORACLE_HOME/network/log/*.log

- Oracle Clusterware Information
$ORA_CRS_HOME/crs/admin/*
$ORA_CRS_HOME/crs/log/* ($ORA_CRS_HOME/log/<hostname>/crsd/*)

- VIL, configuration, and log files of PRIMECLUSTER Wizard for Oracle
- V/L and log files (switchlog) of RMS
- VIL, configuration, and patch information of PRIMECLUSTER

- System information
uname -a (system basic information)
uptime (system operating time)
psrinfo -v
{usr/platform/ arch -k’/shin/prtdiag (*1)
cat /etc/release (Solaris version)
cat /var/sadm/system/admin/CLUSTER (Solaris software group)
cat /var/sadm/ptf/newprev/Rcontents (PTF information)
grep -h “Install Solaris” /var/sadm/install_data/*OK (RSPC information)
pkgparam -v FJSVbse (ESF information)
isainfo -b, isainfo -v (instruction set architectures information)
sysdef -i (kernel parameter)
ipcs (shared resources)
swap -I (swap information)
ptree -a, ps -ef (process information)
ntpq -p (NTP information)
Ivarfadm/messages files

- System information (Solaris 10 only)
zonename, zoneadm list -vc (zone information)
ps -efZ, ps -efL -0 (process information)

(*1) Itis not gathered in Oracle Solaris 9 Containers.

ﬂ Information
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Parameter
[ -n RMSconfiguration ]

Specify RMS configuration name for RMSconfiguration.

If this option is specified, clgetoralog command collects RMS configuration information in addition to the information described in
“Function”. When the cluster application has been built by using GUI (userApplication Configuration Wizard), the RMS
configuration name is “config”. The RMS configuration name can be confirmed by the following command while RMS is running.

# [ opt/ SMAW bi n/ hvdi sp -a | grep Configuration
Configuration: /opt/SMAW SMAWRr s/ bui | d/ confi g. us

If this option is not specified, clgetoralog command collects only information described in “Function®.
[ -d output_directory ]

Specify  the  directory  where information is  collected.  Then, the command will store the
“<hostname>_<yymmddHHMMSS>_clgetoralog.tar” file in the directory. If the directory specified does not exist, it will
automatically be created.

If this option is omitted, the command will store the “<hostname>_<yymmddHHMMSS>_clgetoralog.tar” file under the default
directory (/var/tmp/).

[-a]
The option will collect the following information in addition to the information described in [Function]:
- Group of currently active RMS configuration files (all RMS configuration files with the -n option)
- RMS log files (/var/opt/reliant/log/*)
- RMS environment variable configuration file (/usr/opt/reliant/bin/hvenv.local)
- [var/adm/messages*
- letc/hosts, /etc/inet/hosts
- letc/passwd
- letc/services, /etc/inet/services
- [etc/system
- letc/vfstab
- showrev -p
If this option is omitted, the command will collect information described in [Function] only.
Exit status
0: Normal termination

Non-0: Abnormal termination

& Note

This command gets the value of background_dump_dest or diagnostic_dest parameter from the initialization parameter file or the server
parameter file, and searches the Oracle alert log. However, if these parameter files can not be read(e.g. the server parameter file exists on
a shared disk that is not mounted), the alert log is not also collected.

To prevent it, define the alert log in Jopt/FISVclora/etc/clgetoralog.conf using the full path so that you can acquire the alert log. Where the
alert log is stored is defined in background_dump_dest parameter. (background_dump_dest/diagnostic_dest parameter can be found in the
initialization parameter file or the server parameter file. It can be also displayed by SQL “show parameter dest”.)

The following example shows how to define /opt/FJSVclora/etc/clgetoralog.conf:

COLLECTOBJ=/ or acl e/ admi n/ or cl si d/ bdunp/ al ert _orcl sid. | og

* background_dump_dest = /oracle/admin/orclsid/bdump
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Start with “COLLECTOBJ=" and specify the file name using the full path after “=".

Wild card characters “*” cannot be used in the middle of the path name.

COLLECTOBJ=/ or acl e/ admi n/ or cl si d/ bdunp/*.trc [OK]
COLLECTOBJ=/ or acl e/ admi n/ */ bdunp/ *. trc [ NG

If wild card characters are used, and the data size becomes 10 MB or more, troubleshooting information might not be collected.

4.6 clorainfo - Display Resource Configuration and Monitoring
Status

User

Super user
Format

lopt/FISVclora/bin/clorainfo { -c [ RMSconfiguration] | -e | -m [ ResourceName] | -v }
Function

clorainfo displays configuration information and monitoring state of Wizard for Oracle.
Parameter

-c [ RMSconfiguration ]

The option displays setup information of Wizard for Oracle resources that are defined in the specified RMS configuration. Specify
the RMS configuration name for RMSconfiguration

If RMSconfigurations omitted, setup information of Wizard for Oracle resources that are currently active in the RMS configuration
will be displayed.

The option displays kernel parameter values and Oracle setup information on the local node.

ﬂ Information

When a Listener resource created in Oracle RAC scalable operation, it is impossible to set TNSName attribute of the resource even if
“TNS name registered in RMS” item is displayed by “clorainfo -e” command.

# [opt/FJSvcl oral/bin/clorainfo -e

nodel : Ora_APPL_LI STENER NODEL. |

User registered in RVMS (uid) : oracle (504)

User Goup (gid) : oinstall (504)

. dba (505)
ORACLE_HOVE : /u01/ app/ or acl e/ product/ db
Li stener registered in RVB . LI STENER_NODE1

Prot ocol Addresses . (DESCRI PTI ON=( ADDRESS=( PROTOCOL=TCP) . . .
. (DESCRI PTI ON=( ADDRESS=( PROTOCOL=TCP) . . .
TNS nane registered in RVS Doee--

-m [ ResourceName ]

The option displays whether or not Wizard for Oracle resources are being monitored (enable: monitoring is active, disable:
monitoring is inactive).

If ResourceName is specified, it will check the status of resource monitoring and returns the one of the following codes:
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0: Monitoring is active (RMS is running)

2: Monitoring is inactive (RMS is running)

10: Monitoring is active (RMS is not running)
12: Monitoring is inactive (RMS is not running)

The resource name of Wizard for Oracle (ResourceName) must exist on the local node.
If ResourceNameis omitted, whether or not all the resources of Wizard for Oracle on the local node are monitored will be displayed.
-V
The option displays package information of Wizard for Oracle that is installed on the local node.
Exit status

0: Normal termination or RMS is running and resource monitoring is active (“-m ResourceName” specified)
2: RMS is running and resource monitoring is inactive (“-m ResourceName” specified)

10: RMS s stopped, and resource monitoring is active (“-m ResourceName” specified)

12: RMS is stopped, and resource monitoring is inactive (“-m ResourceName” specified)

Other than the above values: Abnormal termination

4.7 clorabr - Integrated Backup and Restoration of Configuration
Files

User

Super user
Format

Jopt/FISVclora/bin/clorabr { backup | restore } [ -d backup_directory]
Function

PRIMECLUSTER Wizard for Oracle supports integrated backup and restoration (cfbackup/cfrestore) of PRIMECLUSTER systems.
The clorabr command can only backup and restore PRIMECLUSTER Wizard for Oracle configuration information.

& Note

For integrated backup and restoration of PRIMECLUSTER systems, refer to “Chapter 11 Backing Up and Restoring a
PRIMECLUSTER System” of the “PRIMECLUSTER Installation and Administration Guide”.

The following files can be backed up and restored:
- lopt/FISVcloraletc/FISVclora.pwd
- lopt/FJSVclora/etc/clgetoralog.conf
- lopt/FISVcloralusr/*
Parameter
backup

Backs up PRIMECLUSTER Wizard for Oracle configuration information. With this option, a list of configuration files that will be
backed up in standard output is displayed. The configuration information will be stored in FISVclora on the specified directory or
the directory (current directory) that is created with the clorabr command. For example, if this command is executed when the current
directory is /var/tmp, the backup information will be stored in /var/tmp/FISVclora.

restore

Restores the PRIMECLUSTER Wizard for Oracle configuration information that have previously been configured. With this
option, a list of configuration files that will be restored in standard output is displayed. Check that backed up configuration
information is stored in the specified directory or in FIJSVclora in the directory (current directory) that is created with the clorabr
command. For example, if the backup information is stored in /var/tmp/FJSVclora, execute the command after moving it to /var/tmp.
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Qﬂ Note

The following versions of PRIMECLUSTER Wizard for Oracle are permitted to be restored.
- 4.2A00
- 4.2A01
- 4.2A02

[ -d backup_directory ]

Specifies the directory where data will be backed up or restored using the full path. With the backup option, the FISVclora directory
will be created on the specified directory, and data will be stored in the FISVclora. With the restore option, data will be restored from

the FIJSVclora.
Without this option, data will be backed up or restored in the current directory where the command is executed.

Exit status
0: Normal termination

Non-0: Abnormal termination

-116 -



IChapter 5 Notice

Particular attention must be given to the operation of PRIMECLUSTER Wizard for Oracle.

Prerequisites and requirements

PRIMECLUSTER Wizard for Oracle has specific system requirements and component prerequisites that need to be understood prior to
operation.

InPRIMECLUSTER Wizard for Oracle, Environment that Oracle on shared disk is not supported. Install Oracle software to a local disk
of each node.

More than one Oracle product which version/release is different can be installed on the same node. However, the version and release
should be same on an operating node and standby nodes.
For the Oracle products supported, see “Software Release Guide” and “Handbook”.

A user name, user 1D, group name, and group 1D should be identical on all the nodes to install Oracle.
If multiple ORACLE_HOME are configured on one server, a different user name must be assigned respectively.

Set up directory path of local disk to ORACLE_HOME, because environment that Oracle software is installed on shared disk is not
supported.

An Oracle database must be configured on the shared disk.

Setting Oracle log output on the shared disk is not recommended. When a disk device fails, log might not be output, or the Oracle
instance might not be started.

Note of location of archived redo logs.

- Located on local disks
If Oracle recovery is required, the archived redo logs on both nodes should be put together.

- Located on shared disks
Note that there is sufficient space to archive for archived redo log files. If there is insufficient space, and data updating processing
through monitoring SQL hangs, an oracle resource might fail. Moreover, userApplication failover will fail and operating of Oracle
database will completely stop.

The Oracle “TWO_TASK” environment variable cannot be used. For details, see “2.2.7.1 Oracle database Creation and Setting”.

The setting to connect to an Oracle database must not be described in login.sql of an Oracle user. For details, see “2.2.7.1 Oracle
database Creation and Setting”.

The password file authentication cannot be used. Use OS authentication.

PRIMECLUSTER Wizard for Oracle connects to Oracle instance with SYSDBA system privilege to start up or stop Oracle instance/
database. In this case, local connection in operating system authentication is used. Therefore, the following requirements should be
satisfied. (If not, startup and stop of Oracle instance/database might fail.)

» o«

- Oracle user that is set for Oracle instance resource in “2.2.9 userApplication with Oracle Resources”, “2.3.5 userApplication with
Oracle RAC Instances and Listeners” or “2.4.5 userApplication with Oracle RAC Instances and Listeners” should belong to
OSDBA group.

- SQLNET.AUTHENTICATION_SERVICES parameter should not be defined in sglnet.ora file.
The other connections (e.g. user own connection for maintenance) can use the password file authentication.

A command (e.g. script) that has interactive mode should not be described in Oracle user's profile(e.g. /etc/
profile, .bash_profile, .cshrc, .profile). It may cause failure of resource monitoring or userApplication startup or shutdown.

For details, refer to “2.2.2 Oracle Installation and Configuration”, “2.3.2 Oracle Software Installation and Configuration” or “2.4.2
Oracle Software Installation and Configuration”.

Environment that Oracle user's home directory and profile are located on the shared disk is not supported. Oracle user's home directory
and profile must be located on the local disk of each node.

In Oracle 10g or later environment, operating system authentication of Listener should be enabled. For details, refer to “2.2.7.1 Oracle
database Creation and Setting”.
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- Oracle user should have access privileges for /tmp directory.
The programs of PRIMECLUSTER Wizard for Oracle working with Oracle user use /tmp directory. If Oracle user does not have access
privileges for /tmp directory, the programs do not work correctly and startup or shutdown of Oracle fails.

- Using of the "su -" command is not supported for user scripts(prestartup*, nomount*, mount*) under /opt/FISVclora/usr.

Features and functions

Below are guidelines and precautions to be taken in using the features and functions provided by PRIMECLUSTER Wizard for Oracle.

The detector connects itself to the database using SYSTEM user access privileges to monitor Oracle instances. It also monitors Oracle
operation by creating a monitoring table on the SYSTEM user default tablespace. The size of the table is only a few bytes. The table
data is periodically updated, so the REDO log is updated, and the archived redo log data is output.

- Stopping an Oracle instance in the “immediate” mode fails in the following situations:
- A DBA user is being connected to the Oracle instance, or
- Online backup is the Oracle instance is in progress
If this occurs, Wizard for Oracle will shut down the Oracle instance with “abort” mode.

The time required for Oracle instance startup and stop varies depending on the database size. The default startup timeout is 10 minutes.
The default stop timeout is 3 minutes.

The RMS command “hvshut” has its own timeout. Even though hvshut times out, userApplication stop processing will be continued
along with RMS stop.

If a database failure is detected during Oracle instance startup, the database will automatically be recovered. Note that if scalable
operation with Oracle9i RAC is used in a system, automatic recovery will not be performed. If recovery is required, specify the
following file names under the “/opt/FISVclora/usr” directory:

jJJ Example

© © 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000006006060COCOCEOESE

cd /opt/FJSvVcl oral usr
mv ./ _nount 10EndBackup. sh ./ nount 10EndBackup. sh
mv ./ _nmount 20EndBackup. sh ./ nmount 20EndBackup. sh
mv ./ mount O5EndBackup_Medi aRecover. sh

./ _mount 05EndBackup_Medi aRecover . sh

H* H H H

© 0000000000000 00000000000000000000000000O0O0C0C0COCOCOCOCEOCEOCEOCEOCEOCIOCEOCIOCOCEOCEOCOCIOCI0CIOCI0C0CI0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCQCCQCCOCQOCEOCEECEEETS

5 See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000060OCOCEOESE

For details, see “2.5.1 Oracle Online/Offline Script”.

© 0000000000000 00000000000000000000000000O0O0C0C0COCOCOCOCEOCEOCEOCEOCEOCIOCEOCIOCOCEOCEOCOCIOCI0CIOCI0C0CI0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCQCCQCCOCQOCEOCEECEEETS

- In scalable operation with Oracle RAC 10g or later, an RMS resource is created based on the resource name of Oracle RAC or
OracleSID. For details, see “2.3.2 Oracle Software Installation and Configuration” or “2.4.2 Oracle Software Installation and
Configuration”.

- MonitorOnly can be enabled in the following cases. For details, see “2.2.9 userApplication with Oracle Resources”.

- One resource of “Instance” type and one resource of “Listener” type exist, and StartPriority is set to “Same”. In this case,
MonitorOnly only for the one of them can be enabled.

- More than one resources of “Instance” type exist. In this case, MonitorOnly for the one of them cannot be enabled, but all of the
others can be enabled.

- More than one resources of “Listener” type exist. In this case, MonitorOnly for the one of them cannot be enabled, but all of the
others can be enabled.

- Do not execute “srvctl” or “sglplus” commands to shut down Oracle instance. It might cause mismatched status between RMS and
Oracle RAC.
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Configuration

Below are guidelines and precautions to be taken in configuring an environment that allows for PRIMECLUSTER Wizard for Oracle
operations.

- Be aware of the exit code and timeout duration when the following scripts are set:
PreOnlineScript, PostOnlineScript, PreOfflineScript, PostOfflineScript, and FaultScript.
For details, see “2.5.1 Oracle Online/Offline Script”.

Operations

Users need to take a special precaution when changing the SYSTEM password for PRIMECLUSTER Wizard for Oracle as follows:
- For information on how to change the Oracle SYSTEM user password while a cluster system is running, see “3.3 Oracle SYSTEM User

Password Change ”.

Others
Users need to take the following special precaution when operating PRIMECLUSTER Wizard for Oracle:

- If an Oracle instance is stopped in the abort mode, it will automatically be recovered at the next instance startup.
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IChapter 6 Message

This chapter describes messages generated by PRIMECLUSTER Wizard for Oracle and lists the possible causes and actions you can take
to resolve any problems indicated by a message.

Oracle instance resource messages

ERROR: 1202: Cannot map shared memory or get semaphore
[Content]

A system error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 1203: Cannot open actionlist
[Content]

The action definition file cannot be opened.

[Corrective action]

Check if the action definition file already exists, or file access privileges have been changed.

ERROR: 1204: Corrupted actionlist: Invalid errno, line=xx
[Content]

The “errno” setting of the action definition file is incorrect.

[Corrective action]

Check the “errno” setting of “line=%d” in the action definition file.

ERROR: 1205: Corrupted actionlist: Invalid status, line=xx
[Content]

The “status” setting of the action definition file is incorrect.
[Corrective action]

Check the “status” setting of “line=%d” in the action definition file.

ERROR: 1206: Corrupted actionlist: Invalid action, line=xx
[Content]

The “action” setting of the action definition file is incorrect.
[Corrective action]

Check the “action” setting of “line=%d” in the action definition file.

ERROR: 1208: <Oracle process> process error
[Content]

An Oracle process error was detected.

[Corrective action]

Check if Oracle is properly running by referring to the Oracle alert log.

ERROR: 1213: Action error detected: Offline

-120 -



[Content]

The “Offline” state of the resource will be notified.

[Corrective action]

Check if Oracle is properly running by referring to the Oracle alert log.

ERROR: 1214: Action error detected: Faulted
[Content]

The “Faulted” state of the resource will be notified.

[Corrective action]

Check if Oracle is properly running by referring to the Oracle alert log.

ERROR: 1215: Action error detected: Restart
[Content]

Monitoring will be retried.

[Corrective action]

Check if Oracle is properly running by referring to the Oracle alert log.

ERROR: 1219: Cannot read hvgdconfig
[Content]
The RMS configuration file (hvgdconfig file) cannot be read.

[Corrective action]

Modify the RMS configuration file manually then check the file settings.

ERROR: 1220: Not Found xx setting in hvgdconfig
[Content]

The “%s” setting of the RMS configuration file (hvgdconfig file) is incorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 1223: Not found AttributeName in hvgdconfig
[Content]
The “AfttributeName” setting of the RMS configuration file (hvgdconfig file) is incorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 1224: Receiving of monitoring instruction failed (detail)
[Content]

An internal error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

Contact system administrators.

ERROR: 1225: Reporting of monitoring result failed : status
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[Content]

An internal error occurred. Notification of monitoring result failed.

[Corrective action]

Contact system administrators.

ERROR: 1226: Checking existence of Detector process failed
[Content]

An internal error occurred. Checking whether or not the detector process is alive failed.

[Corrective action]

Contact system administrators.

ERROR: 1227: Invalid setting in hvgdconfig : AttributeName
[Content]
The “AfttributeName” setting of the RMS configuration file (hvgdconfig file) is incorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 1299: ORA-XXXXX
[Content]

An Oracle error “ORA-xxxxx” is output.

[Corrective action]

Check if Oracle is properly running by referring to the Oracle alert log.

WARNING: 1302: Action error detected: Warning
[Content]

The warning state of the resource will be notified.

[Corrective action]

Check if Oracle is properly running by referring to the Oracle alert log.

ERROR: 3402: clorainstance detected Oracle error! (ORA-XXXXX: )
[Content]

An Oracle error occurred while Oracle startup or shutdown was in progress (svrmgrl).

[Corrective action]

Check if Oracle is properly running by referring to the Oracle alert log.

ERROR: 3403: clorainstance detected Oracle error! (ORA-XXXXX: )
ERROR: 7301: clasminstance detected Oracle error! (ORA-XXXXX: )

[Content]

An Oracle error occurred while Oracle startup or shutdown was in progress (sqlplus).

[Corrective action]

Check if Oracle is properly running by referring to the Oracle alert log.
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ERROR: 6227: cloranap terminates the startup of Oracle RAC instance resource "ResourceName",
because UNKNOWN state of ASM was detected. (detail) Please check ASM.

[Content]

Startup of Oracle RAC instance has been terminated because UNKNOWN state of ASM was detected during the startup process of the
Oracle RAC instance. Information about ASM is described in the detail. (ASM resource name, status)
This message may appear in the environment of Oracle RAC using ASM.

[Corrective action]

Check the status of ASM described in the detail, and resolve a problem.

Oracle listener resource messages

ERROR: 2202: Cannot map shared memory or get semaphore
[Content]

A system error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 2203: Cannot get ORACLE_HOME
[Content]
ORACLE_HOME cannot be acquired.

[Corrective action]
Check if ORACLE_HOME is correctly set for the environment variable.

ERROR: 2204: Cannot read hvgdconfig
[Content]
The RMS configuration file (hvgdconfig file) cannot be read.

[Corrective action]

Modify the RMS configuration file manually then check the file settings.

ERROR: 2205: Not Found xx setting in hvgdconfig
[Content]

The “%s” setting of the RMS configuration file (hvgdconfig file) is incorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 2206: Not Found AttributeName in hvgdconfig
[Content]
The “AfttributeName” setting of the RMS configuration file (hvgdconfig file) is incorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 2210: Tnsping detected the error (xx)
[Content]

Listener monitoring with the tnsping command failed.
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[Corrective action]

Check the Listener log and if the Listener is properly running.

ERROR: 2211: The listener name is invalid
[Content]

The Oracle listener name is incorrect.

[Corrective action]

Check the Listener settings such as listener.ora and tnsnames.ora.

ERROR: 2214: The process of the listener does not exist
[Content]

An Oracle listener process failure was detected. It will be output along with userApplication stop.

[Corrective action]

If the error is output during userApplication is online, check the Listener log and if the Listener is properly running.

ERROR: 2215: Process ID of the listener is not found
[Content]

The Listener process ID is unknown.

[Corrective action]

Check the Listener log and if the Listener is properly running.

ERROR: 2219: Reporting of monitoring result failed : status
[Content]

An internal error occurred. Notification of monitoring result failed.

[Corrective action]

Contact system administrators.

ERROR: 2220: System error occurred(detail)
[Content]

A system error occurred.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 2221: Receiving of monitoring instruction failed (detail)
[Content]

An internal error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

Contact system administrators.

ERROR: 2222: Checking existence of Detector process failed
[Content]

An internal error occurred. Checking whether or not the detector process is alive failed.
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[Corrective action]

Contact system administrators.

Common messages

INFO: 0101: Fault Watching is disable
INFO: 0101: Fault Watching is disabled

[Content]

Monitoring resource was discontinued after the hvoradisable was executed.

[Corrective action]

None. Execute the hvoraenable command to restart resource monitoring.

INFO: 0102: Fault Watching is enable
INFO: 0102: Fault Watching is enabled
[Content]

Resource monitoring was restarted after the “hvoraenable” command was executed.

[Corrective action]

None.

24 See

» o«

For details of the commands, see “4.1 hvoradisable - Discontinue Monitoring Resources”, “4.2 hvoraenable - Restart Monitoring
Resources”.

ERROR: 0207: Cannot allocate memory for hvgdconfig : AttributeName
[Content]

A system error occurred. Acquisition of memory failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0208: Data init error
[Content]

A system error occurred. Acquisition of semaphore failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0209: Fork error
[Content]

A system error occurred. Generation of process failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0211: User xx not found.
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[Content]

The Oracle user settings are incorrect.

[Corrective action]

Check if Oracle user information (e.g. username) is correct.

ERROR: 0212: Cannot create log xx
[Content]

Log files cannot be created.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0213: Library init error
[Content]

A system error occurred. Initialization failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0219: Detector aborted
[Content]

A system error occurred. The detector will be terminated.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0220: Not found <AttributeName> in hvgdconfig.
[Content]
The “AfttributeName” setting of the RMS configuration file (hvgdconfig file) is not set.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 0221: Invalid setting in hvgdconfig : AttributeName
[Content]
The “AfttributeName” setting of the RMS configuration file (hvgdconfig file) is incorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 0222: Checking permission of resource monitoring failed
[Content]

An internal error occurred. Checking monitoring disruption failed.

[Corrective action]

Contact system administrators.

ERROR: 0223: Checking existence of fault monitor process failed
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[Content]

An internal error occurred. Checking whether or not the monitoring process is alive failed.

[Corrective action]

Contact system administrators.

ERROR: 0224: Sending monitoring instruction failed (detail)
[Content]

A system error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0225: Receiving of monitoring result failed (detail)
[Content]

A system error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0226: Watch Timeout occurred (count)
[Content]

Since there’ s no response from Oracle or Listener, timeout occurs.

[Corrective action]

Check if Oracle or Listener is properly running by referring to the Oracle alert log or Listener log.

ERROR: 0227: Receiving of Script notice failed
[Content]

An internal error occurred. Communication with the script failed.

[Corrective action]

Contact system administrators.

ERROR: 0228: Starting fault monitor failed
[Content]

Startup of the monitoring process failed.

[Corrective action]

Contact system administrators.

ERROR: 0229: Pipe error
[Content]

A system error occurred. Creation of output pipe failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.
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L:j Note

PRIMECLUSTER Wizard for Oracle outputs error messages to system console other than messages described above if error in Oracle
instance startup occurs.

clgetoralog messages

clgetoralog [ERROR] Creation of temporary directory failed! (directory_name)
[Content]

Cannot make a temporary directory.

[Corrective action]

Check the system environment.

clgetoralog [ERROR] Invalid RMS Configuration name! (RMS_configuration)
[Content]

The specified RMS configuration RMS_configuration does not exist.

[Corrective action]

Retry with a correct RMS configuration name.

clgetoralog [ERROR] No space in path_name (details)!
[Content]

Not enough disk space in path_name.

[Corrective action]

Check the system environment.

clgetoralog [ERROR] Creation of directory failed! (directory_name)
[Content]

Cannot make a directory directory_name where collected information is stored.

[Corrective action]

Check the system environment.

clgetoralog [ERROR] "file_name" already exists!
[Content]

Cannot make file_name because the same name file already exists.

[Corrective action]

The directory where the collected information has been stored is shown in the following message. Create an archive file from the
directory manually with other file name.

clgetoralog [ERROR] Creation of "file_name" failed!
[Content]

Cannot create an archive file file_name.
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[Corrective action]

The directory where the collected information has been stored is shown in the following message. Create an archive file from the
directory manually.

clgetoralog [WARN] Obtaining local SysNode Name failed!
[Content]

Cannot get local SysNode name, but clgetoralog continues collecting information.

[Corrective action]

None.

clgetoralog [WARN] Execution of hvw failed!
[Content]

Cannot execute an RMS command hvw(1M) correctly, but clgetoralog continues collecting information.

[Corrective action]

None.

clgetoralog [WARN] Result of hvw is invalid!
[Content]

An RMS command hvw(1M) has returned unexpected result, but clgetoralog continues collecting information.

[Corrective action]

None.

clgetoralog [WARN] Wizard for Oracle resources not found in hvgdconfig!
[Content]

There are no definitions of Wizard for Oracle resources in hvgdconfig file, but clgetoralog continues collecting information.

[Corrective action]

None.

clgetoralog [WARN] Obtaining RMS Configuration name from CONFIG.rms failed!
[Content]

Cannot get RMS configuration name, but clgetoralog continue collecting information.

[Corrective action]

None.

clgetoralog [WARN] Invalid RMS Configuration name! (RMS_configuration)
[Content]

Cannot get RMS configuration name, but clgetoralog continue collecting information.

[Corrective action]

None.

clorainfo messages

clorainfo: ERROR: Obtaining local SysNode Name failed!
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[Content]

Cannot get a local SysNode name.

[Corrective action]
Check if CF (Cluster Foundation) has been configured and is “UP” state.

clorainfo: ERROR: Checking RMS running status failed! (details)
[Content]

Cannot check if RMS is running or not.

[Corrective action]

Check if PRIMECLUSTER installation, cluster setup and building a cluster application (userApplication) have been completed.

clorainfo: ERROR: Obtaining RMS configuration name failed! (details)
[Content]

Cannot get an RMS configuration name.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

clorainfo: ERROR: CONFIG.rms does not exist! (details)
[Content]
CONFIG.rms file does not exist.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

clorainfo: ERROR: Wizard for Oracle resources not found
[Content]

There is no Wizard for Oracle resources in a build userApplication (cluster application).

[Corrective action]

Check if building a userApplication (cluster application) has been completed or Oracle instance resources or Listener resources are
included in the userApplication.

clorainfo: ERROR: The specified resource does not exist on this SysNode (SysNode_name), or does not
belong to Wizard for Oracle! - resource_name

[Content]

The specified resource resource_name does not exist on the local node SysNode_name, or is not a Wizard for Oracle resource.

[Corrective action]

Retry with a correct resource name.

clorainfo: ERROR: Resource does not belong to Wizard for Oracle - resource_name

[Content]

The specified resource resource_name is not a Wizard for Oracle resource.

[Corrective action]

Retry with a correct resource name.
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clorainfo: ERROR: Invalid RMS Configuration.
[Content]

RMS configuration is invalid.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

clorainfo: ERROR: RMS_configuration does not exist.
[Content]

The specified RMS configuration does not exist.

[Corrective action]

Retry with a correct RMS configuration name.

hvoradisable/hvoraenable messages

command: ERROR: Internal error! (details)
[Content]

Internal error occurred.

[Corrective action]

Contact your system administrator.

command: ERROR: Failed to disable/enable resource monitoring - resource_name

[Content]

Cannot disable or enable monitoring.

[Corrective action]

Contact your system administrator.

command: ERROR: hvgdconfig does not exist!
[Content]

hvgdconfig file does not exist.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

command: ERROR: Obtaining local SysNode Name failed!
[Content]

Cannot get a local SysNode name.

[Corrective action]
Check if CF (Cluster Foundation) has been configured and is “UP” state.

command: ERROR: Obtaining RMS configuration Name failed!
[Content]

Cannot get an RMS configuration name.
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[Corrective action]

Check if building a userApplication (cluster application) has been completed.

command: ERROR: Execution of hvw failed!
[Content]

Cannot execute an RMS command hvw(1M) correctly.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

command: ERROR: Result of hvw is invalid!
[Content]

Cannot execute an RMS command hvw(1M) correctly.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

command: ERROR: Failed to disable/enable resource monitoring! (details)
[Content]

Cannot disable or enable monitoring because of details.

[Corrective action]

Check if PRIMECLUSTER installation, cluster setup and building a cluster application (userApplication) have been completed.

command: ERROR: No Wizard for Oracle resources belong to specified userApplication! -
userApplication_name

[Content]

There are no Wizard for Oracle resources in the specified userApplication userApplication_name.

[Corrective action]

Retry with a correct userApplication name.

command: ERROR: No Wizard for Oracle resources are in the current RMS configuration!

[Content]

There are no Wizard for Oracle resources in the current RMS configuration.

[Corrective action]

Check if building a userApplication (cluster application) has been completed or Oracle instance resources or Listener resources are
included in the userApplication.

command: ERROR: No Wizard for Oracle resources exist on this node! - SysNode_name

[Content]

There are no Wizard for Oracle resources on a local node SysNode_name.

[Corrective action]

Check if building a userApplication (cluster application) has been completed or Oracle instance resources or Listener resources are
included in the userApplication.

command: ERROR: Invalid userApplication or Resource!
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[Content]

The specified userApplication name or resource name is invalid.

[Corrective action]

Retry with a correct userApplication name and resource name.

command: ERROR: The specified resource does not exist on SysNode_name! - resource_name
[Content]

The specified resource does not exist on a local node SysNode_name.

[Corrective action]

Retry with a correct resource name or retry on a correct node.

command: WARNING: RMS is not running, but the monitoring of resource_name is disabled/enabled.
[Content]

The monitoring is disabled or enabled although RMS is not running.

[Corrective action]

This setting will become effective in the next RMS startup.

cloracpy messages

ORACLE_SID not found.
[Content]
ORACLE_SID cannot be acquired.

[Corrective action]
Check if ORACLE_SID is correctly set for the environment variable.

ORACLE_HOME not found.
[Content]
ORACLE_HOME cannot be acquired.

[Corrective action]
Check if ORACLE_HOME is correctly set for the environment variable.

ORACLE_BASE not found.
[Content]
ORACLE_BASE cannot be acquired.

[Corrective action]
Check if ORACLE_BASE is correctly set for the environment variable.

ORACLE_HOME/dbs is invalid.
[Content]
ORACLE_HOMEIdbs directory does not exist.

[Corrective action]

Check if the directory exists.

ORACLE_HOME/network/admin is invalid.
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[Content]
ORACLE_HOMEInetwork/admin directory does not exist.

[Corrective action]

Check if the directory exists.

ORACLE_BASE/admin/ORACLE_SID is invalid.
[Content]
ORACLE_BASEIadmin/ ORACLE_SID directory does not exist.

[Corrective action]

Check if the directory exists.

cloracpy:tar is error.(EXIT_CODE).
[Content]

Cannot execute tar(1) command correctly.

[Corrective action]

Check the disk space or authority of /tmp directory.

clorapass messages

Cannot read password_file.
[Content]

Cannot read the password file.

[Corrective action]

Check the password file.

File format error password_file.
[Content]

Password file occurred format error.

[Corrective action]

Delete the password file, set password again. If more than one password was registered in the file, set all of them.

Cannot allocate memory.
[Content]

A system error occurred. Acquisition of memory failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

Cannot write password_file.
[Content]

Cannot write the password file.

[Corrective action]

Check the password file.
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Password not match.
[Content]

An incorrect password was entered.

[Corrective action]

Enter a correct password.
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Appendix A Failure case studies

Most of Oracle instance startup failures or cluster failover failures are due to Oracle instance down invents. Sometimes, the same or similar
problems can occur due to setup or evaluation mistakes made by users.

This section discusses possible causes, corrective and preventive action of problems caused by improper settings or mistaken evaluations

Oracle instances Startup/stop failure All
AutoRecover or Failover Al2
Warning status A.l3
Oracle listeners Startup/stop failure A2l
AutoRecover or Failover A22
Warning status A23

A.1 Oracle instances

A.1.1 Startup/stop failure

Oracle instance startup or stop failed.

[Case 1] (Standby Operation, Scalable Operation with Oracle9i RAC)
Oracle instance startup or stop fails when the PRIMECLUSTER RMS resource settings are invalid.

Check the resource setup information by executing the “clorainfo -c” command. See “4.6 clorainfo - Display Resource Configuration and
Monitoring Status”.

- Oracle user
- OracleSID

- Scripts (e.g. PreOnlineScript)
A correct path must be set.
The script must have execution permission.
The script must behave correctly.

If your setup information is incorrect, set proper values again. See “Chapter 2 Environment setup”.

[Case 2] (Standby Operation, Scalable Operation with Oracle9i RAC)

Oracle instance startup or stop fails when user script settings in /opt/FISVclora/usr are incorrect (standby operation or scalable operation
with Oracle9i RAC only).

Check if the user scripts behave correctly.

[Case 3] (Standby Operation, Scalable Operation with Oracle9i RAC)
Oracle instance startup or stop fails when Oracle settings are invalid.

Check the Oracle alert log, so you might be able to detect the cause of the failure.
Also, check if Oracle can be started or stopped properly. If you discontinue Oracle instance resource monitoring, you can operate Oracle
manually. See “3.2.4.1 Oracle must be stopped”.

[Case 4] (Scalable Operation with Oracle RAC 10g or later)

When starting userApplication with Oracle RAC Instances resource in the state where Oracle Clusterware is not running, the resource state
enters Wait until exceeds the time set as ScriptTimeout (refer to step “9” of “2.3.5 userApplication with Oracle RAC Instances and
Listeners” or step “10” of “2.4.5 userApplication with Oracle RAC Instances and Listeners”). If it exceeds the time set as ScriptTimeout
with the resource state maintain Wait, the resource state will enter Faulted.
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Execute the following methods according to each pattern.

- Inthe case of configuration that the Oracle Clusterware and Oracle RAC instance are registered in different userApplication. (It matches
“Configuration A” in “2.3.3 userApplication and Resource Configuration” or “Configuration A” in “2.4.3 userApplication and
Resource Configuration”.)

At first, check whether Oracle Clusterware is running.

The following command execution, you can check whether Oracle Clusterware is running.

# su - <Oracl e user>
$ crs_stat

In the environment of Oracle RAC 11g R2, execute crsctl status resource command with Grid user.

When the following message is outputted, Oracle Clusterware may be not running.

CRS- 0184: Cannot comunicate with the CRS daenon.

When Oracle Clusterware is not running, there is a possibility that the setting that Oracle Clusterware starts earlier than Oracle RAC
Instance is incorrect.

Check whether the script which starts Oracle Clusterware resource is set as the PreOnlineScript of Oracle RAC Instance (refer to “note”
of step “9” of “2.3.5 userApplication with Oracle RAC Instances and Listeners” or “10” of “2.4.5 userApplication with Oracle RAC
Instances and Listeners”).

- Inthe case of configuration that the Oracle Clusterware and Oracle RAC instance are registered in the same userApplication. (It matches
“Configuration B” in “2.3.3 userApplication and Resource Configuration” or “Configuration B” in “2.4.3 userApplication and
Resource Configuration™.)

There is a possibility that starting of Oracle RAC Instance resource is failed.

Check whether you have no mistakes in setting of Oracle RAC Instance resource (“2.3.5 userApplication with Oracle RAC Instances
and Listeners” or “2.4.5 userApplication with Oracle RAC Instances and Listeners™).

In addition, check whether you have no mistakes in setting of PRIMECLUSTER RMS and Oracle (refer to “Case 1” and “Case 3”).

- Inthe case of configuration that the Oracle Clusterware is not registered. (It matches “Configuration C” in “2.3.3 userApplication and
Resource Configuration” or “Configuration C” in “2.4.3 userApplication and Resource Configuration”.)

Check whether Oracle Clusterware is running.

The following command execution, you can check whether Oracle Clusterware is running.

# su - <Oracl e user>
$ crs_stat

In the environment of Oracle RAC 11g R2, execute crsctl status resource command with Grid user.

When the following messages are outputted, Oracle Clusterware may be not running.

CRS- 0184: Cannot communicate with the CRS daenon.

Clear Faulted state of the resource, after that, execute the following commands and start Oracle Clusterware.

# /etc/init.d/init.crs start

In the environment of Oracle RAC 11g R2, execute crsctl start crs command with Grid user.

After that, start userApplication.

A.1.2 AutoRecover or Failover

AutoRecover, userApplication failover or degeneration occurred because of an Oracle instance resource failure.
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[Case 1] (Standby Operation, Scalable Operation with Oracle RAC)

If there is insufficient space to archive, and data updating processing through monitoring SQL hangs, an oracle resource might fail.
Moreover, userApplication failover will fail and operating of Oracle database will completely stop.
Check the Oracle alert log, so you might be able to detect the cause of the failure.

Also, backup archived redo logs then reserve enough disk space.

[Case 2] (Standby Operation, Scalable Operation with Oracle RAC)

If monitoring timeout occurs twice in a row, a resource failure will occur. If the following error message is output to syslog, you can
determine the cause of this problem:
“ERROR: 0226: Watch Timeout occurred”

Take corrective action on Oracle.

In Oracle instance monitoring of PRIMECLUSTER Wizard for Oracle, if there is no reply from Oracle within a specified time, monitoring
timeout will be considered. At the first monitoring timeout, the resource will only enter Warning, however, if it occurs twice in a row, a
resource failure will be determined.

A.1.3 Warning state

Oracle has been activated, but an Oracle instance resource has entered Warning.

[Case 1] (Standby Operation, Scalable Operation with Oracle RAC)
An Oracle instance resource enters Warning when
- The Oracle SYSTEM user password is not registered in PRIMECLUSTER Wizard for Oracle,
- The Oracle SYSTEM user password is registered in PRIMECLUSTER Wizard for Oracle, but it is incorrect, or
- The correct Oracle SYSTEM user password is registered in PRIMECLUSTER Wizard for Oracle, but it is disabled.

If ORA-01017 is output to syslog, you can determine the cause of this problem.
Register the correct SYSTEM user password again. See “3.3 Oracle SYSTEM User Password Change ”.

[Case 2] (Standby Operation, Scalable Operation with Oracle RAC)
An Oracle instance resource enters Warning when the Oracle SYSTEM user account is locked, so you are not allowed to connect to Oracle.
If ORA-28000 is output to syslog, you can determine the cause of this problem.
You can also check the SYSTEM user account by referring to the following SQL.
If the “account_status” column indicates “LOCKED(TIMED)” or “LOCKED”, you can determine the cause of this problem.

# su - <Oracle user>

$ sql plus /nol og

SQL> connect / as sysdba

SQ.> sel ect usernane, account_status from dba_users;

Access Oracle using sysdba privileges then release account locking of the SYSTEM user.

# su - < Oracl e user >

$ sql plus /nol og

SQ.> connect / as sysdba

SQ.> al ter user system account unl ock;

If ORA-01017 is output to syslog as well as ORA-28000, an incorrect password might have been registered. If this is the case, correct the
SYSTEM user password. See “3.3 Oracle SYSTEM User Password Change ”. Then, release account locking using the procedure above.

[Case 3] (Standby Operation, Scalable Operation with Oracle RAC)

An Oracle instance resource enters Warning when instance monitoring is discontinued.
Check the monitoring status by executing the “clorainfo -m” command. See “4.6 clorainfo - Display Resource Configuration and
Monitoring Status”.
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If instance monitoring has been discontinued, check if the Oracle instance has been activated with the OPEN status then restart monitoring.
See “4.2 hvoraenable - Restart Monitoring Resources”.

[Case 4] (Standby Operation, Scalable Operation with Oracle RAC)

In Oracle instance monitoring, an Oracle instance resource enters Warning if there is no reply from SQL (e.qg. insert, update, etc.) within
aspecified time, but you can access Oracle, and the instance indicates OPEN. “ERROR: 0226: Watch Timeout occurred” message will also
be output to syslog.

Take corrective action on Oracle.

In Oracle instance monitoring of PRIMECLUSTER Wizard for Oracle, if there is no reply from Oracle within a specified time, monitoring
timeout will be considered. At the first monitoring timeout, the resource will only enter Warning, however, if it occurs twice in a row, a
resource failure will be determined.

[Case 5] (Standby Operation, Scalable Operation with Oracle RAC)

In Oracle instance monitoring, an Oracle instance resource enters Warning if you cannot access Oracle because of a max session error or
max process error.

If ORA-00018 or ORA-00020 is output to syslog, you can determine the cause of this problem.

For the maximum number of sessions that are set in the Oracle SESSIONS parameter, or the maximum number of processes that are set in
the PROCESSES parameter, estimate enough values considering monitoring sessions for PRIMECLUSTER Wizard for Oracle.

For details see the Oracle manual.

[Case 6] (Standby Operation, Scalable Operation with Oracle RAC)

An Oracle instance resource enters Warning when the SYSTEM user's password has expired, so Oracle connection is not allowed.

If ORA-28001 is output to syslog, you can determine the cause of this problem.

You can also check it by referring to the following SQL statement. If the ORA-28001 error message appears, you can determine the cause
of this problem.

# su - <Oracle user>

$ sql plus /nol og

SQ.> connect systen password

ERROR:

ORA-28001: the password has expired

Changi ng password for system
New passwor d:

If this is the case, change the SYSTEM user's password. After that, register the password with “clorapass” command. Refer to “3.3 Oracle
SYSTEM User Password Change ”.

[Case 7] (Scalable Operation with Oracle RAC 10g or later)

The monitoring of Oracle RAC instance resource becomes failure when setting of WFTime is the followings, the resource state enter
Warning until it is recovered by Oracle Clusterware.

- [PersistentWarning]
- [<second>]

It is possible to check setting of WFTime by the “clorainfo -¢” command. (For detail of “WFTime”, refer to step “9” of “2.3.5
userApplication with Oracle RAC Instances and Listeners” or “10” of “2.4.5 userApplication with Oracle RAC Instances and Listeners”).
Check the Oracle alert log, so you might be able to detect the cause of the failure.

A.2 Oracle listeners

A.2.1 Startup/stop failure

Oracle listener startup or stop failed.
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[Case 1] (Standby Operation, Scalable Operation with Oracle RAC)

Oracle listener startup or stop fails when the PRIMECLUSTER RMS resource settings are invalid.
Check the following resource setup information by executing the “clorainfo -c” command. See “4.6 clorainfo - Display Resource
Configuration and Monitoring Status”.

Oracle user name

Listener name

TNSName (net service name)
Scripts (e.g. PreOnlineScript)

A correct path must be set.
The script must have execution permission.
The script must behave correctly.

If your setup information is incorrect, set proper values again. See “Chapter 2 Environment setup”.

[Case 2] (Standby Operation, Scalable Operation with Oracle9i RAC)

Oracle listener startup or stop fails when the listener settings such as IP address and port number are incorrect.

Check listener logs, so you might be able to detect the cause of the failure.

Also, check ifthe listener can be started or stopped properly. If you discontinue Oracle instance resource monitoring, you can operate Oracle
manually. See “3.2.4.1 Oracle must be stopped”.

[Case 3] (Scalable Operation with Oracle RAC 10g or later)

When starting userApplication with listener resource in the state where Oracle Clusterware is not running, the resource state enters Warning
until exceeds the time set as ScriptTimeout (refer to step “9” of “2.3.5 userApplication with Oracle RAC Instances and Listeners” or “16” of
“2.4.5 userApplication with Oracle RAC Instances and Listeners”). If it exceeds the time set as ScriptTimeout with the resource state
maintain Wait, the resource state will enter Faulted.

Execute the following methods according to each pattern.

In the case of configuration that the Oracle Clusterware and Oracle RAC instance are registered in different userApplication. (It matches
“Configuration A” in “2.3.3 userApplication and Resource Configuration” or “Configuration A” in “2.4.3 userApplication and
Resource Configuration”.)

At first, check whether Oracle Clusterware is running.

The following command execution, you can check whether Oracle Clusterware is running.

# su - <Oracle user>
$ crs_stat

In the environment of Oracle RAC 11g R2, execute crsctl status resource command with Grid user.

When the following message is outputted, Oracle Clusterware may be not running.

CRS- 0184: Cannot communicate with the CRS daenon.

When Oracle Clusterware is not running, there is a possibility that the setting that Oracle Clusterware starts earlier than Oracle RAC
Instance is incorrect.

Check whether the script which starts Oracle Clusterware resource is set as the PreOnlineScript of Oracle RAC Instance (refer to “note”
of step “9” of “2.3.5 userApplication with Oracle RAC Instances and Listeners” or “10” of “2.4.5 userApplication with Oracle RAC
Instances and Listeners”).

In the case of configuration that the Oracle Clusterware and Oracle RAC instance are registered in the same userApplication. (It matches
“Configuration B” in “2.3.3 userApplication and Resource Configuration” or “Configuration B” in “2.4.3 userApplication and
Resource Configuration”.)

There is a possibility that starting of listener resource is failed.

Check whether you have no mistakes in setting of listener resource (“2.3.5 userApplication with Oracle RAC Instances and Listeners”
or “2.4.5 userApplication with Oracle RAC Instances and Listeners”).
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In addition, check whether you have no mistakes in setting of listener (refer to “Case 27).

- Inthe case of configuration that the Oracle Clusterware is not registered. (It matches “Configuration C” in “2.3.3 userApplication and
Resource Configuration” or “Configuration C” in “2.4.3 userApplication and Resource Configuration”.)

Check whether Oracle Clusterware is running.

The following command execution, you can check whether Oracle Clusterware is running.

# su - <Oracl e user>
$ crs_stat

In the environment of Oracle RAC 11g R2, execute crsctl status resource command with Grid user.

When the following messages are outputted, Oracle Clusterware may be not running.

CRS- 0184: Cannot comunicate with the CRS daenon.

Clear Faulted state of the resource, after that, execute the following commands and start Oracle Clusterware.

# letc/init.d/init.crs start

In the environment of Oracle RAC 11g R2, execute crsctl start crs command with Grid user.
After that, start userApplication.

A.2.2 AutoRecover or Failover

A userApplication failover or degeneration occurred because of Oracle listener resource failure.

[Case 1] (Standby Operation, Scalable Operation with Oracle RAC)

A userApplication failover or degeneration occurs when the PRIMECLUSTER RMS resource settings (especially TNSName) are invalid.
Check the following resource setup information by executing the “clorainfo -¢c” command. See “4.6 clorainfo - Display Resource
Configuration and Monitoring Status”.

- Oracle user name
- Listener name
- TNSName (net service name)

If your setup information is incorrect, set proper values again. See “Chapter 2 Environment setup”.

[Case 2] (Standby Operation, Scalable Operation with Oracle9i RAC)

A userApplication failover or cluster degeneration occurs when the net service name of tnsnames.ora is incorrect.
Check the net service name in tnsnames.ora file.

A.2.3 Warning state

A listener resource has entered Warning.

[Case 1] (Standby Operation, Scalable Operation with Oracle RAC)

A listener resource enters Warning when listener monitoring is discontinued.
Check the monitoring status by executing the “clorainfo -m” command. Refer to “4.6 clorainfo - Display Resource Configuration and
Monitoring Status”.

If listener monitoring has been discontinued, check if the listener has been activated then restart monitoring. Refer to “4.2 hvoraenable -
Restart Monitoring Resources”.
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[Case 2] (Standby Operation, Scalable Operation with Oracle9i RAC)

In listener monitoring using the tnsping command of the Oracle, when constant time did not have the reply of the tnsping command, the

resource enters Warning (WatchTimeout).
If the following error message is output to syslog, you can confirm the cause of this problem: “ERROR: 0226: Watch Timeout occurred”

Check the listener log, and investigate and handle it.
In listener monitoring of PRIMECLUSTER Wizard for Oracle, if there is no reply from tnsping within a specified time, monitoring timeout
will be considered. At the first monitoring timeout, the resource will only enter Warning, however, if it occurs twice in a row, a resource

failure will be determined.

[Case 3] (Scalable Operation with Oracle RAC)

The monitoring of listener resource becomes failure when setting of WFTime is the followings, the resource state enter Warning until it is
recovered by Oracle Clusterware.

- [PersistentWarning]
- [<second>]

It is possible to check setting of WFTime by the “clorainfo -¢” command. (For detail of “WFTime”, refer to step “9” of “2.3.5
userApplication with Oracle RAC Instances and Listeners” or “16” of “2.4.5 userApplication with Oracle RAC Instances and Listeners”).
Check whether the cause of resource failure is reported referring to the listener log or log files.

-142 -



Appendix B Change Oracle Resource Settings

This section explains how to change the Oracle resource settings.

B.1 Resource Additional Creation

B.1.1 Respectively

This section explains how to create an Oracle resource newly and register it to an existing userApplication that includes an Oracle resource

already.

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

To create a Listener “LISTENER_2” newly and register it to an existing userApplication including an Oracle instance resource and a
Listener resource “LISTENER” already.

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

1. Stop RMS on all nodes.

2.

Start up userApplication Configuration Wizard.

Qn Note

If you create and register an Oracle RAC instance resource or a Listener resource in the Oracle RAC 10g R2/11g R1/11g R2 Scalable
Operation, start up Oracle Clusterware on the node where userApplication Configuration Wizard is running.

For details, see “2.3.5 userApplication with Oracle RAC Instances and Listeners” in the case of the Oracle RAC 10g R2/11g R1
Scalable Operation, or “2.4.5 userApplication with Oracle RAC Instances and Listeners” in the case of the Oracle RAC 11g R2
Scalable Operation.

Select “Edit userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.
Select the target resource (e.g. Oraclel) from the list in the “List of userApplication and resource” screen, and click “Next”.

Select a resource that one wants to create from the menu in the “Set up Resource” screen, and click “Next”.

- In the Standby Operation or the Oracle9i RAC Scalable Operation
If you create and register an Oracle instance resource or an ASM instance resource, select “Additionallnstance” here, and click
“Next”. After that, create and set the resource according to the steps 4, 5 of “2.2.9 userApplication with Oracle Resources”.
If you create and register a Listener resource, select “AdditionalListener” here, and click “Next”. After that, create and set the
resource according to the steps 6, 7 of “2.2.9 userApplication with Oracle Resources”.

- In the Oracle RAC 10g R2/11g R1 Scalable Operation
If you create and register an Oracle Clusterware resource, select “AdditionalOracleClusterware” here, and click “Next”. After
that, create and set the resource according to the steps 3 - 5 of “2.3.4 userApplication with Oracle Clusterware”.
If you create and register an Oracle RAC instance resource or a Listener resource, select “AdditionalRACInstance/Listener”
here, and click “Next”. After that, create and set the resource according to the steps 4 - 9 of “2.3.5 userApplication with Oracle
RAC Instances and Listeners”.

- Inthe Oracle RAC 11g R2 Scalable Operation
If you create and register an Oracle Clusterware resource, select “AdditionalOracle11gR2Clusterware” here, and click “Next”.
After that, create and set the resource according to the steps 3 - 5 of “2.4.4 userApplication with Oracle Clusterware”.
If you create and register an Oracle RAC instance resource, select “AdditionalRAC11gR2Instance” here, and click “Next”. After
that, create and set the resource according to the steps 7 - 11 of “2.4.5 userApplication with Oracle RAC Instances and Listeners”.
If you create and register an Oracle RAC listener resource, select “AdditionalRAC11gR2L.istener” here, and click “Next”. After
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that, create and set the resource according to the steps 13 - 17 of “2.4.5 userApplication with Oracle RAC Instances and
Listeners”.
Repeat the step 6 if need to create and register resources else.

After completion, select “SAVE+EXIT” in the “Set up Resource” screen, and click “Registration”.
After that, reply “Yes” to the displayed message “0803 Do you want to register setup in a cluster system?

»

Reply “Yes” to the displayed message “0817 Do you want to distribute RMS Configuration?”

Click “End” in the “userApplication Configuration menu” screen, and terminate userApplication Configuration Wizard.

B.1.2 In a Group

This section explains how to create an Oracle resource newly and register it to an existing userApplication that does not include any Oracle
instance resource and Listener resource.

jJJ Example
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To create an Oracle instance resource and(or) a Listener resource newly and register them(it) to an existing userApplication including Gds,
Fsystem and Gls resources already.
In the standby operation, it is the same as the procedure in “2.2.9 userApplication with Oracle Resources”.
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1.

2.

Stop RMS on all nodes.

Start up userApplication Configuration Wizard.

Ln Note

If you create and register an Oracle RAC instance resource or a Listener resource in the Oracle RAC 10g R2/11g R1/11g R2 Scalable
Operation, start up Oracle Clusterware on the node where userApplication Configuration Wizard is running.

For details, see “2.3.5 userApplication with Oracle RAC Instances and Listeners” in the case of the Oracle RAC 10g R2/11g R1
Scalable Operation, or “2.4.5 userApplication with Oracle RAC Instances and Listeners” in the case of the Oracle RAC 11g R2
Scalable Operation.

Select “Remove userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.

Select the existing userApplication (e.g. userApp_1) from the list in the “List of userApplication and resource” screen, and click
“Remove”.

After that, click “userApplication” to reply to the displayed message “0807 Do you want to remove only selected userApplication
(userApplication_name)? Do you want to remove all the resources userApplication?”

QJT Note

Do not click “All” to reply to the message. Not only the userApplication but also existing resources will be removed.

Select “Create Resource” in the “userApplication Configuration menu” screen, and click “Next”.
Select “Oracle” from the “Resource type” list in the “Create Resource” screen, and click “Next”.
Select a resource that one wants to create from the menu in the “Set up Resource” screen, and click “Next”.
- In the Standby Operation or the Oracle9i RAC Scalable Operation
If you create and register an Oracle instance resource or an ASM instance resource, select “Additionallnstance” here, and click
“Next”. After that, create and set the resource according to the steps 4, 5 of “2.2.9 userApplication with Oracle Resources”.

If you create and register a Listener resource, select “AdditionalListener” here, and click “Next”. After that, create and set the
resource according to the steps 6, 7 of “2.2.9 userApplication with Oracle Resources”.
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- In the Oracle RAC 10g R2/11g R1 Scalable Operation
If you create and register an Oracle Clusterware resource, select “AdditionalOracleClusterware” here, and click “Next”. After
that, create and set the resource according to the steps 3 - 5 of “2.3.4 userApplication with Oracle Clusterware”.
If you create and register an Oracle RAC instance resource or a Listener resource, select “AdditionalRACInstance/Listener”
here, and click “Next”. After that, create and set the resource according to the steps 4 - 9 of “2.3.5 userApplication with Oracle
RAC Instances and Listeners”.

- In the Oracle RAC 11g R2 Scalable Operation

If you create and register an Oracle Clusterware resource, select “AdditionalOracle11gR2Clusterware” here, and click “Next”.
After that, create and set the resource according to the steps 3 - 5 of “2.4.4 userApplication with Oracle Clusterware”.

If you create and register an Oracle RAC instance resource, select “AdditionalRAC11gR2Instance” here, and click “Next”. After
that, create and set the resource according to the steps 7 - 11 of “2.4.5 userApplication with Oracle RAC Instances and Listeners”.
If you create and register an Oracle RAC listener resource, select “AdditionalRAC11gR2L.istener” here, and click “Next”. After
that, create and set the resource according to the steps 13 - 17 of “2.4.5 userApplication with Oracle RAC Instances and
Listeners”.

8. Repeat the step 7 as many times as needed.

9. Select “Create userApplication” in the “userApplication Configuration menu” screen, and click “Next”.
After that, create a userApplication including the Oracle resource.

- In the Standby Operation or the Oracle9i RAC Scalable Operation
For further details of the attributes of userApplication, refer to “2.2.3 userApplication Creation”.

- In the Oracle RAC 10g R2/11g R1 Scalable Operation
For further details of the attributes of userApplication, refer to “2.3.3 userApplication and Resource Configuration”.

- In the Oracle RAC 11g R2 Scalable Operation
For further details of the attributes of userApplication, refer to “2.4.3 userApplication and Resource Configuration”.

10. Click “End” in the “userApplication Configuration menu” screen, and terminate userApplication Configuration Wizard.

B.2 Change Resource Settings

This section explains how to change settings of an existing resource.

jJJ Example
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To change “Interval” attribute of an existing Oracle instance resource, from “60” to “30”.
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1. Stop RMS on all nodes.

2. Start up userApplication Configuration Wizard.

QJT Note

If you create and register an Oracle RAC instance resource or a Listener resource in the Oracle RAC 10g R2/11g R1/11g R2 Scalable
Operation, start up Oracle Clusterware on the node where userApplication Configuration Wizard is running.

For details, see “2.3.5 userApplication with Oracle RAC Instances and Listeners” in the case of the Oracle RAC 10g R2/11g R1
Scalable Operation, or “2.4.5 userApplication with Oracle RAC Instances and Listeners” in the case of the Oracle RAC 11g R2
Scalable Operation.

3. Select “Edit userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.
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4.

5.

6.

10.

11.

Select the resource (e.g. Oraclel) which includes the resource (Oracle Clusterware resource, Oracle instance resource or the Listener
resource) that one wants to modify from the list in the “List of userApplication and resource” screen, and click “Next”.

Select the existing resource that one wants to modify from the menu in the “Set up Resource” screen, and click “Next”.

- In the Standby Operation or the Oracle9i RAC Scalable Operation
If you modify an Oracle instance resource or an ASM instance resource, select “OraclelnstanceName[/]='OracleSID” here, and
click “Next”. In the next screen, select “SELECTED="'Orac/eSID”, and click “Next”.
If you modify an Oracle instance resource or an ASM instance resource, select “OracleListenerName[s]=L/STENER’ here, and
click “Next”. In the next screen, select “SELECTED=L/STENER’, and click “Next”.

- In the Oracle RAC 10g R2/11g R1 Scalable Operation
If you modify an Oracle Clusterware resource, select “OracleClusterware[7]=Clusterware” here, and click “Next”. In the next
screen, select “SELECTED=Clusterware”, and click “Next”.
If you modify an Oracle RAC instance resource or a Listener resource, select “RACInstance/Listener[/1]=CRS resource name’
here, and click “Next”. In the next screen, select “SELECTED=CRS resource name”, and click “Next”.

- In the Oracle RAC 11g R2 Scalable Operation
If you modify an Oracle Clusterware resource, select “Oracle11gR2Clusterware[7]=Clusterware” here, and click “Next”. In the
next screen, select “SELECTED=Clusterware”, and click “Next”.
If you modify an Oracle RAC instance resource, select “RAC11gR2Instance[/1]=Orac/eS/ID” here, and click “Next”. In the next
screen, select “SELECTED=0Orac/eS/ID”, and click “Next”.
If you modify an Oracle RAC listener resource, select “RAC11gR2Listener[7]=CRS resource name” here, and click “Next”. In
the next screen, select “SELECTED=CRS resource name”, and click “Next”.

Change settings in the “Set up Resource” screen.

- In the Standby Operation or the Oracle9i RAC Scalable Operation
In the case of an Oracle instance resource or an ASM instance resource, change settings according to the step 5 of “2.2.9
userApplication with Oracle Resources”.
In the case of a Listener resource, change settings according to the step 7 of “2.2.9 userApplication with Oracle Resources”.

- In the Oracle RAC 10g R2/11g R1 Scalable Operation
In the case of an Oracle Clusterware resource, change settings according to the step 5 of “2.3.4 userApplication with Oracle
Clusterware”.
In the case of an Oracle RAC instance resource or a Listener resource, change settings according to the step 9 of “2.3.5
userApplication with Oracle RAC Instances and Listeners”.

- Inthe Oracle RAC 11g R2 Scalable Operation

In the case of an Oracle Clusterware resource, change settings according to the step 5 of “2.4.4 userApplication with Oracle
Clusterware”.

In the case of an Oracle RAC instance resource, change settings according to the step 10 of “2.4.5 userApplication with Oracle
RAC Instances and Listeners”.

In the case of an Oracle RAC listener resource, change settings according to the step 16 of “2.4.5 userApplication with Oracle
RAC Instances and Listeners”.

Select “SAVE+RETURN?” in the “Set up Resource” screen after completed.

Repeat the steps 5 - 7 if need to change resources else.

After completion, select “SAVE+EXIT” in the “Set up Resource” screen, and click “Registration”.
After that, reply “Yes” to the displayed message “0803 Do you want to register setup in a cluster system?”

Reply “Yes” to the displayed message “0817 Do you want to distribute RMS Configuration?”

Click “End” in the “userApplication Configuration menu” screen, and terminate userApplication Configuration Wizard.
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B.3

Resource Deletion

B.3.1 Respectively

This section explains how to delete an Oracle instance or a Listener resource from an existing userApplication that includes an Oracle
resource already.

jJJ Example
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To delete only a Listener resource from an existing userApplication including an Oracle instance resource and a Listener resource already
in standby operation.
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1.

6.

Stop RMS on all nodes.

. Start up userApplication Configuration Wizard.

2
3.
4

Select “Edit userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.

. Select the resource (e.g. Oraclel) which includes the resource (Oracle Clusterware resource, Oracle instance resource or the Listener

resource) that one wants to delete from the list in the “List of userApplication and resource” screen, and click “Next”.
Select the existing resource that one wants to delete from the menu in the “Set up Resource” screen, and click “Next”.

- In the Standby Operation or the Oracle9i RAC Scalable Operation
If you modify an Oracle instance resource or an ASM instance resource, select “OraclelnstanceName[7]='OracleSID” here, and
click “Next”. In the next screen, select “NONE”, and click “Next”.
If you modify an Oracle instance resource or an ASM instance resource, select “OracleListenerName[/]=L/STENER’ here, and
click “Next”. In the next screen, select “NONE”, and click “Next”.

- In the Oracle RAC 10g R2/11g R1 Scalable Operation
If you modify an Oracle Clusterware resource, select “OracleClusterware[7]=Clusterware” here, and click “Next”. In the next
screen, select “NONE”, and click “Next”.
If you modify an Oracle RAC instance resource or a Listener resource, select “RACInstance/Listener[/1]=CRS resource name’
here, and click “Next”. In the next screen, select “NONE”, and click “Next”.

- In the Oracle RAC 11g R2 Scalable Operation
If you modify an Oracle Clusterware resource, select “Oracle11gR2Clusterware[7]=Clusterware” here, and click “Next”. In the
next screen, select “NONE”, and click “Next”.
If you modify an Oracle RAC instance resource, select “RAC11gR2Instance[7]=Orac/eSID” here, and click “Next”. In the next
screen, select “NONE”, and click “Next”.
If you modify an Oracle RAC listener resource, select “RAC11gR2Listener[/]]=CRS resource name” here, and click “Next”. In
the next screen, select “NONE”, and click “Next”.

Repeat the step 5 if need to delete resources else.

Ln Note

You may not delete all the resources included in the Oracle resource (e.g.Oraclel). At least one or more resources (Oracle Clusterware
resource, Oracle instance resource or Listener resource) should exist in the Oracle resource.
If you need to delete all the resources included in the Oracle resource, perform the steps in “B.3.2 In a Group”.

After completion, select “SAVE+EXIT” in the “Set up Resource” screen, and click “Registration”.
After that, reply “Yes” to the displayed message “0803 Do you want to register setup in a cluster system?”

8. Reply “Yes” to the displayed message “0817 Do you want to distribute RMS Configuration?”

9. Click “End” in the “userApplication Configuration menu” screen, and terminate userApplication Configuration Wizard.
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B.3.2 In a Group

This section explains how to delete an Oracle resource and a Listener resource in a group from an existing userApplication including them
already.

jJJ Example
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When delete an Oracle resource and a Listener resource in a group from an existing userApplication including them already in standby

operation.

1. Stop RMS on all nodes.

2. Start up userApplication Configuration Wizard.

3. Select “Remove userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.

4, Select the existing userApplication (e.g. userApp_1) from the list in the “List of userApplication and resource” screen, and click
“Remove”.

After that, click “userApplication” to reply to the displayed message “0807 Do you want to remove only selected userApplication
(userApplication_name)? Do you want to remove all the resources userApplication?”

L’] Note

Do not click “All” to reply to the message. Not only the userApplication but also existing resources will be removed.

5. Select “Remove userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.

6. Select the target resource (e.g. Oracle1) from the list in the “List of userApplication and resource” screen, and click “Remove”.
After that, reply “Yes” to the displayed message “0808 Do you want to remove only selected Resource (Resource_name) and all the
resources under Resource?”

7. Select “Create userApplication” in the “userApplication Configuration menu” screen, and click “Next”.

After that, create a userApplication that includes the remaining resources.
8. Click “End” in the “userApplication Configuration menu” screen, and terminate userApplication Configuration Wizard.
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Appendix C Procedure for Updating of the CRS Control

This section describes the procedure for updating the CRS control (Oracle Clusterware control) in PRIMECLUSTER Wizard for Oracle
4.1A30/A40 environment to 4.2A02 version.

The procedure depends on the management of the CRS (hereinafter called “Oracle Clusterware”) after updating.

- Configuration A (Creation of a new userApplication including an Oracle Clusterware resource)
It matches “Configuration A” in “2.3.3 userApplication and Resource Configuration”.

- Configuration B (Addition of an Oracle Clusterware resource to an existing userApplication including an Oracle RAC instance
resource)
It matches “Configuration B” in “2.3.3 userApplication and Resource Configuration”.

- Configuration C (Modification of a PreOnlineScript attribute of an existing Oracle RAC instance resource)
It matches “Configuration C” in “2.3.3 userApplication and Resource Configuration”.

Qn Note

- It is necessary to grasp userApplication configuration (relation of SysNode, userApplication and resources) before updating.
It should be done in PRIMECLUSTER Wizard for Oracle 4.1A30/A40 environment (before updating to 4.2A02) by Cluster Adminor
hvdisp command.

- “Case of Configuration X” in the following steps is the direction only for Configuration .X.
If the direction is not written clearly, it suits all cases.

- The following steps should be done after completing the installation of PRIMECLUSTER Wizard for Oracle 4.2A02.

1. Stop RMS on all nodes if it is running.

# hvshut -a<Return>

2. Start up an Oracle Clusterware on a node where userApplication Configuration Wizard will be run.
Execute the following command as a super-user.

# /etc/init.d/init.crs start<Return>

3. Start up userApplication Configuration Wizard.
Make Web-Based Admin View connect to the node where the Oracle Clusterware is running in the step 2, and start up
userApplication Configuration Wizard.

4. Select “Edit userApplication or Resource” in the “userApplication Configuration menu” screen.
5. Select an Oracle RAC instance resource in the “List of userApplication and resource” screen (e.g. Oraclel), and click “Next”.

6. Select the Oracle RAC instance in the “Set up Resource (Resource name : xxx)~ screen (e.g. RACInstance/
Listener[0]=ora.dbname.inst1.inst), and click “Next”.

7. Select “SELECTED:xxx” (e.g. SELECTED:ora.dbname.inst1.inst), and click “Next”.

8. Check the box of “Advanced setup”, and select “(PreOnlineScript="/opt/FISVclora/sbin/cloracrs~<OracleUser>")”.
After that, click “Next”.

9. Remove or modify the PreOnlineScript.

- Case of Configuration A or B
Select “NONE”, and click “Next”.

- Case of Configuration C
Select “FREECHOICE”, and enter the path as follows (add “start” parameter).
After that, click “Next”.

/opt/ FJSVcl oral/ shin/cloracrs <Oracl eUser> start
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10. Confirm that the PreOnlineScript has been removed or modified, and then select “SAVE+RETURN”.
After that, click “Next”.

11. Perform the procedure appropriate for a configuration.

- Case of Configuration A

Do nothing here and jump to the next step.

- Case of Configuration B
Add an Oracle Clusterware resource to a userApplication including an existing Oracle RAC instance resource.

For more detailed information, see the step 3 to 6 in “2.3.4 userApplication with Oracle Clusterware”.

- Case of Configuration C

Do nothing here and jump to the next step.

12. Select “SAVE+EXIT”, and click “Registration”.

- Case of Configuration A

- Click “Yes” to reply the dialog box 0803.

- Click “No” to reply the dialog box 0817.
Repeat the step 4 to 12 in “Appendix C” for other Oracle RAC instance resources if necessary.

- Case of Configuration B or C

- Click “Yes” to reply the dialog box 0803.
- Click “Yes” to reply the dialog box 0817 if the necessary procedure has been completed, otherwise click “No”.
- Repeat the step 4 to 12 in “Appendix C” for other Oracle RAC instance resources if necessary.

- Finally, jump to the step 14 in “Appendix C”.

13. Create an Oracle Clusterware resource and userApplication newly. (This step is only for Configuration A.)

1.

Create an Oracle Clusterware resource.
Perform the step 1 to 7 in “2.3.4 userApplication with Oracle Clusterware”.

. Create a userApplication including the Oracle Clusterware resource.

Select “Create userApplication” in the “userApplication Configuration menu” screen.

- Record the userApplication name specified in the “Set up userApplication name and operation method” screen. The name
is necessary for the step 4).
Specify “Standby” (standby operation) as the operation method.

- Select the one SysNode where the Oracle Clusterware resource created in the step 1) runs in the “Select SysNode” screen.
- Select the Oracle (Clusterware) resource name created in the step 1) in the “Select Resources” screen.

Edit the Oracle RAC instance resource.

Perform the same procedure of the step 4 to 8 in “Appendix C”, and jump to the screen of the PreOnlineScript.

In the step 5, the Oracle RAC instance resource that exists on the same node as the userApplication including the Oracle
Clusterware resource created in the step 2) should be selected.

Set the PreOnlineScript of the Oracle RAC instance resource.
Select “FREECHOICE”, and enter the path as follows, referring to the step 9 in “2.3.5 userApplication with Oracle RAC
Instances and Listeners”.

/opt/FJSVcl oral/ sbin/clorastartwait <userApplication nane created in the step 2)>

Confirm that the PreOnlineScript has been set, and then select “SAVE+RETURN”.
After that, click “Next”.

Select “SAVE+EXIT”, and click “Registration”.
Click “Yes” to reply the dialog box 0803.
Click “Yes” to reply the dialog box 0817 if the necessary procedure has been completed, otherwise click “No”.

Repeat the step 3) to 6) above for other Oracle RAC database if necessary.
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14. Click “End” in the “userApplication Configuration menu” screen and terminate userApplication Configuration Wizard.
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Appendix D Procedure for Removal of the Oracle RAC

Service Resource

This section describes the procedure for removal of the Oracle RAC service resource registered in PRIMECLUSTER Wizard for Oracle
4.1A30 environment. The procedure in this section removes the Oracle RAC service resource registered in PRIMECLUSTER RMS, not
the Oracle RAC service itself.

The procedure is divided into two procedures as below:

1. Inthe case that the Oracle RAC service resource is removed, but a userApplication that includes the resource is not removed, refer to
“D.1” and remove the Oracle RAC service resource only.
Before removal, confirm that the userApplication runs correctly without the Oracle RAC service resource.

2. In the case that the Oracle RAC service resource and a userApplication that includes the resource are removed, refer to “D.2” and
remove the both.
Before removal, confirm that the removal does not cause any influence.

Qn Note

- The following steps should be done after completing the installation of PRIMECLUSTER Wizard for Oracle 4.2A02.

D.1 Removal of only the Oracle RAC Service Resource

1. Stop RMS on all nodes if it is running.

# hvshut -a<Return>

2. Start up userApplication Configuration Wizard.
Make Web-Based Admin View connect to any node, and start up userApplication Configuration Wizard.

3. Remove a userApplication including an Oracle RAC service resource once.

& Note

Perform this step if the userApplication includes not only the Oracle RAC service resource but also the other resources. If not, skip
this step and jump to the step 4.

Record the userApplication attributes according to the following steps 1) to 5). They are necessary for the step 5.
After that, remove the userApplication according to the following steps 6) to 7).

1.
2.

Select “Edit userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.

Select the userApplication including the Oracle RAC service resource in the “List of userApplication and resource” screen
(e.g. userApp_0), and click “Next”.

Do nothing in the “Set up attribute” screen, and click “Next”.

Check the registration information of the userApplication in the “Confirm registration” screen.
- Check all resources’ name included in the userApplication in the “Resource” tabbed screen.
- Check all attributes of the userApplication in the “Attributes” tabbed screen.

Click “Registration”.
Click “Yes” to reply the dialog box 0803.
Click “No” to reply the dialog box 0817.

Select “Remove userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.
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D.2

7. Select the userApplication (This is the same as the userApplication selected in the step 2).) including the Oracle RAC service
resource in the “List of userApplication and resource” screen, and click “Remove”.
Click “userApplication” to reply the dialog box 0807.

Remove the Oracle RAC service resource.
1. Select “Remove userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.

2. Select the Oracle RAC service resource in the “List of userApplication and resource” screen (e.g. Oraclel), and click
“Remove”.
Click “Yes” to reply the dialog box 0808.

Create a userApplication again if userApplication had been removed in the step 3.
1. Select “Create userApplication” in the “userApplication Configuration menu” screen, and click “Next”.

2. Create a userApplication.
The attributes and resources of the userApplication are the same as the userApplication that had been removed in the step 3,
except including the Oracle RAC service resource.

Repeat the step 3 to 5 if necessary.

Click “End” in the “userApplication Configuration menu” screen and terminate userApplication Configuration Wizard.

Removal of the Oracle RAC Service Resource and
userApplication

Stop RMS on all nodes if it is running.

# hvshut -a<Return>

Start up userApplication Configuration Wizard.
Make Web-Based Admin View connect to any node, and start up userApplication Configuration Wizard.

Remove a userApplication including the Oracle RAC service resource.
1. Select “Remove userApplication or Resource” in the “userApplication Configuration menu” screen, and click “Next”.

2. Select a userApplication including the Oracle RAC service resource in the “List of userApplication and resource” screen (é.g.
userApp_0), and click “Remove”.
Click “All” to reply the dialog box 0807.

Repeat the step 3 if necessary.

Click “End” in the “userApplication Configuration menu” screen and terminate userApplication Configuration Wizard.
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Appendix E Using PRIMECLUSTER Wizard for Oracle in
Oracle Solaris Zones Environments

This section explains notices, construction procedures, and maintenance procedures in the case of using PRIMECLUSTER Wizard for
Oracle with an Oracle Solaris Zones environment.

ﬂ Information

About the method of installing PRIMECLUSTER in Oracle Solaris Zones environment, refer to "Chapter 13 Using PRIMECLUSTER in
Oracle Solaris Zones Environments™ of the "PRIMECLUSTER Installation and Administration Guide".

E.1 Notice of System Configuration

- Oracle RAC cannot be made a cluster in non-global zone.

- When you allocate the image of non-global zone on shared disks, create the volume for Oracle Database allocated on the shared disk
class for non-global zone where Oracle is installed.
When you allocate the image of non-global zone on a local disk, create the volume for Oracle Database allocated on shared disk class,
and enable it to access from non-global zone.

- The configurations which support PRIMECLUSTER Wizard for Oracle 4.2A02 operating on an Oracle Solaris Zones environment are

as follows.
leD .
global zone OS(*1) Non-global zone type(*2) g(;?;oen atabase Version and/or level
Oracle Solaris 10 Oracle Solaris 9 Containers (OSLC) Enterprise Edition R9.2.0(32bit/64bit)
Standard Edition R10.1.0 (64bit)
R10.2.0 (64bit)
R11.1.0 (64bit)

- (*1) You need PRIMECLUSTER 4.3A20.
- (*2) You need PRIMECLUSTER 4.2A00.

E.2 Construction Procedure

This section explains construction procedure of Oracle and PRIMECLUSTER Wizard for Oracle in non-global zone.
It needs to be beforehand completed to the setup of PRIMECLUSTER in non-global zone. (Before "13.3.4.10 Installing Middleware
Products to Non-Global Zones" of "13.3.4 Creating Non-Global Zones" of "PRIMECLUSTER Installation and Administration Guide")

E.2.1 PRIMECLUSTER Wizard for Oracle Installation

Mount the media of PRIMECLUSTER Wizard for Oracle on non-global zone, or copy to non-global zone, and install PRIMECLUSTER
Wizard for Oracle. About the installation procedure of PRIMECLUSTER Wizard for Oracle, refer to the PRIMECLUSTER Wizard for
Oracle Software Release Guide.

Qn Note

When the global zone is Solaris 10, the existing systems running on Solaris 9 can also be run on Solaris 10 by migrating them to the non-
global zone with Oracle Solaris Legacy Containers (OSLC).

If PRIMECLUSTER Wizard for Oracle 4.2A02 is used with the cluster system on Solaris 9 on migration source node, it is necessary to
uninstall the PRIMECLUSTER Wizard for Oracle 4.2A02 before uninstall the PRIMECLUSTER on the Oracle Solaris zones
environments.
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Refer to the "PRIMECLUSTER Wizard for Oracle Software Release Guide", and uninstall it.
Install PRIMECLUSTER Wizard for Oracle after it completes before "13.3.4.10 Installing Middleware Products to Non-Global Zones" of
"13.3.4 Creating Non-Global Zones" of "PRIMECLUSTER Installation and Administration Guide".

E.2.2 Oracle Installation and Oracle Database Creation

Install Oracle software and create Oracle Database. Refer to the following chapters.

- 2.2.2 Oracle Installation and Configuration

- 2.2.7 Oracle Database Creation and Setting

& Note

Be careful of the following points at the time of Oracle installation, and database creation.

About the allocation of Oracle software and a database, read description of the above-mentioned chapter as follows.
- Itis necessary to replace "local disk" with "Volume for root file system of non-global zone".
- Itis necessary to replace "shared disk" with "Volume for Oracle data allocation".

- When non-global zone image is shared, because the operation node and standby node shares the root file system of non-global zone,
installation/setup of Oracle software, and creation/setup of a database are only once carried out by operation node.
When non-global zone image is not shared, installation/setup of Oracle software are carried out by all the nodes. creation/setup of
database are only once carried out by operation node, and database setup of operation node is copied to standby node using the cloracpy
command.

- Carry out registration of the SYSTEM user’s password by the clorapass command in every non-global zone.

- Oracle listeners' IP address is set up according to the use existence or nonexistence of the Gls resource on non-global zone. When you
don't use Gls resource, specify the IP address of non-global zone. When you use a Gls resource, specify the virtual IP (taking over IP).

- Inorderto use ASM in Oracle Solaris Zones environment, for the specification of Oracle Database, it is necessary to add a proc priocntl
privilege toward non-global zone in advance.
Execute the following commands.

# zonecfg -z <zone name> set linitpriv=default, proc_priocntl

E.3 Maintenance Procedure

This section explains maintenance procedure of Oracle and Wizard for Oracle in non-global zone.

E.3.1 Oracle Maintenance

To stop Oracle of non-global zone for maintenance work, such as cold backup, it is necessary to interrupt Oracle monitoring temporarily.
Refer to the following chapter.

- 3.2 Oracle Maintenance

Qn Note

Note at the time of the Oracle maintenance work in non-global zone.

- In the above-mentioned chapter, although it is indicated that both the maintenance mode of PRIMECLUSTER and stop monitoring /
restart monitoring command of Wizard for Oracle(hvoradisable, hvoraenable) are used, use only command of Wizard for
Oracle(hvoradisable, hvoraenable) in non-global zone.
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E.3.2 Patch Application to Wizard for Oracle

When applying a patch to PRIMECLUSTER Wizard for Oracle in non-global zone, set non-global zone as single user mode.
At this time, use maintenance mode in global zone. Refer to "13.5.1 Maintenance Operations on the Non-Global Zone" of
"PRIMECLUSTER Installation and Administration Guide".

E.3.3 Troubleshooting Information

If the failure about Oracle and Wizard for Oracle that are operated in non-global zone occur, login the non-global zone by zlogin from a
global zone, and collect troubleshooting Information using the clgetoralog command. Refer to the following chapters.

- 4.5 clgetoralog - Collect Troubleshooting Information

E.4 Uninstallation Procedure

About the uninstallation procedure of PRIMECLUSTER Wizard for Oracle, refer to the "PRIMECLUSTER Wizard for Oracle Software
Release Guide". About the back out procedure of patch, refer to the README provided with the patch.
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Appendix F (Information) Action Definition File

The Oracle instance-monitoring detector of RIMECLUSTER Wizard for Oracle determines what corrective action should be taken from
the error code. The action definition file provides Oracle error numbers, corrective actions, and error descriptions.

- Action definition file name and path

/opt/ FJSvVcl oral/ etc/ FISVcl oraf m actionli st

File format

errno/ St atus/ Acti on/ Message

18 Cn WA "nmaxi mum nunmber of sessions exceeded"
20 Cn WA "maxi mum nunber of processes (%) exceeded"
470 Al O "LGAR process termnated with error”
471 All O "DBWR process termnated with error”
472 All O "PMON process terminated with error”
942 a Np "table or view does not exist"
1012 All  Rs "not |ogged on"
1034 Al O "ORACLE not avail abl e"
- errno

Indicates the Oracle error number (ORA-XXXXX).

- Status
Indicates the detector state
- Cn: When connecting to an Oracle instance.

- Ol : Under connection with an Oracle instance.

Dc : When disconnecting to an Oracle instance.

- All : Any status of above.

- Action
Indicates detector operation
- Np : Ignores any detected errors.
- Of : Notifies Offline.
- Wa : Notifies Warning.

Rs : Restarts detector.

- Fa: Notifies Faulted.

QT Note

NOP error
If subsequent processing is not allowed with the SQL command while the corrective action is Np, the Rs processing will be performed.

- Message

indicates text of the error code

ﬂ Information
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