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Preface

Preface

Purpose
The Machine Administration software monitors the status of the main unit hardware, reports status
changes, and supports failure recovery. (Hereinafter, the Machine Administration software is referred to as
Machine Administration.)
Using Machine Administration allows users to monitor the status of the main unit hardware with ease. It
also allows users to perform recovery from failure with greater ease.
This manual describes the functions and operation of Machine Administration for the purpose of
monitoring the status of the main unit hardware and recovering from failures with Machine
Administration.

Intended Readers
This manual is intended for the following readers:
e System administrators who introduce and operate this software
e Technicians who maintain system hardware

Organization
This manual has five chapters, three appendixes, and a glossary.
Chapters 1, 2, 4, and 5 contain information that is common to all models. Accordingly, these chapters
contain information not only on the model you are using but also on other models as well.
Chapter 3 contains model-specific information on how to start up models and how to operate them. For
detailed explanations specific to your model, refer to the corresponding parts in this chapter.

Chapter 1 Overview of Machine Administration

Chapter 2 Machine Administration Functions

Chapter 3 Model Family-Specific Information

Chapter 4 Command Reference

Chapter 5 _Messages

Appendix A Overall Configuration Diagrams

Appendix B Disk Drive Replacement

Appendix C _Troubleshooting
Glossary
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Notation
Oracle Solaris might be described as Solaris, Solaris Operating System, or Solaris OS in this manual.
Oracle VM Server for SPARC might be described as Logical Domains (LDoms).
The following names, abbreviated expressions, and symbols are used in this manual:

Manual names

e  This manual itself is referred to as "this manual."

e Any manual for this product is sometimes referred to by omitting "Enhanced Support Facility" at
beginning of the formal name and supported server models at the end of the formal name. "
User's Guide for Machine Administration,” or "User's Guide for REMCS" is one of such
examples.
Example: Enhanced Support Facility User's Guide for Machine Administration

--> User's Guide for Machine Administration

Abbreviation
In this document, the formal names of the products below are abbreviated as follows:

Formal name Abbreviation

Microsoft (R) Windows (R) XP Professional, Windows(R)
Microsoft (R) Windows (R) XP Home Edition,
Microsoft(R) Windows (R) 2000 Server,

Microsoft (R) Windows (R) 2000 Advanced Server,
Microsoft (R) Windows (R) 2000 Professional,
Windows Server (TM) 2003 Standard Edition, or
Windows Server (TM) 2003 Enterprise Edition

SPARC Enterprise M3000/M4000/M5000/M8000/M9000 SPARC Enterprise Mxxxx series
SPARC Enterprise SPARC Enterprise TXXxXX series
T1000/T2000/T5120/T5220/T5140/T5240/T5440
SPARC T3-1/T3-2/T3-4 SPARC T series

Marks

In this manual, the marks below are used for cautionary messages and reference information.

Mark Description

Contains a warning or cautionary message. Make sure you
read it carefully.

MNote
Contains reference information that you will find useful.
Point
Provides reference information. Refer to the information
= |

when necessary.

G
@ Provides information on how to perform a CUl menu
operation.

Provides information on how to perform a GUI menu

GUI

operation.
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Notation for dates and times

Notation Description

yyyymmdd YYYyy represents the year, mm represents the month, and dd

represents the day.

HHMMSS HH represents the hour, MM represents the minutes, and

SS represents the seconds.
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Microsoft, Windows, Windows NT, and Windows Server are registered trademarks of Microsoft
Corporation in the United States and other countries.
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Netscape and the logos of "N" for Netscape and the 'ship's steering wheel' are registered
trademarks in the United States and other countries, owned by Netscape Communication
Corporation.

Red Hat, RPM, and all Red Hat-based trademarks and logos are trademarks or registered
trademarks of Red Hat, Inc. in the United States and other countries.

UNIX is a registered trademark of Open Group in the United States and other countries.

All other product names mentioned herein are the trademarks or registered trademarks of their
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Systems and product names in this manual are not always noted with trademark or registered
trademark symbols (™), (®).

All SPARC trademarks are used under license from SPARC International,Inc. and are trademarks
or registered trademarks of that company in the U.S. and other countries.

SPARC64 is a trademark of SPARC International, Inc. in the U.S. and other countries and used
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Chapter 1 Overview of Machine
Administration

This chapter provides an overview of Machine Administration.
This chapter contains information common to all models.
The functions provided depend on the main unit model to be used.

e The basics of Machine Administration
e Overview of Machine Administration functions
e The Machine Administration Menu




Chapter 1 Overview of Machine Administration

1.1 The Basics of Machine Administration

The Machine Administration software monitors the status of the main unit hardware, reports status
changes, and supports failure recovery (hereinafter, the Machine Administration software is referred to as
Machine Administration).

Using this software allows users to monitor the status of the main unit hardware with ease, and perform
easier recovery from failures.

Machine Administration is included in the Enhanced Support Facility (ESF).

Installing ESF in the main unit allows you to use Machine Administration.




1.2 Overview of Machine Administration Functions

1.2 Overview of Machine Administration Functions

Machine Administration has the following functions:

e Hardware monitoring functions

e Log data function

e Maintenance guide function

e Automatic power control function

e Hardware operation setting functions
e Firmware management function

e Maintenance program startup function
e  Other functions

The functions to be provided depend on the main unit model to be monitored.

“2u
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For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER®650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and
Available Menus."

For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section
3.5.2, "Main Unit Models and Available Menus."

For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.2, "Main Unit
Models and Available Menus."




Chapter 1 Overview of Machine Administration

Hardware monitoring functions
This function is supported by all models.

The hardware monitoring functions display the hardware status, monitor hardware failures and hardware

life, and detect signs of hardware-related problems.
log data in a log file and e-mail the information to the set destination.

messages on the console.

The figure below outlines the hardware monitoring functions.

Main unit
ESF
bsonit Eiar?ware stalus
anitor| spla

o € Hardware Py ——_
= monitoring Error message display
_E functions Infarrmation transmission by e-rrai
o Status
T change|

|notifi-

cation

Log file

If the hardware status changes, these functions store
These functions also display error

User




1.2 Overview of Machine Administration Functions

Log data function
This function is supported by all models.

The log data function references the log data collected by the hardware monitoring functions and saves the

information to a save file for analysis.
The figure below outlines the log data function.

Main unit

ESF

Log data II
function

Log data reference

Hardware

User

Log file
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Maintenance guide function
This function is supported by all models.
System Management Console (hereafter SMC) provides some maintenance guide functions for the
PRIMEPOWERS800/1000/2000 model group, PRIMEPOWER900/1500/2500 model group, and the
GP7000F model 1000/2000 group.

The maintenance guide function displays guidance information on replacing a hardware component where
an error has been detected (this type of hardware replacement is hereafter called hot swapping) while
operating the main unit. Only hardware components are hot swappable. ~ Moreover, which of the
hardware components are hot swappable depends on the main unit model to be monitored.

The figure below outlines the maintenance guide function.

Main unit

Seleclion of appropriate

r guidance
Maintenance I Display of guidance
guide information
function | >

Hardware

— 1

Viewing the guidance
Hardware component information
replacement

User
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Automatic power control function

This function is supported by all models except the PRIMEPOWER1, the SPARC Enterprise TXXxx series

and the SPARC T series. SMC provides the automatic power control function for the

PRIMEPOWER800/1000/2000 model group, the PRIMEPOWER900/1500/2500 model group, and the

GP7000F model 1000/2000 group. Accordingly, use SMC for these model groups.

This chapter contains information common to all models.

The functions provided depend on the main unit model to be used.

The automatic power control function sets up the power on/off schedule of the main unit and

automatically controls operation according to the schedule.

The figure below outlines the automatic power control function.

Main unit

aenate ||

Schedule setting

power control
function I

/\:hedule operation

Hardware

User
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Hardware operation setting functions
This function is supported by all models except the PRIMEPOWER1, the SPARC Enterprise TXXxx series
and the SPARC T series. SMC provides the Hardware operation setting function for the
PRIMEPOWER800/1000/2000 model group, the PRIMEPOWER900/1500/2500 model group, and the
GP7000F model 1000/2000 group. Accordingly, use SMC for these model groups. The SPARC
Enterprise Mxxxx series support the same functions as those supported by the XSCF.  Accordingly, use
the XSCF for these models.

The hardware operation setting functions make the settings (such as XSCF/SCF setting and setting of RCI
devices) required to operate the main unit.
The figure below outlines the hardware operation setting functions.

Main unit

Hardware Settings
operation
setting

functions [

User
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Firmware management function
This function is supported by all models except the SPARC Enterprise Txxxx series and the SPARC T
series. SMC provides the firmware management function for the PRIMEPOWER800/1000/2000 model
group, the PRIMEPOWER900/1500/2500 model group, and the GP7000F model 1000/2000 group.
Accordingly, use SMC for these model groups.
Also, the SPARC Enterprise Mxxxx series support the same functions as those supported by the XSCF.
Accordingly, use the XSCF for these models.

The firmware management function registers, deletes, and updates firmware, and displays the firmware
version.
The figure below outlines the firmware management function.

Main unit

Setling or deletion
Update
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Maintenance Program Startup function
This function is supported by all models.

This function can also start the diagnostic program and REMCS Agent.
The figure below outlines the maintenance program startup function.

Main unit

Maintenance
program II Start

startup
function

Hardware

Other functions
Machine Administration provides functions for the following other tasks:

e Making the settings for the management server log

e Making the settings for the hardware information display window
e Hardware data extraction function (FST File Transfer)

e Displaying version information

User
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1.3 The Machine Administration Menu

1.3 The Machine Administration Menu

Two types of Machine Administration Menus are provided: the CUI menu and the GUI menu.

Type of menu Qutline

CUI menu Starting Machine Administration with the start command will open displays the CUI
menu.
In the CUI menu, the keyboard is used to operate the Machine Administration Menu.
The CUI menu can be used by all main units.

GUI menu Starting Machine Administration from the Web-Based Admin View menu displays the
GUI menu.
With the GUI menu, the mouse is used to operate the Machine Administration Menu.
The GUI menu can be used on the following models:
¢ PRIMEPOWER1/200/400/600/800/1000/2000
e GP7000F model 200/200R/400/400R/400A/600/600R/1000/2000

“2 M
Ges

For information about how to start Machine Administration and for examples of CUI and

GUI menu windows, see Chapter 3.

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.1, "Starting and Exiting Machine Administration Menu."

For a PRIMEPOWER250/450, see Section 3.2.1, "Starting and Exiting Machine Administration

Menu."

For a PRIMEPOWER®650/850/900/1500/2500, see Section 3.3.1, "Starting and Exiting Machine
Administration Menu."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.1, "Starting
and Exiting Machine Administration Menu."

For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section

3.5.1, "Starting and Exiting Machine Administration Menu."

For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.1 "Starting and
Exiting Machine Administration Menu."

@

Imfarmation

e About execution of functions with commands
Machine Administration provides commands corresponding to individual Machine Administration

functions.

Entering a command enables you to execute the corresponding Machine Administration function.
However, depending on the main unit model to be monitored, some of the commands may not be

supported.

2

For information about commands, see Chapter 4, "Command Reference."
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Chapter 2 Machine Administration Functions

This chapter describes the individual functions of Machine Administration.
This chapter contains information common to all models.
The functions provided depend on the main unit model to be used.

Hardware monitoring functions

Log data function

Maintenance guide function
Automatic power control function
Hardware operation setting functions
Firmware management function
Maintenance program startup function
Other functions

The functions provided depend on the main unit model to be monitored.

“au

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWERG650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and
Available Menus."

For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section
3.5.2, "Main Unit Models and Available Menus."

For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.2, "Main Unit
Models and Available Menus."
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2.1 Hardware Monitoring Functions

2.1 Hardware Monitoring Functions

This function is supported by all models.

The hardware monitoring functions display hardware status, monitors hardware failures and hardware life,
and detects signs of hardware problems. If the hardware status changes, these functions stores log data in
a log file and e-mail the information to the set destination. These functions also displays a message on
the console.
The hardware monitoring functions include the following two functions:

e Hardware configuration display function

e Hardware monitoring information function

Infarmation

The PRIMEPOWERL1 main unit does not have an LCD. It provides therefore the following
functions.

The PRIMEPOWER1 CHECK LED blinks when Machine Administration detects a hardware
error.  The various types of hardware errors are identified as follows:

Slow blinking

(on: 0.5second, off: 3.5 seconds): A disk error was detected.

Fast blinking

(on: 0.5 second, off: 0.5 second): A hardware error other than a disk error was

detected or a disk error and another error were
detected at the same time.

2.1.1 Hardware configuration display function

The hardware configuration display function displays the hardware configuration and hardware status.
This function is used to install the main unit or during main unit operation.
The table below outlines the hardware configuration display functions.

Function name Outline
Hardware Displays hardware configuration information and the status of each hardware
Configuration component.
Display It displays the names of CPUs, memory banks, disks, and batteries.

It displays also the symbols representing the status of each hardware component.

Hardware Detailed | It displays the names of CPUs, memory banks, disks, and batteries.
Configuration It displays detailed hardware information about each component, such as the
Display manufacturer, product name, specifications, operational status, and so on. The
displayed items differ depending on the component.

The figures below show examples for the display of hardware configuration information.
e Example of display in the CUI menu
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Chapter 2 Machine Administration Functions

Top level

PRIMEPOWER4 S0

CPUHD and CPUM2 require immediate replacement.

SLOTH# 2 requires preventive mplacement.

e Example of display in the GUI menu

Top level o

?

n—ES Tl

S TORE o geel 2001 ...

UzP#0B
&= phusi)

networkil
f U scsiD

w3
54
515
& peid
TSLufxp1
LI2PE0A,

There is a part inthe gmoup of CPUS that reguire exchange.

CPLHO requires prenerntive replacament.

sl recuires immediate replacemernt.

In the hardware configuration display,

hardware status.

the symbols listed in the table below are used to represent the

- Not supported
Display in CUI Display in
FEY HEY Status Action taken
menu/command GUI menu
Immediate swapping | Replace the hardware component
*E* = . . .
required immediately.
End-of-life Prepare to replace the hardware component
replacement required | because end of the set product life is
approaching.
*W*

Preventive
replacement required

Prepare for replacing the hardware
component because preventive replacement
is required.

There is a component
on one of the
subsequent layers of
the tree that requires
replacement.

Check and replace the appropriate part
because there is a component on one of the
subsequent layers of the tree that requires
replacement.

@

MNote

e For PRIMEPOWER800/1000/2000 and GP7000F model 1000/2000, in terms of the hard disk only,
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2.1 Hardware Monitoring Functions

symbols indicating the hardware status are displayed.

e The devices which are not in use may not be displayed.

e For SPARC Enterprise server, symbols indicating the hardware status are not displayed.

e For SPARC Enterprise Txxxx series and SPARC T series, when Logical Domains (LDoms) is used,
units are displayed as follows.

» CPU The one allocated in each domain is displayed.
»  Memory unit All memory units are displayed by the control domain.
» /0 Unit 1/0 is displayed by the domain which exists physically.
The virtual 1/0 is not displayed.
2l

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.5, "Hardware Configuration.”

For a PRIMEPOWER250/450, see Section 3.2.5, "Hardware Configuration.”
For a PRIMEPOWER®650/850/900/1500/2500, see Section 3.3.5, "Hardware Configuration."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.5, "Hardware
Configuration.”

For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section 3.5.5,
"Hardware Configuration."”

For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.5, "Hardware
Configuration.”

2.1.2 Hardware monitoring information function

The hardware monitoring information function monitors the system for hardware that is approaching end
of service life and detects signs of hardware problems (this kind of monitoring is hereafter called
preventive monitoring). This function can also store log data in a log file if the hardware status changes
and e-mail the information to the set destination.

However, certain settings have to be made for some hardware components to enable monitoring.

This function is mostly used during operation, but it can also be used during main unit installation or for
replacing a hardware component, if required.

Hardware components that can be monitored
Within the hardware monitoring information function, the type of monitoring available depends on the
hardware component.

The table below shows the correspondence between hardware components and the type of monitoring
available.

When the main unit model is PRIMEPOWER1/200/400/600 or
GP7000F model 200/200R/400/400R/400A/600/600R

Y: Can be monitored, -: Not supported

Type of monitoring

Hardware component

Error monitoring

Life monitoring

Preventive monitoring

Battery

Y

Fan (*1)

Y

Y

15
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Hardware component

Type of monitoring

Error monitoring

Life monitoring

Preventive monitoring

Disk Y - Y
Tape unit Y - -
CPU Y - Y
Memory Y - Y
Power supply unit (*2) Y - -
UPS unit Y *3 - -
DTAG Y - -
PCI Y - -
Bus Y - -
TTY driver Y - -

*1 The fans of the main unit and expansion file unit are subject to monitoring.

*2  The power supply units of the main unit and expansion file unit are subject to monitoring.
*3  Other than PRIMEPOWER1

When the main unit model is PRIMEPOWER250/450

Y: Can be monitored, -: Not supported

Hardware component

Type of monitoring

Error monitoring

Life monitoring

Preventive monitoring

Battery

Y

Fan (*1)

Y

Disk

Tape unit

CPU

Memory

Power supply unit (*2)

UPS unit

System-board-related

PCI

Bus

TTY driver

Operator panel

<|=<|=<|=<|=<|=<|=<|=<|=<|=<|=<]|x

RCI-connected unit

Y

*1 The fans of the main unit and expansion file unit are subject to monitoring.

*2  The power supply units of the main unit and expansion file unit are subject to monitoring.

When the main unit model is PRIMEPOWER®650/850/900/1500/2500

Y: Can be monitored, -: Not supported

16




2.1 Hardware Monitoring Functions

Type of monitoring
Hardware component
Error monitoring Life monitoring Preventive monitoring

Battery - Y(*4) R
Fan (*1) Y Y (*3) -
Disk Y - Y
Tape unit Y - -
CPU Y - Y
Memory Y - Y
Power supply unit (*2) Y(*3) - -
UPS unit Y(*4) - -
System-board-related Y(*4) - -
PCI Y - -
Bus Y - -
TTY driver Y - -
Operator panel Y(*4) - -
RCI-connected unit Y (*4) - -
PCI-BOX Y(*4) ; ]
E:il-BOX power supply v(+a) ) )

*1 The fans of the main unit and expansion file unit are subject to monitoring.

*2  The power supply units of the main unit and expansion file unit are subject to monitoring.
*3  Only PRIMEPOWER900/1500/2500

*4  Only PRIMEPOWER650/850

When the main unit model is PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000
Y: Can be monitored, -: Not supported

Type of monitoring
Hardware component
Error monitoring Life monitoring Preventive monitoring
Disk Y - Y
Tape unit Y - -
CPU Y - Y
Memory Y - Y
PCI Y - -
Bus Y - -
TTY driver Y - -

*1 The fans of the main unit and expansion file unit are subject to monitoring.

*2  The power supply units of the main unit and expansion file unit are subject to monitoring.
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When the main unit model is a model for SPARC Enterprise Txxxx series or SPARC T
series
Y: Can be monitored, -: Not supported

Type of monitoring
Hardware component — - — - —
Error monitoring Life monitoring Preventive monitoring
Fan (main unit) Y(*2) - -
Fan (expansion file unit) Y(*3) - -
Disk Y(*3) - Y (*1,3)
Tape unit Y(*3) - -
CPU Y(*2) - Y (*2)
Memory Y(*2) - Y (*2)
Power supply unit (main Y (*2) - -
unit)
Power supply unit Y (*3) - -
(expansion file unit)
PCI Y(*3) - -
ESM unit Y(*3) - -

*1  Preventive monitoring is not performed in standard configuration.
*2  On Logical Domains(LDoms), the unit is monitored by the control domain.
*3 In Logical Domains(LDoms), the unit is monitored by the domain physically allocated.

When the main unit model is a model for SPARC Enterprise Mxxxx series
Y: Can be monitored, -: Not supported

Type of monitoring
Hardware component — - — - —
Error monitoring Life monitoring Preventive monitoring
Fan (*1) Y - -
Disk Y - Y (*3)
Tape unit Y - -
Power supply unit (*2) Y - -
PCI Y - -
ESM unit Y - -

*1  The fan of the expansion file unit is subject to monitoring.
*2  The power supply unit of the expansion file unit is subject to monitoring.
*3  Preventive monitoring is not performed in standard configuration.
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2.1 Hardware Monitoring Functions

Mechanism of hardware monitoring information collection
The figure below shows the mechanism for hardware monitoring information collection.

(1) XSCF/sCF

& &

Transmission| |Display
af monitoring
information
by e-mail W ¥

User

@

Machine Administration collects hardware monitoring information with XSCF or SCF.

@

Machine Administration extracts and collects only information related to hardware errors detected by
the operating system. The errors detected by the operating system are stored in the syslog file.

©)

Machine Administration monitors some hardware components periodically and collects monitoring
information.

“4)

Machine Administration stores the monitor information collected in (1) to (3) in the log file.

®)

Machine Administration displays hardware monitoring information and error messages. It also
notifies the user by e-mail about any change in the status of the hardware.
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Chapter 2 Machine Administration Functions

Outline of hardware monitoring information functions
The table below outlines the hardware monitoring information functions.

The hardware monitoring information menus provided depend on the main unit model to be monitored.

2

Sea

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER®650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and

Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."
For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section
3.5.2, "Main Unit Models and Available Menus."
For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.2, "Main Unit
Models and Available Menus."

Y : This setting is made at installation of the main unit.

*1:

This setting is made as required.

No setting to be made.

Function name

Outline

Whether or not a
setting is made
(Name(s) of person(s)
in
charge are enclosed
in parentheses.).

Management of
Hardware Error
Events

Searches for and displays faulty components in the main
unit and the contents of errors.

The following search conditions are used:

Date
Time
Type of unit

Order of display (in reverse chronological order, in
chronological order)
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Function name

Qutline

Whether or not a
setting is made
(Name(s) of person(s)
in
charge are enclosed
in parentheses.).

Battery Life
Monitoring

Monitors the battery life.

The following Battery Life Monitoring menu items are

provided:

o Displaying Battery Life Information
Lists battery life information.

e Adding Battery Life Information
Adds a new battery life information setting.

e Setting Battery Life Information
Changes battery life information.

e Deleting Battery Life Information
Deletes a battery life information setting.

e  Settings for Battery Life Related Notifications
Sets whether to report changes in the battery status.
Sets the time period of replace notification.

Set up battery life monitoring when installing the main unit

or when replacing the battery.

*1
(Customer engineer)

Fan Monitoring

Monitors fan life and fan errors.
The following Fan Monitoring menu items are provided:
o Displaying Fan Monitoring Information

Lists fan monitoring information.
e Setting Fan Monitoring Information

Sets or changes fan monitoring information.
e Setting Fan Monitoring Notification

Sets whether to report changes in the fan status.

Sets the time period of replace notification.
All connected fans are automatically monitored when the
main unit is started.  Set up fan monitoring when replacing
the fan.

*1
(System administrator)

Disk Monitoring

Monitors disk errors and performs preventive monitoring.
The following Disk Monitoring menu items are provided:
o Displaying Disk Monitoring Information

Lists disk monitoring information.
e Setting Disk Monitoring Information

Sets or changes disk monitoring information.
e Setting Disk Monitoring Notification

Sets whether to report changes in the disk status.
All connected disks are automatically monitored when the
main unit is started.

*1
(System administrator)
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Whether or not a
setting is made
(Name(s) of person(s)

Function name Outline in
charge are enclosed
in parentheses.).
Tape Unit Monitors tape unit errors and performs cleaning request
Monitoring monitoring.
The following Tape Unit Monitoring menu items are
provided:
o Displaying Tape Unit Monitoring Information
Lists tape unit monitoring information. *1
e Setting Tape Unit Monitoring Information (System administrator)

Sets or changes tape unit monitoring information.

e  Setting Tape Unit Monitoring Notification

Sets whether to report changes in the tape unit status.
All connected tape units are automatically monitored when
the main unit is started.

CPU Monitoring Monitors CPU errors and performs preventive monitoring
for CPU errors.

The following CPU Monitoring menu items are provided:

e Displaying CPU Monitoring Information

Lists CPU monitoring information. “

e Setting CPU Monitoring Information (System administrator)

Sets or changes CPU monitoring information.
e Setting CPU Monitoring Notification

Sets whether to report changes in the CPU status.
All CPUs are automatically monitored when the main unit is
started.

Memaory Monitors memory errors and performs preventive
Monitoring monitoring for memory errors.
The following Memory Monitoring menu items are
provided:
¢ Displaying Memory Monitoring Information
Lists memory monitoring information. *1
e Setting Memory Monitoring Information (System administrator)
Sets or changes memory monitoring information.
e  Setting Memory Monitoring Notification
Sets whether to report changes in the memory status.
Memory is automatically monitored when the main unit is
started.
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Function name

Qutline

Whether or not a
setting is made
(Name(s) of person(s)
in
charge are enclosed
in parentheses.).

Power Supply Unit
Monitoring

Monitors power supply unit errors.
The following menu items for power supply unit monitoring
are provided:
o Displaying Power Supply Unit Monitoring
Information
Lists power supply unit monitoring information.

e  Setting Power Supply Unit Monitoring Information
Sets or changes power supply unit monitoring
information.

e  Setting Power Supply Unit Monitoring Notification
Sets whether to report changes in the power supply
unit status.

The power supply unit is automatically monitored when the

main unit is started.

*1
(System administrator)

UPS Monitoring

Monitors UPS errors.
The following UPS Monitoring menu items are provided:
e Displaying UPS Monitoring Information
Lists UPS monitoring information.
e  Setting UPS Monitoring Information
Sets or changes UPS monitoring information.
e  Setting UPS Monitoring Notification
Sets whether to report changes in the UPS status.
The UPS is automatically monitored when the main unit is
started.

*1
(System administrator)

Degradation
Monitoring

Monitors hardware degradation.

Monitors whether an error occurred in diagnosis of hardware
components such as memory or an adapter when the main
unit is initialized.

The following Degradation Monitoring menu items are
provided:

o Displaying Degradation Monitoring Information
Lists degradation monitoring information.
e Setting Degradation Monitoring Notification
Sets whether to report degradation start.
If an error is detected when the main unit is initialized,
Setting Degradation Monitoring Information is required.

If an error is detected during degradation, Machine
Administration sends an e-mail to report degradation start to
the selected destination, isolates the faulty component, and
starts degradation.

*1
(System administrator/
customer engineer)
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Function name

Qutline

Whether or not a
setting is made
(Name(s) of person(s)
in
charge are enclosed
in parentheses.).

Setting Monitoring

Sets information that has to be sent by e-mail to the selected

Notification destination to report any changes in the status of each
Information hardware component.
The following menu items are provided for setting
monitoring information to be reported:
e Output to the console
Sets whether to report changes in each hardware
status to the console. Y
o Setting System Administrator Notification (System administrator)
Makes settings such as about the destination to be
used to send reports to the system administrator by
e-mail.
e Setting CE Notification
Makes settings such as about the destination to be
used to send reports to the customer engineer by
e-mail.
Notification Test Issues a test log for the notification test and checks whether

the log data is reported via XSCF mail and Machine
Administration mail. The following report levels can be
issued:

¢ ALARM
«  WARNING
« NOTICE

Saving/Restoring
Hardware
Monitoring
Information

Saves and restores hardware monitoring information.
The following menu items are provided for saving/restoring
hardware monitoring information:
e Saving Hardware Monitoring Information
Saves hardware monitoring information to any file.
e Restoring Hardware Monitoring Information
Restores the saved hardware monitoring information
to the main unit.
Save and restore hardware monitoring information when
reinstalling the main unit.
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2.1 Hardware Monitoring Functions

2.1.3 Resetting of Monitoring Infomation

If a part was replaced or hardware was removed with the power to the main unit turned off,
Machine Administration monitoring information needs to be reset.
To reset the Machine Administration monitoring information, use the CUI menu or enter the
following commands:
— If a part was replaced:
# lusr/sbin/FISVmadm/resethardstat unitname

— If hardware was removed:
# [usr/shin/FJSVmadm/resethardstat unitname -d

“au

Ges
See section 4.21, "resethardstat (1M)."
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2.2 Log Data Function

This function is supported by all models.

The log data function references the log data collected by the hardware monitoring function and saves the
information to a save file for analysis.

How to read the table
e The following table shows the names of main units corresponding to Ato F.

Main unit Model name of main unit

A PRIMEPOWERL1

B PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R
C PRIMEPOWER?250/450

D PRIMEPOWERG650/850

E PRIMEPOWER800/1000/2000, GP7000F model 1000/2000

F PRIMEPOWER900/1500/2500

G Model for SPARC Enterprise Txxxx series or SPARC T series

H Model for SPARC Enterprise Mxxxx series

Log data
The log data that can be referenced is classified into five types.
Which log data can be referenced depends on the main unit model to be monitored.
The table below lists the log data that can be referenced for each main unit model.

Y: Supported, -:  Not supported

Log data Main unit Remarks
A/B C D/F E G H
Message Log Y Y - Y Y Y |Log data related to messages
0S Message Log - - Y - R - displayed on the console
Disk Error Information Y - - Y Y -
Memory Error Information Y - - - - -
Machine Administration v ) ) vy v i Log data related to hardware
Monitoring Log component errors
Hardware error log - Y Y - - -
SCF Error Log Y - - - - -
Thermal Error Log Y - - - - -
Fan Error Log Y - - - - -
Power Error Log Y - - - - -
Disk Error Statistics Information Y Y Y Y Y Y | Count of disk I/O retry messages
Power Log Y Y Y *1 - - - Log data related to on/off operation
Power-failure/Power-recovery log| Y - - - - - | of power supply unit
Report log Log data related to events generated
- - Y - - - | while hot swapping hardware or
events generated by the SCF

*1: PRIMEPOWER650/850 only
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2.2 Log Data Function

Mechanism of log data function
The figure below shows the mechanism of the log data function.

{System Control Facility)

(1)
Log data reference

Liser

@

References the log data stored in the log file.

0]

Saves log data from the log file to the save file.

Outline of Log data function
The table below outlines log data functions.
Available log data menus depend on the main unit model to be monitored.

2

Sea

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and
Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section
3.5.2, "Main Unit Models and Available Menus."

For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.2, "Main Unit
Models and Available Menus."
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Function name

Outline

Message Log

Searches for and displays log data related to the messages sent to the system
administrator or customer engineer.

The following search conditions are used:

e Current Display Range Settings

o Time

o Retrieval character string

e Order of display (in reverse chronological order, in chronological order)

Operating System
Message Log

Searches for and displays log data related to operating system messages.
The following search conditions are used:

e Date range

e Time range

o Retrieval character string

o Order of display (in reverse chronological order, in chronological order)

Disk Error
Information

Displays log data related to disk errors.

Disk error information is the log data extracted from the message log.
The following search conditions are used:

o Display range

e Time period

o Retrieval character string

e Order of display (in reverse chronological order, in chronological order)

Memory Error
Information

Searches for and displays log data related to memory errors.

Memory error information is the log data extracted from the message log.
The following search conditions are used:

o Display range

e Time period

o Retrieval character string

o Order of display (in reverse chronological order, in chronological order)

Machine
Administration
Monitoring Log

Searches for and displays all the log data (e.g., hardware error monitoring
information, life monitoring information, preventive monitoring information, hot
swapping log) collected by Machine Administration.

The following search conditions are used:
e Date range

e Time period

o Retrieval character string

e Order of display (in reverse chronological order, in chronological order)

Hardware Error Log

Searches for and displays log data related to hardware errors.
The following search conditions are used:

o Date range

e Time range

e Unit selection

o Order of display (in reverse chronological order, in chronological order)
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Function name

Outline

SFC Error Log

Searches for and displays all the error log data detected by SCF.

The following search conditions are used:

o Display range

e Time period

o Log type (all errors detected by SCF Log, Watchdog Monitoring Alarm Log,
and OBP/POST Log)

e Order of display (in reverse chronological order, in chronological order)

o Display format

Thermal Error Log

Searches for and displays log data related to thermal errors.

The thermal error log contains the log data extracted from the SCF error log.
The following search conditions are used:

o Display range

e Time period

e Order of display (in reverse chronological order, in chronological order)
o Display format

Fan Error Log

Searches for and displays log data related to fan errors.

The fan error log contains the log data extracted from the SCF error log.
The following search conditions are used:

o Display range

e Time period

e Order of display (in reverse chronological order, in chronological order)
o Display format

Power Error Log

Searches for and displays log data related to power errors.

The power error log contains the log data extracted from the SCF error log.
The following search conditions are used:

o Display range

e Time period

o Order of display (in reverse chronological order, in chronological order)

o Display format

Disk Error Statistics
Information

Displays the total count of disk I/O retry messages per single day. The disk can be
selected by entering the disk name or by selecting the disk name from a list.

Power Log

Searches for and displays log data related to the power supply unit.
The following search conditions are used:

o Display range

e Time period

e Order of display (in reverse chronological order, in chronological order)

Power-failure/
Power-recovery Log

Searches for and displays log data related to power failures and power recovery.

The power-failure/power-recovery log contains the log data extracted from the SCF
error log and power log.

The following search conditions are used:
e Display range
e Time period

e Order of display (in reverse chronological order, in chronological order)
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Function name

Outline

Report Log

Searches for and displays log data related to reports.
The following search conditions are used:
o Date Range

e Time Range
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Menu item/ .
. Outline
function name

Save Log Data to a Saves a variety of log data to any save file.

File The following menu items are provided for the log data that can be saved.
e Message Log
o Display Hardware Error Log
e Machine Administration Monitoring Log
e SCF Error Log
e Power Log
e Hardware Event Log (*1)
e Machine Administration Event Log (*2)
e Machine Administration Error Log (*3)
The save file is created in tar format and compressed by compress.

Collecting System Collects system information and outputs it to a file.

Information The following system information can be collected.

(available on CUI e Hardware configuration and software configuration

menu only) (*4) e Environment setting
e Log data and operating status file
o Command execution result information

*1

*2

*3

*4

Hardware Event Log
The hardware event log contains log data related to the events generated while hot
swapping hardware or events generated by the SCF.  This log data is the same as the log
data in the report log.
Detailed information related to these events is not saved.
The hardware event log can be used to save log data but cannot be referenced.

Machine Administration Event Log
The Machine Administration event log contains log data for a Machine Administration
operation history.
The Machine Administration event log can be used to save log data but cannot be
referenced.
This log comprises the information that customer engineers use.

Machine Administration Error Log
The Machine Administration error log contains log data on the errors that occurred when
Machine Administration was in operation.
The Machine Administration error log can be used to save log data but cannot be
referenced.
This log comprises the information that customer engineers use.

Collecting System Information
This menu supports only English from ESF4.0.
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2.3 Maintenance Guide Function

This function is supported by all models.

SMC provides the maintenance guide function for the

PRIMEPOWERS800/1000/2000 model group and the GP7000F model 1000/2000 group. Accordingly,
use SMC for these model groups.

The maintenance guide function displays guidance information for replacing a hardware component where

an error was detected.

Only hardware components are hot swappable. Hot swappable hardware

components also depend on the main unit model to be monitored.
The table below outlines maintenance guide functions.
The available menu items depend on the main unit model to be monitored.

- |

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and
Available Menus."

For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section
3.5.2, "Main Unit Models and Available Menus."

For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.2, "Main Unit
Models and Available Menus."

Function name

Outline

The Faulty Hard Disk
Drive Replacement
(Hot Swap) (*1)

Allows replacement of disk drives without stopping system operation.

Preventive
Maintenance of the
Hard Disk Drive (Hot
Swap) (*1)

Allows preventive replacement of disk drives based on checking the frequency of
error occurrence such as retries.  Allows hot swapping without stopping system
operation.

Include the Hard Disk
Drive after the Cold
Maintenance (*1)

Displays guidance information for resetting data and the mounting operation after
replacement was performed with system operation stopped.

Power Supply Unit of
Main Cabinet

Displays guidance information for hot swapping of the power supply unit of the
main cabinet (main unit).

Fan Unit of Main
Cabinet

Displays guidance information for hot swapping of the fan unit of the main cabinet
(main unit).

Power Supply Unit of
Expansion Cabinet

Displays guidance information for hot swapping of the power supply unit of the
expansion cabinet (file unit).

Fan Unit of Expansion
Cabinet

Displays guidance information for hot swapping of the fan unit of the expansion
cabinet (file unit).

*1 Maintenance of the Hard Disk Drive
The Machine Administration can maintain the following disk drives.

Internal disk drives (The Hardware RAID configuration is excluded)
Disk drives installed in the Expansion File Unit




2.4 Automatic Power Control Function

2.4 Automatic Power Control Function

This function is supported by all models except the PRIMEPOWER1, the SPARC Enterprise TXxxx series
and the SPARC T series. SMC provides the automatic power control function for the
PRIMEPOWERS800/1000/2000 model group, the PRIMEPOWER900/1500/2500 model group, and the
GP7000F model 1000/2000 group. Accordingly, use SMC for these model groups.

The automatic power control function sets the power on/off schedule of the main unit and automatically
controls operation according to the schedule. Machine Administration provides two types of menu for
automatic power control:  the CUI menu and the GUI menu. The tables below show these two menus.
The automatic power control menus available depend on the main unit model to be monitored.

“au

See

For a PRIMEPOWER200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWERG650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and
Available Menus."

For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

For the automatic power control function of GP7000F model 1000/2000 and
PRIMEPOWER800/900/1000/1500/2000/2500, refer to the following manual: "System Console
Software User's Guide"

For the automatic power control function of SPARC Enterprise Mxxxx series, refer to the
following manual: "User's Guide for Machine Administrarion Automatic power control function
(Supplement edition)"

CUI menu
Y : This setting is made at installation of the main unit.
*1. This setting is made as required.
- No setting to be made.
Whether or not a
setting is made
Menu item/ ) (Name(s) of
. Outline .
function name person(s) in charge
are enclosed in
parentheses.).
Start Schedule Starts schedule operation.
When schedule operation is started, the operating status -
enters the "Started" state.
Stop Schedule Stops schedule operation.
When schedule operation is stopped, the operating status -
enters the "Inactive" state.
Add Schedule Entry Sets a daily schedule, weekly schedule, and monthly *1
schedule. (System
administrator)
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Menu item/
function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Add Holiday

Sets a holiday schedule.

*1
(System
administrator)

Select and Delete
Schedule Entries

Deletes an optional schedule.

Delete all

Delete all schedules.

List Schedule Entries

Lists all schedules (holiday schedule, specific day
schedule, daily schedule, weekly schedule, and monthly
schedule).

Show Status of Schedule
Entries

Displays the planned execution of automatic power
control after the current time.

GUI menu

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.
- No setting to be made.
Whether or not a
setting is made
Menu item/ (Name(s) of

function name

Outline

person(s) in charge
are enclosed in
parentheses.).

Automatic Power
Control/Display Related
to Automatic Power
Control

Displays all schedules.
The following information is displayed.
e  Operating Status
Displays the operating status of the schedule.
Started:  Schedule operation has been started.
Inactive:  Schedule operation has been stopped.
e  Automatic Power Control Schedule
Displays a schedule 30 days ahead.
e Power Recovery Entry Mode
Displays settings such as whether power is to be
recovered.

Automatic Power
Control/Schedule Setting

Sets the start and stop of schedule operation.
Also sets a daily schedule, weekly schedule, and
monthly schedule, etc.
The following setting items are used.

—  Day-of-the week setting

— Every day setting

—  Specify-day setting

— Holiday setting

— Starttime

— Stop time

—  Shutdown mode

Y
(System
administrator)
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Menu item/
function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Automatic Power
Control/Schedule
Deletion

Deletes any schedule.

Automatic Power
Control/Power Recovery
Mode Setting

Sets power recovery entry mode.
If the power supply is turned off for such reasons as a
power failure when the main unit is in operation, sets

power recovery operation to power-recovery entry mode.

Y
(System
administrator)

Automatic Power
Control/Cluster System
Matching

Matches the cluster system schedule with the automatic
power control schedule.

If an additional cluster system configuration host is
installed or a host is swapped, this matching operation is
performed as well.

*1
(System
administrator)
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2.5 Hardware Operation Setting Functions

The hardware operation setting functions make the settings (such as XSCF/SCF setting and setting of RCI
devices) required to operate the main unit.
These functions include the following four functions:

XSCF setting function (Only for PRIMEPOWER250 and 450)
RCl-related setting function

System-related setting function

AP-Net setting/test function

2.5.1 XSCF setting function

This function is supported only by PRIMEPOWER250 and 450.

The XSCF setting function makes XSCF network-related settings for collecting hardware information.
The table below outlines the XSCF functions.
The available menu items depend on the main unit model to be monitored.

= |

See
See Section 3.2.2, "Main Unit Models and Available Menus."
Y : This setting is made at installation of the main unit.

*1: This setting is made as required.
- No setting to be made.

Whether or not a
setting is made
(Name(s) of

—  Subnet mask
—  Gateway address
—  XSCF host name

— Name server

Function name Outline .
person(s) in charge
are enclosed in
parentheses.).
Network Makes settings required to use XSCF LAN.
Configuration The following network configuration setting items are used.
*
— P address 1
(System

administrator/
customer engineer)
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Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

User Account
Administration

Makes settings related to XSCF shell user accounts. The
following menu items for user account administration are
provided.
e Show User List
Lists user account information.
e Add User
Sets a user account.
o Delete User
Deletes a user account.
e Update Password
Sets or changes a user account password.

*1
(System
administrator/
customer engineer)

Console
Administration

Makes settings related to XSCF console access control.
The following Console Administration menu items are
provided.
e Listing
Lists console access control information.
e Administration
Sets console access control.
The following Console Administration menu items
are provided.
—  Select Standard Console
— Enable/Disable Access Control of Read-only
Console
— Enable/Disable Access Control of XSCF Remote
Control
— Auto-disconnect administration of XSCF Remote
Control

*1
(System
administrator/
customer engineer)

XSCF Web
Administration

Makes settings related to XSCF Web.
The following XSCF Web Administration menu items are
provided.
e Listing
Lists Web-related settings.

e  Administration
Makes Web-related settings.
The following XSCF Web Administration menu items
are provided.

— Enable/Disable XSCF Web
—  Select Locale
— Appearance of Web Page

— Access Control

*1
(System
Administrator)
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Whether or not a
setting is made
(Name(s) of

Function name Outline .
person(s) in charge
are enclosed in
parentheses.).
SNMP Makes settings related to the XSCF SNMP agent function.
Administration The following SNMP Administration menu items are
provided.
e Listing
Lists information related to the SNMP agent function.
e  Administration *1
Makes settings related to the SNMP agent function. (System
The following SNMP Administration menu items are Administrator)
provided.
— Enable/Disable SNMP

—  SNMP Management Information
— Register Community
— Delete Community

Mail Administration | Makes settings related to the XSCF mail transmission

function.
The following Mail Administration menu items are
provided.
*1
e Listing
(System

Lists mail administration information. .
Administrator)

o Details Setup

Makes settings related to mail.
o Test

Transmits a test mail.
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2.5 Hardware Operation Setting Functions

25.2

RCI-related setting function

This function is supported by all models except the PRIMEPOWER1, the SPARC Enterprise TXxxx series
SMC provides the RCI-setting function for the PRIMEPOWER800/1000/2000
model group, the PRIMEPOWER900/1500/2500 model group, and the GP7000F model 1000/2000 group.
Accordingly, use SMC for these model groups.
Also, the SPARC Enterprise Mxxxx series support the same functions as those supported by the XSCF.
Accordingly, use the XSCF for these models.

and the SPARC T series.

The RCl-related setting function makes settings related to the power/environment control interface.
The table below outlines the RCI-related setting functions.
The available menu items depend on the main unit model to be monitored.

“au

See

For a PRIMEPOWER200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWERG650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and

Available Menus."
For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.
- No setting to be made.

Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Displaying a List of
RCI Devices

Displays the RCI status of the main unit and a list of the
devices connected to RCI.  The following shows the RCI
information to be displayed.

— RCI address
— Status

— address

- pwr

- alm

- F

—  sys-phase

- ctgry

— dev-cls

— sub-cls

- tm-out

Confirming the
RCI-connected Units

Blinks the CHECK LEDs of the RCI devices and associates
the RCI addresses with the RCI devices.
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Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Reconfiguring the
RCI Network
(RCI Device
Addition)

When a new RCI device is connected, sets it up in the RCI
network.

The time required to complete the setting depends on the
number of cabinets connected to the network.

*1
(Customer engineer)

Setting the RCI Host
Address

Sets RCI host addresses.
Set RCI host addresses so that they are not duplicated.

*1
(Customer engineer)

Initial RCI Network
Setup

Performs initial RCI network setup.

The time required to complete initial RCI network setup
depends on the number of cabinets connected to the
network.

*1
(Customer engineer)

Setting the External
Equipment Wait
Time

When the external power control device is connected to the
RCI network, sets the wait time required to prepare the
external power control device.

Y
(System
administrator)

RCI Device
Replacement

Performs hot swapping of an RCI device.

Note that multiple devices cannot be swapped at one time.
Note also that the RCI address may not be taken over if
there is an INACT device other than the device to be
swapped.

*1
(Customer engineer)
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2.5.3 System-related setting function

This function is supported by the PRIMEPOWER?250/450/650/800/850/900/1000/1500/2000/2500 model
group, GP7000F model 1000/2000 group, and SPARC Enterprise Mxxxx series. SMC provides the
system-related setting function for the PRIMEPOWER800/1000/2000 model group and the GP7000F
model 1000/2000 group. Accordingly, use SMC for these model groups.

Also, the SPARC Enterprise Mxxxx series support the same functions as those supported by the XSCF.
Accordingly, use the XSCF for these models.

The system-related setting function makes settings related to operations of the main unit, external power

control device, UPS unit, etc.
The table below outlines the system-related functions.
The available menu items depend on the main unit model to be monitored.

“au

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWERG650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and

Available Menus."
For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y : This setting is made at installation of the main unit.

*1: This setting is made as required.
- No setting to be made.

Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Setting the External
Equipment Wait
Time

When the external power control device is connected to the
RCI network, sets the wait time required to prepare the
external power control device.

Y
(System
administrator)

Setting waiting time
for shutdown at
power failure

Sets the waiting time that lasts from when the UPS detects a
power failure to when it starts operating system shutdown.

Y
(System
administrator)

Server CHECK-LED
Operation

Turns on the CHECK-LED lamp of the main unit (server) to
check the location of the main unit.

When the system-related setting function ends, the
CHECK-LED lamp goes off.

Warm-up Time
Administration

Sets the warm-up time of the main unit.

Setting the warm-up time with the main unit installed in a
cold region enables operating system startup after the main
unit has become stable.

Y
(System
administrator)

41




Chapter 2 Machine Administration Functions

Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Extended Interleave
Mode

Sets extended interleave mode.

Extended interleave mode is a function that improves
performance in accessing a contiguous area on memory
space.

To enable extended interleave mode, it is essential that the
system board memory be fully populated, and the capacity
of each memory card is equal.

Moreover, to enable the settings, you must also restart the
main unit.

When setting extended interleave mode, consult with the
customer engineer.

*1
(System
administrator/
customer engineer)
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2.5.4  AP-Net setting/test function

This function is supported by all models except the SPARC Enterprise Server models.

The AP-Net setting/test function sets AP-Net hardware configuration information.
The table below lists menu items related to AP-Net setting/test.

The available menu items depend on the main unit model to be monitored.

> |

Ses

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and

Available Menus."
For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."”

Y : This setting is made at installation of the main unit.

*1:

This setting is made as required.
No setting to be made.

Menu item/
function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Setting Up and
Testing the AP-Net

Sets AP-Net hardware configuration information.

Also tests the power control test and communication test of
the AP-Net cabinet.

Execute the AP-Net setting/test function as required.

*1
(Customer engineer)
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2.6 Firmware Management Function

This function is supported by all models except the SPARC Enterprise Txxxx series and the SPARC T
series. SMC provides the firmware management function for the PRIMEPOWER800/1000/2000 model
group, the PRIMEPOWER900/1500/2500 model group, and the GP7000F model 1000/2000 group.
Accordingly, use SMC for these model groups.

Also, the SPARC Enterprise Mxxxx series support the same functions as those supported by the XSCF.
Accordingly, use the XSCF for these models.

The firmware management function makes firmware registration or deletion and updates firmware.
The table below outlines the firmware management functions.
The available menu items depend on the main unit model to be monitored.

“au

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWERG650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and
Available Menus."

For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.
- No setting to be made.

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Function name Outline

HCP File Operation Registers or deletes firmware.
The following HCP File Operation menu items are provided.
e  Show/Delete the Registered HCP
Lists registered HCP (firmware) information. *1
Can also delete unnecessary HCP information. (Customer engineer)
e  Show/Register the Supply HCP
Displays HCP information on the HCP CD-ROM or
work directory. Can also register HCP information.

Update BaseBoard Updates main unit firmware information.
Firmware of Main The following Main Unit Firmware Update menu items are
Unit provided.

e Show/Update Current HCP
Displays information about the firmware that is
already applied to the main unit and lists information -
about registered firmware to be applied to the current
environment.
Can also apply firmware to the main unit.

e Update History
Displays the update history of main unit firmware.
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Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Disk Drive Firmware
Administration

Updates disk drive firmware.
The following Disk Drive Firmware Administration menu
items are provided.
o Display Updateable Disk Drives
Lists the registered disk drives whose firmware is to
be updated among the connected disk drives.
o Display Disk Drive Firmware Update Log
Displays the update history of disk drive firmware.
e Update Disk Drive Firmware
Updates disk drive firmware.

*1
(System
administrator)
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2.7 Maintenance Program Startup Function

This function is supported by all models.

This function can also start the diagnostic program and REMCS Agent.
The table below outlines maintenance program startup functions.
The available menu items depend on the main unit model to be monitored.

> |

Ses

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see

Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER®650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and

Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main

Unit Models and Available Menus."

For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section

3.5.2, "Main Unit Models and Available Menus."

For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.2, "Main Unit

Models and Available Menus."

Y : This setting is made at installation of the main unit.
*1. This setting is made as required.
- No setting to be made.

Function name Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Diagnostic Program | Starts the diagnostic program (FIVTS).

The diagnostic program is executed to check the hardware
status when the main unit is installed or at hot swapping of
hardware components.

Remote Setup Starts the REMCS Agent.

The REMCS Agent monitors the main unit and supports
customer operation by communicating with the support
center via the network.

Using the REMCS Agent requires separate contract.

For information about the contract, call your Fujitsu sales
representative.

Y (Note)
(System
administrator)

Note: Make this setting with the REMCS Agent.
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2.7 Maintenance Program Startup Function

|

Ses
For information about FIVTS, see the following manuals:

"SunVTS User's Manual"
"SunVTS Test Reference Manual™
"FJVTS Test Reference Manual”

|

Ces
For information about the REMCS Agent, see the following manual:

"User's Guide for REMCS" (C112-BO67EN)
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2.8 Other Functions

Machine Administration provides functions for the following other tasks:

Making the settings for the management server log

Making the settings for the hardware information display window
Hardware data extraction function (FST File Transfer)

Displaying version information

The table below outlines other functions.
The available menu items depend on the main unit model to be monitored.

2

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER650/850/900/1500/2500, see Section 3.3.2, "Main Unit Models and
Available Menus."

For a PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

For information on a model for SPARC Enterprise Txxxx series or SPARC T series, see Section
3.5.2, "Main Unit Models and Available Menus."

For information on a model for SPARC Enterprise Mxxxx series, see Section 3.6.2, "Main Unit
Models and Available Menus."

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.
- No setting to be made.
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Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Setting of
Management Server
Log (support of only
GUI menu)

Sets information such as log data collection conditions.
The following menu items for Setting the Management
Server Log are provided.

o Displaying and Setting Log Collection Interval
Displays intervals at which Machine Administration
collects log data from the hardware component to be
monitored. Can also change the interval settings.

o Displaying and Setting Log Size
Displays the maximum size of the log data to be
collected from the hardware component to be
monitored. Can also change the log size settings.

e Resetting Log
Deletes all the log data collected by Machine
Administration.

If you use the IP host name used before replacement
of the hardware component to be monitored even
after replacement of the component, reset the
collected log data before replacing the component.

If the collected log data is not reset, the log data used
after replacement of the hardware component to be
monitored is added to the log data used before
replacement of the component.

*1
(System
administrator)

Setting of Hardware
Information Display
Window (support of
only GUI menu)

Sets intervals at which log data is reflected in the Hardware
Information Display window.

The following shows the windows in which log data is
reflected.

e Hardware Configuration window

o Hardware Monitoring Information window

*1
(System
administrator)

Hardware data
extraction function
(FST File Transfer)

Transfers files with Field Support Strategy Solution Tool
(FST).

The customer engineer in charge uses this menu to collect
hardware data such as log data. The system administrator
should not use this menu item.

Version Information

Displays Machine Administration version information and
the applied patch information.
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Chapter 3 Model Family-Specific Information

This Chapter describes how to operate Machine Administration menu.

¢ PRIMEPOWER1/200/400/600, GP7000F model200/200R/400/400R/400A/600/600R
e PRIMEPOWER250/450

e PRIMEPOWER650/850/900/1500/2500

e PRIMEPOWERS800/1000/2000, GP7000F model1000/2000

e SPARC Enterprise Txxxx series, SPARC T series

e SPARC Enterprise Mxxxx series
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3.1 PRIMEPOWER1/200/400/600,GP7000F model200/200R/400/400R/400A/600/600R

3.1 PRIMEPOWER1/200/400/600,GP7000F
model200/200R/400/400R/400A/600/600R

This Section describes how to operate Machine Administration menu.

The operation method for the individual functions is described with the operations used when CUI menus
are used.

The functions that can be used only via the GUI menus are described using the GUI menus.

3.1.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e  Starting Machine Administration Menu
e  Exiting Machine Administration Menu
e How to read the Machine Administration Menu

3.1.1.1 Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu

@Operation
1.

Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:

# usr/sbin/FISVmadm/madmin

The top menu of the CUI menu opens.

- |

See i i
See section 4.12 "madmin (1M)."

GUI menu

GUI Operation
1. Enter http://<host-name>:8081/Plugin.cgi as the address in the browser window.
The Web-Based Admin View login window opens.

4 Wich-Eased Admin Wiew S ju| B

User name:r

FasmrH:E

ok

[.J-zll.-'-:l Spplet Windav
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®

Note

If the IP address of the server was changed, this setting must be changed as well. For
information on the method of changing this setting, see the Section "Changing an IP
address on the Public LAN" in the Web-Based Admin View Operation Guide.

Imfarmation

About <host-name> entered as the address in the browser window

If Web-based Admin View cannot be started although a host name was entered in
<host-name>, enter the IP address of the business LAN on the secondary management
server directly.

2. Enter your user name and password and click the [Confirm] button.
The Web-Based Admin View menu window opens.

Languani: |english } Sorwer - | Primany [ 020,80, 2%
Look & ek |Metal ¥ Logout | »| Secondary [
A Machine Administration |
N Common |

3. Select "Machine Administration" from the Web-Based Admin View menu window.
The Select Host window opens.

52



3.1 PRIMEPOWER1/200/400/600,GP7000F model200/200R/400/400R/400A/600/600R

i -10] x|
L]
Select Host
Please select the host o invoke Machine Administration and press the <Exsc= bulton.
T I T
ujitzu [NORMAL 00010102

| Applet Window

<Explanation of the display>
The Host names, status, and RCI addresses are listed which the management server monitors.

The following keywords may appear in the "Status" column:

FATAL : Fatal error

WARNING: Awarning-level error or preventive maintenance event occurred.
NORMAL : Normal

DOWN : The host is down or communication with the host is not possible.
UNKNOWN:  The status is unknown

O

Note

If the appropriate host name is not recognized because it was changed, "DOWN" appears in
the Status column.

To delete a host name select the host name that you want to delete and click the [Exec]
button.

The selected host name is deleted from the list.

If the main unit to be monitored does not support the GUI menu (Web-Based Admin View),
"DOWN" or "UNKNOWN?" appears in the Status column and the GUI menu is not
displayed. In this case, the GUI menu cannot be displayed.

4. Click the "host name" for the host that you want to monitor.
5. Click the [Exec] button.

The GUI menu of the selected host opens.
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1 8= Rl pokated Settings
! = g Infoirmatian

| - Hot Swapping Guide
| Aurtomatic Powes Contl
i Dragreosisc Proge s
2= hlachving Rirraniestran
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- D4-2P3E

[ v depist Windew

3.1.1.2 Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.

CUI menu

@Operation

1. Enter the number of "Exit".
Machine Administration menu exits.

GUI menu

GUI Operation

1. Click the [End] button the GUI menu.

Machine Administration menu exits and the Select Host window opens again.
2. Click the [End] button in the Select Host window.

The Web-Based Admin View menu opens again.
3. Click [x] in the upper right of the Web-Based Admin View menu.

The Web-Based Admin View menu closes.

3.1.1.3 How to read the CUI menu

@The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.
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When the main unit model is PRIMEPOWER21/200/400/600 or GP7000F model
200/200R/400/400R/400A/600/600R

Machine Adninistration Menu

Hardware Conf izuration

Hardware Monitoring Information
RCI-related Settings

Loz Data

Hot Swapping Guide

Diagnoztic Prozram

Remote Setup

Option Menu

Yerzion Information

Exit

q:Buit  biBack to previous menu tiGo to top menu hiHelp

= o 00 e-d 0o O e DO RO —

Select(1-10,q,h):

<Explanation of the display>
(1): Enter the desired item at the location of the cursor.
1-10: To select a menu, enter the menu number.

g : If youwant to quit the operation, enter "q".
h : If you want to display help, enter "h".
Note

Some menu items may be unusable even if they are displayed.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

3.1.1.4 How to read the GUI menu
GuUl

The GUI menu is shown below.

In the GUI menu, the main menu consists of the following three areas:
— Menu display area
— Hardware configuration display area
— Monitoring information message display area

55



Chapter 3 Model Family-Specific Information

| = RC1pokated Sottings
| = Lag Informatian

| 0 Hot Swragping Guids
| Automatic Puower Contl
i Diagrenstic Proge s
= pdachims Aslrranesor
Warsion infosmiatig

O 04LZPE0R
4-LIZP DA

P 4 (2)
B4U2PE1A

- B4-L2PeE
B LZPE3A

(1)

(2
(4)

r.j;:a Bepliet Wirdowe

<Explanation of the display>
(1):  Menus are displayed in tree format.
By default, only the top-level of menus are displayed.

Clicking ® displays subsequent levels of the menu.
Selecting a menu displays the appropriate menu window in another window.

(2): Hardware configuration is always displayed.

It displays the name of each hardware component (such as CPU, memory, and battery), and
the symbols representing hardware component in detail.

(3): If the status of the hardware component to be monitored changes, a message appears in this
area.

(4): The each buttons have the following functions:

[Open] button: Selecting this button enables you to display the new-lower level of the
menu for the selected menu item. Selecting the lowest level of the
menu displays the appropriate window as a new window.

[End] button: Selecting this button ends Machine Administration.

[Clear] button: Selecting this button clears the message displayed in the Monitoring
message area.

[Refresh] button: Selecting this button updates the information displayed in the Hardware
Configuration area.

[Status] button: Selecting this button displays the status and detailed node information
for the node selected in the Hardware Configuration area.

[Configuration] Selecting this button opens the notification settings window for the node

button: selected in the Hardware Configuration area. This button is active only

when a battery, UPS unit, fan, power supply unit, disk, memory, CPU or
tape unit is selected.

[Log] button: Selecting this button opens the log information window for the node
selected in the Hardware Configuration area. This button is active only
when a disk, memory, fan, or power supply unit is selected.

[Add] button: Selecting this button opens the addition window for the node selected in
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the Hardware Configuration area. This button is active only when a
battery is selected.

[Delete] button: Selecting this button opens the deletion window for the node selected in
the Hardware Configuration area. This button is active only when a
battery is selected.

[Swap] button: Selecting this button opens the Hot Swapping Guide window for the
node selected in the Hardware Configuration area.  This button is active
only when a hot swappable disk, power supply unit, or fan is selected.

[LED] button: Selecting this button opens the Confirming the RCI-connected Units
window for the node selected in the Hardware Configuration area. This
button is active only when an RCI node is selected.

3.1.2 Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.
The tables below show the relationships between main unit models and available menus.

How to read the tables

e The table below shows the meanings of the symbols.

Symbol Meaning

Y The appropriate function is available in the CUI menu and GUI menu.

N The appropriate function is unavailable.

*1 The appropriate function is available only in the CUI menu.

*2 The appropriate function is available only in the GUI menu.

*3 The appropriate function is available in System Management Console.
2l

bee For information about System Management Console, see the "System Console

Software User's Guide".

*4 The appropriate function is available but the appropriate menu is unavailable.
Log data is collected.
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Main unit models and available menus

Main unit Reference | Reference
PRIMEPOWER?200/400/600, | destination of | destination of
Menu name PRIMEPOW GP7000F model function operation
ER1 200/200R/400/400R/400A/600/ | ey planation | explanation
600R
Hardware Monitoring Function
Hardware Configuration Display
Hardware Configuration Display 211 3.15
Hardware  Detailed  Configuration 211 3.15
: Y Y
Display
Hardware Monitoring Information
Battery Life Monitoring Y Y 212 3.1.6.1
Fan Monitoring Y Y 212 3.1.6.2
Disk Monitoring Y Y 212 3.1.6.3
Tape Unit Monitoring Y Y 212 3.1.6.4
CPU Monitoring Y Y 212 3.1.6.5
Memory Monitoring Y Y 2.1.2 3.1.6.6
Power Supply Unit Monitoring Y Y 2.1.2 3.1.6.7
UPS Monitoring Y Y 2.1.2 3.1.6.8
Degradation Monitoring Y Y 2.1.2 3.1.6.9
Setting Monitoring Notification 2.1.2 3.1.6.10
. Y Y
Information
Saving/Restoring Hardware Monitoring v v 2.1.2 3.1.6.11
Information
Log Data Function
Log Data
Message Log Y Y 2.2 3.1.7.1
Disk Error Information Y Y 2.2 3.17.2
Disk Error Statistics Information *1 *1 2.2 3.1.73
Memory Error Information Y Y 2.2 3.1.74
Machine Administration Monitoring Log Y Y 2.2 3.1.75
SCF Error Log Y Y 2.2 3.1.7.6
Thermal Error Log Y Y 2.2 3.1.7.7
Fan Error Log Y Y 2.2 3.1.7.8
Power Error Log Y Y 2.2 3.1.7.9
Power-failure/Power-recovery log Y Y 2.2 3.1.7.10
Power Log Y Y 2.2 31711
Saving the Log Data Y Y 2.2 3.1.7.12
Collecting System Information *1 *1 2.2 3.1.7.13
Maintenance Guide Function
Hot Swapping Guide
The Faulty Hard Disk Drive v v 2.3 Appendix B
Replacement (Hot Swap)
Preventive Maintenance of the Hard *] - 2.3 Appendix B
Disk Drive (Hot Swap)
Include the Hard Disk Drive after the 2.3 Appendix B
: *1 *1
Cold Maintenance
Power Supply Unit of Main Cabinet N Y 2.3 3.1.8.2
Fan Unit of Main Cabinet N Y 2.3 3.1.8.3
Power Supply Unit of Expansion N v 2.3 3.1.84
Cabinet
Fan Unit of Expansion Cabinet N Y 2.3 3.1.85
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Main unit

Re_fere_nce Re_fere_nce
Menu name R — PR'“"E;SXXEE;%%:?O/GOO, deitmat_lon of | destination of
unction operation
ER1 200/200R/400/400R/400A/600/ | ey planation | explanation
600R
Automatic Power Control Function
Automatic Power Control
Displaying Power Control Relationships N *2 24 3.1.9.1
Set Schedule N *2 24 3.1.9.2
Delete Schedule N *2 2.4 3.1.93
Setting Power Recovery Mode N *2 24 3.1.94
Matching of Cluster Information N *2 24 3.1.95
Hardware Operation Setting Function
RCl-related Settings
Displaying a List of RCI Devices N Y 252 3.1.101
Confirming the RCI-connected Units N Y 252 3.1.10.2
Reconfigu_ring thg RCI Network N v 252 3.1.10.3
(RCI Device Addition)
Setting the RCI Host Address N Y 252 3.1.104
Y
Note) The expiration time of
Setting  Expiration Time of the N the no-communication ) )
No-communication Monitoring Timer monltorlr}g timer is
automatically set.
Do not change this setting
from the menu.
Setting the External Equipment Wait v 252 3.1.105
Time
RCI Device Replacement *1 252 3.1.10.6
Option Menu
|Setting Up and Testing the AP-Net | *1 *1 254 3.1.11
Firmware Management Function
Option menu
‘Disk Firmware Administrator | *1 *1 2.6 31121
Maintenance Program Startup Function
Diagnostic Program Y Y 2.7 3.1.13
Remote Setup *1 *1 2.7 3.1.14
Other Functions
Setting of Management Server Log *2 *2 2.8 3.1.15
Setting of Hardware Information Display * 2 2.8 3.1.16
Window
Version Information Y Y 2.8 3.1.17

3.1.3 When to Make Settings

Machine Administration supports three types of settings.
main unit is installed. The second type of settings are made when the main unit is in operation. The

third type of settings are made as required.

The first type of settings are made when the

The tables below show settings to be made and the persons in charge responsible for making these

settings.

The meanings of symbols in the "Person in charge™ column are as follows.

Y: The customer engineer or system administrator makes the appropriate setting.
-: Other persons in charge make the appropriate setting.
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Person in charge

When to make Contents of the setting Reference destination Customer System
the setting engineer | administrator
At installation of the main unit
Monitoring battery life (*1) 3.2.6.1 Monitoring battery life Y -

Setting Monitoring

3.1.6.10 Setting Monitoring

Notification Information Notification Information ) Y
Set Schedule 3.1.9.2 Set Schedule - Y
Setting Power Recovery Mode | 3.1.9.4 Setting Power Recovery ) v
Mode
Setting the External Equipment | 3.1.10.5 Setting the External ) v
Wait Time Equipment Wait Time
Remote Customer Support 3.1.14 Remote Customer Support ) v
System (REMCS) Setup Menu | System (REMCS) Setup Menu
When the main unit is in operation
When  an | Fan Monitoring 3.1.6.2 Fan Monitoring - Y
error Disk Monitoring 3.1.6.3 Disk Monitoring - Y
ST CPU Monitoring 3.1.6.5 CPU Monitoring - Y
when a part —— —
is replaced Memory Monitoring 3.1.6.6 Memory Monitoring - Y
When  an | Tape Unit Monitoring 3.1.6.4 Tape Unit Monitoring - Y
€rror occurs | power Supply Unit Monitoring | 3.1.6.7 Power Supply Unit ) v
Monitoring
UPS Monitoring 3.1.6.8 UPS Monitoring - Y
Degradation Monitoring (*2) 3.1.6.9 Degradation Monitoring - Y
As required | Setting Management Server 3.1.15 Setting Management Server ) v
Logging Logging
Hardware Information Display | 3.1.16 Hardware Information Display ) v
Settings Settings
Matching of Cluster 3.1.9.5 Matching of Cluster ) v
Information Information
When the main unit is in operation
As required | Reconfiguring The RCI 3.1.10.3 Reconfiguring The RCI ) v
Network Network
Setting the RCI host address 3.1.10.4 Setting The RCI Host ) v
Address
Setting Up and Testing the 3.1.11 Setting Up and Testing the ) v

AP-Net

AP-Net

*1 Make this setting not only when installing the main unit but also when performing preventive

swapping.

*2  Degradation Monitoring must be set up if an error is detected during initialization.

3.1.4 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out

an e-mail notification whenever a change in the status occurs.

error message in the console and GUI menu.

Machine Administration also displays an

For information about how to set the e-mail notification function, see Section 3.1.6.10, "Setting

Monitoring Notification Information."

The following shows an example of the actions taken in response to changes of the hardware status.
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| %  Oceurrence of hardware status change |

!

[ 1.

Recsetve notification of status change occurrence by e-mail |

!

Open the Maching Adminlstatdon Memu.
Tote: If the Machine bdmirdstratics Metn iz already open, a comespending ermor message iz also

played in the sindom.
!

Zelect "Hardware Conflzuratdon® from the madn memu.
Checlt the statuz of the hardware in which the emor cccurred from Basie System Information.

!

Seleet "Log Data” from the main menu.
Select "Messase Los" from the Jos data menw

Eeferetice loo data in the hardsrare corabonent wwhere the emmor ocenrmed.

!

| 5.

In Chapter &, "Messages,” eheck for the message corresponding to the Jog data.

!

| 6.

Take the acton Imlicaied for the corresponding message. |

1

[ ¥ Endofacton |

3.1.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration menu

Operation

1. Select [Hardware Configuration] from the CUI menu.

The Hardware Configuration menu opens.

Hardware Confizuration

1. Hardware Configuration Display
2. Hardware Detailed Configuration Displaw

q:Euit  biBack to previouz menu t:Go to top menu hiHelp

Zelect. (1-2,q.b,t.R):

Displaying hardware configuration information
The following describes how to operate the Hardware Configuration Display:
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@Operation

1. From the Hardware Configuration menu, select [Hardware Configuration Display].

The hardware configuration information appears.

<Example>
FRIMEFOWER1OO
CPU
CPUtD
Memory
SLOTN
CPUCPEK 0
pcil
ebuz(l
SUNY . pl
FFU, watchdoz- ozl
EEp o
PFU, f lashprom
e ]
Faihl
Féiniif 1
Fimt2
Fémita
Famit4
FEPF NN
FEP
FEP$D

PFU, wat chdogl

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, disk, battery,
channels, adapter, and devices. If a hardware fault is detected, a symbol indicating the status
appears for the corresponding hardware component.

2

See
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

O

Note

— For the PRIMEPOWER series and GP7000F model 200R/400A/400R, the following
information appears:
x in "0x-" coded before the hardware name indicates the number of the motherboard.

— Adisk managed by SynfinityDISK or PRIMECLUSTER GDS is displayed as "sfdsk" after
sdn or hddvn.

— A device detected as faulty at main unit initialization and which is degraded is displayed
under "Failed Units."

Displaying detailed hardware configuration information
The following describes how to operate the Hardware Detailed Configuration Display:

@Operation

1. From the Hardware Configuration menu, select [Hardware Detailed Configuration Display].
The detailed hardware configuration information appears.
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<Example>

FRIMEPOWER100 Mode Mame:xwl:Ethernet address:0:80:17:84:2c:f1:Host ID:BOF22cf1
CPU
CPUD Statusinormal:Freq:b00:Cachez0.2:Inpl. 213 Mask: 1.4
Memory
SLOTO 256ME used:Status:normal
CPUCPEK 0
pcill Component-name: APE; Compat ible:pci108e, 50005 Mode | : SUNY, = imba,
ebuzl Component-name: 4PB
SUNY . pl
FFU, watchdoz- ozl
eepron Component -name: TOD/MWYRAKW
PFU,f lashprom OBP Yersion:3.11.5 200110710 09:03;P0ST Yersion:d
LR 2001409527 11208
SYSMON Swstem monitor
Fishl
Famitl Statusinormal
Fémtt? Statusinormal
Fanis Status:normal
Fémttd Statusinormal
FEPF&NKED Status:normal
FEP
FEFHtD Status:inormal

<Explanation of the display>

Detailed status information of the following hardware components appears: CPU, memory, disk,
battery, channels, adapter, and devices. If a hardware fault is detected, a symbol indicating the
status is displayed for the corresponding hardware component.

- |

See
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

3.1.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.

Displaying the Hardware Monitoring Information menu

Operation

1.

From the CUI menu, select [Hardware Monitoring Information].
The Hardware Monitoring Information menu opens.
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Hardware Monitoring Informat ion

Battery Life Monitoring

UPE Monitoring

Fan Monitoring

Fower Supply Unit Monitoring

Dizl Monitoring

Memory Monitoring

CPU Monitoring

Tape Unit Monitoring

Degradat ion Monitoring

Setting Monitoring Notification Information
Saving/Restoring Hardware Monitoring Information

—_— D 0 00 -] T M o DO RS —
= s« = = = = = = = = =

q:Buit  biBack to previous menu t:iGo to top menu  hiHelp

Select. (1-11,9,b,.t,k):

O

Note
The menu items to be displayed depend on the main unit model.
However, displayed menu items may not be available for use in some cases.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

3.1.6.1  Monitoring battery life

This section describes how to operate the Battery Life Monitoring function.

Displaying the Battery Life Monitoring menu

Operation

1. From the Hardware Monitoring Information menu, select [Battery Life Monitoring].
The Battery Life Monitoring menu opens.

Battery Life Monitaring

fdding Batterw Life Information

Digplaying and Setting Battery Life Information
Deleting Battery Life Information

Zetting Battery Life Notification

g 0D I —

qiluit  b:iBack to previous menu t:lGo to top menu hiHelp

Select, (1-4,9,b,t):
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Adding Battery Life Information
The following describes how to operate the Adding Battery Life Information function:

@Operation

1. From the Battery Life Information menu, select [Adding Battery Life Information].
The Adding Battery Life Information menu opens.
2. Specify the following information in the menu:
— DBattery
Enter the battery identifier.
For the UPS battery: UPS-B#n (n is the battery identification number.)
For the disk array device battery: DARY-B#n (n is the battery identification number.)
— Status
Select a battery status from the following:
Normal:  Normal status

Prepare: The expiration date of the battery life is approaching. A new battery needs to
be prepared for future replacement.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire:  The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

— Life
Enter the expiration date of the battery life.
—  Prepare Notification

Selects whether a notification is issued to prompt for preparation of the replacement part
when the expiration date of the battery life is approaching.

Valid:  Notification.
Invalid: No notification.
— Replace Notification

Selects whether a notification is to be issued to prompt for replacement of the part when the
expiration date of the battery life is approaching.

Valid: Notification
Invalid:  No notification
— Expire Notification

Selects whether a notification is to be issued to prompt for replacement of the part when the
expiration date of the battery life is approaching.

Valid: Notification (every day)
Invalid:  No notification
— Battery Identification Number
Enter the battery identification number as a number in the range of 0 to 999.
The battery identification number is used to manage battery life.
— Life
Enter the expiration date of battery life indicated on the label attached to the battery.

However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

—  Setting Valid/Invalid Notification
Select for each battery whether a notification is to be issued. The default is "Valid."
Valid: Notification
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Invalid:  No notification

Make this selection for each of the following notifications:

Prepare Notification: Used to prompt for the preparation of a new battery when the
expiration date of battery life is approaching.

Replace Notification: Used to prompt for battery replacement when the expiration date of
battery life is approaching.

Expire Notification: Used to prompt for battery replacement when the expiration date of
battery life has passed. (Every day)

Displaying Battery Life Information
The following describes how to operate the Displaying Battery Life Information function:

@Operation

1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.

Select [Displaying Battery Life Information].

The battery life information appears.

This information includes:

Battery

The identifier of the battery

The battery identifier is displayed in the following formats:

For the UPS battery: UPS-B#n (n is the battery identification number.)

For the disk array device battery: DARY-B#n (n is the battery identification number.)
Status

The battery status

Normal:  Normal status

Error:  Abattery error was detected. The battery needs to be replaced.

Prepare: The expiration date of the battery life is approaching. A new battery for
replacement needs to be prepared.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire: The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

None: Not mounted.

Life

Expiration date of the battery life

Prepare Notification

Used to prompt for the preparation of a new battery for replacement when the expiration
date of the battery life is approaching.

Valid:  Notification

Invalid:  No notification

Replace Notification

Used to prompt for battery replacement when the expiration date of battery life is
approaching.

Valid:  Notification

Invalid:  No notification

Expire Notification

Used to prompt for battery replacement when the expiration date of the battery life has
passed.

Valid: Notification (every day).

Invalid:  No notification
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Setting Battery Life Information
The following describes how to perform the Setting Battery Life Information operation:

@Operation
1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.
2. Select [Setting Battery Life Information].
The Setting Battery Life Information menu opens.
3. Specify the following information in the menu:
— Life
Enter the expiration date of the battery life recorded on the label attached to the battery.

However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each battery. The default is "Valid."
Valid: Notification
Invalid:  No notification
Make this setting for each of the following notifications:

Prepare Notification: Used to prompt for the preparation of a new battery for replacement
when the expiration date the battery life is approaching.

Replace Notification: Used to prompt for battery replacement when the expiration date
the battery life is approaching.

Expire Notification: Used to prompt for battery replacement when the expiration month
and year of the battery life has passed. (Every day)

Deleting Battery Life Information
The following describes how to perform the Deleting Battery Life Information operation:

@Operation
1.

From the Battery Life Monitoring menu, select [Deleting Battery Life Information].
The battery life information list appears.

2. Select the battery to be deleted.
Perform operations in accordance with the menu.

Setting Battery Life Notification
The following describes how to perform the Setting Battery Life Notification operation:

@Operation

1. From the Battery Life Monitoring menu, select [Setting Battery Life Notification].
The Setting Battery Notification menu opens.
2. Specify the following information in the menu:
—  Setting Time Period of Notification
Specify the time period during which an automatic notification is to be issued.
Time period of prepare notification:
During this time period, a notification prompting for the preparation of a new

67



Chapter 3 Model Family-Specific Information

battery for replacement is issued because the expiration date of the battery life is
approaching.
A time period of 24 to 2 months before the expiration date of the battery life can be
specified. The default is "6 months prior to the expiration of battery life."

Time period of replace notification:

During this time period, a notification prompting for part replacement is issued
when the expiration date of the battery life is approaching. A time period of 23
months to 1 month prior to the expiration date of the battery life can be specified.
The default is "4 months prior to the expiration of the product life."

— Life Notification Destination
Specify the destination to which an automatic notification is to be issued by Battery Life
Monitoring.
Life Notification Destination: Select whether the notification is to be issued, for each
notification destination, depending on whether a notification by Battery Life Monitoring is
required.

— Output to the console
— Sending mail to the system administrator
—  Sending mail to the CE

Select whether a notification is to be issued.

Valid: Notification

Invalid:  No notification
Note

Set the mail address in the Setting Monitoring Notification Information menu of the Hardware
Monitoring Information menu.

3.1.6.2 Fan Monitoring

The following describes how to operate the Fan Monitoring function:

Displaying the Fan Monitoring menu

@Operation

1. From the Hardware Monitoring Information menu, select [Fan Monitoring].
The Fan Monitoring menu opens.

Fan Monitoring

1. Dizplaying and 3etting Fan Monitoring Informat ion
2. Setting Fan Monitoring Motification

q:Buit  biBaclk to previous menu tiGo to top menu  hiHelp

Select. {1-2,9,b,t):

Displaying Fan Monitoring Information
The following describes how to operate the Displaying Fan Monitoring Information function:

68



3.1 PRIMEPOWER1/200/400/600,GP7000F model200/200R/400/400R/400A/600/600R

@Operation

1. From the Fan Monitoring menu, select [Displaying and Setting Fan Monitoring Information].
The fan monitoring information appears.
This information includes:
—  Fan
The identifier of the fan
The fan name is displayed in the following formats:
Fan Unit of Main : FAN#n (n is the fan identification number.)

Cabinet

FEP Fan Unit of Main : FEPFAN#n (n is the fan identification number.)
Cabinet

Fan Unit of Expansion : rci-address-FAN#n (n is the fan identification number.)
Cabinet

cabinet-name#m-FAN#n (m is the cabinet identification
number and n is the fan identification number.)

FEP Fan Unit of : rci-address-FEPFAN#n (n is the fan identification number.)
Expansion Cabinet

—  Status
The status of the fan
Normal: Normal status
Error:  Afan error was detected. The part needs to be replaced.
Prepare: The expiration date of the service life for the fan is approaching. A new part
for replacement needs to be prepared.
Replace: The expiration date of the service life for the fan is approaching. The part
needs to be replaced.
Expire: The fan life has expired. The part needs to be replaced immediately.
None: Not mounted.
—  Power-on
Time during which the power to the fan is on

- Error

Indicates whether an error is to be reported if it is detected.
Valid:  Notification.
Invalid:  No notification.

—  Prepare
Indicates whether a notification is to be issued by Life Monitoring to prompt for the
preparation of a new part for replacement if the expiration date of the service life of the fan
is approaching.
Valid:  Notification.
Invalid:  No notification.

— Replace

Indicates whether a notification is to be issued from Life Monitoring to prompt for part
replacement if the expiration date of the fan life is approaching.

Valid: Notification.
Invalid:  No notification.

— Expire
Indicates whether a notification is to be issued by Life Monitoring to prompt for part
replacement if the month and year of the fan life is approaching.
Valid: Notification. (Every day)
Invalid:  No notification.
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Setting Fan Monitoring Information
The following describes how to perform the Setting Fan Monitoring Information operation:

@Oper
1.

ation

From the Fan Monitoring menu, select [Displaying and Setting Fan Monitoring Information].

The fan monitoring information list appears.

Select the fan whose settings need to be made.

Specify the following information in the menu:

Power-on
If the fan was replaced, change the fan's power-on time.
The default is "0."

If the main unit was installed again, the power-on time of all fans in the main unit is "0."
The setting value of the fan power-on time can be retained by saving the hardware
monitoring information before reinstalling the main unit and by restoring the monitoring
information after reinstalling the main unit.

“2u

See
See Section 3.1.6.11, "Saving/Restoring Hardware Monitoring Information."

Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each notification.

The default is "Valid." The default for the expire notification is "Invalid."

Valid: Notification

Invalid:  No notification

The following notifications can be specified:

Error Notification: Used to prompt for device replacement if an error is detected.

Prepare Notification: Used to prompt for the preparation of a new device for replacement
if the fan unit power-on time has reached 90% of the lifetime.

Replace Notification: Used to prompt for device replacement if the fan unit power-on
time has reached 100% of the lifetime.

Expire Notification: Used to prompt for device replacement if the fan unit power-on time
has exceeded the lifetime. (Every day)

Resetting Monitoring Information
Reset monitoring information if the fan unit has been replaced.
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Setting Fan Monitoring Notification
The following describes how to perform the Setting Fan Monitoring Notification operation:

@Operation

1. From the Fan Monitoring menu, select [Setting Fan Monitoring Notification].
The Setting Fan Monitoring Notification menu opens.
2. Specify the following information in the menu:
— Error Notification Destination

Depending on whether an error notification is required, select whether the notification is to
be issued, for each notification destination.

—  Output to the console
— Sending mail to the system administrator
—  Sending mail to the CE
Specify whether the notification is to be issued as follows:
Valid: Notification
Invalid:  No notification
— Life Notification Destination

Depending on whether a life notification is required, select whether the notification is to be
issued, for each notification destination.

—  Output to the console
—  Sending mail to the system administrator
—  Sending mail to the CE
Specify whether a notification is to be issued as follows:

Valid: Notification

Invalid:  No notification
Note

Specify the mail address in the Setting Monitoring Notification Information menu of the Hardware
Monitoring Information menu.
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3.1.6.3  Disk Monitoring

O

Note
The Disk Monitoring function automatically monitors all connected devices.

For this reason, an application or driver error may occur if an operational conflict with other
applications occurs or the disk array device is used.

If this happens, execute the following command to exclude the error-causing device from
monitoring.

# usr/shin/FISVmadm/nocheckdev add device_pathname

If this command is executed, the relevant device is not monitored.

“2u

See

See Section 4.13 "nocheckdev (1M)."

Displaying the Disk Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [Disk Monitoring].
The Disk Monitoring menu opens.

Dizk HMonitoring

1. Displaving and Setting Disk Monitoring Information
2. Setting Disk Monitoring Motification

q:uit  b:iBack to previous menu t:ilo to top menu hiHelp

Zelect. 1-2,9.b,t):

O

Note

The menu items to be displayed depend on the main unit model. Moreover, there are cases where
displayed menu items may not be available for use.

“2u

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Displaying Disk Monitoring Information
The following describes how to operate the Displaying Disk Monitoring Information function:
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@Operation

1.

From the Disk Monitoring menu, select [Displaying and Setting Disk Monitoring Information].

The disk monitoring information appears.

This information includes:

Unit

The instance name of the disk device

Status

The disk status

Normal: Normal status

Error:  Adisk error was detected. The part needs to be replaced immediately.
Replace: Adisk error was detected.  Preventive replacement of the part is required.
Immediate Replacement Notification Destination

Indicates whether a notification is to be issued to prompt for immediate replacement when
an error was detected.

Valid: Notification
Invalid:  No notification
Preventive Replacement Notification Destination

Indicates whether a notification is to be issued to prompt for preventive replacement when
replacement is required.

Valid: Notification
Invalid:  No notification

Setting Disk Monitoring Information
The following describes how to perform the Setting Disk Monitoring Information operation.

The main units of PRIMEPOWERS800/1000/2000 and GP7000F model 1000/2000 do not support the
setting of [Setting Valid/Invalid Notification].

@Oper
1.

ation

From the Disk Monitoring menu, select [Displaying and Setting Disk Monitoring Information].

The disk monitoring information list appears.
Select the disk to be set.
Enter the following information in the menu:

Setting Valid/Invalid Notification
Specify whether a notification to be is issued, for each device. The default is "Valid."
Valid:  Notification
Invalid:  No notification
The above setting can be made for the following types of notifications:
— Immediate Replacement Notification Destination

Used to prompt for the immediate replacement of a disk when a hardware error was
detected.

— Preventive Replacement Notification Destination

Used to monitor the threshold managed by the SMART function and to prompt for
preventive replacement of a disk before a hardware error is detected.

Resetting Monitoring Information
Reset the monitoring information when a disk was replaced.
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Setting Disk Monitoring Notification
The following describes how to perform the Setting Disk Monitoring Notification operation:

@Operation

1. From the Disk Monitoring menu, select [Setting Disk Monitoring Notification].
The Setting Disk Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator
—  Sending mail to the CE
— Preventive Replacement Notification Destination

If preventive replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator
—  Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.4 Tape Unit Monitoring

O

Note

The monitoring function automatically operates for all connected devices. For this reason, an
application or driver error to the effect that the device is indicated as busy may occur if a
device-open operation from another application conflicts with this function.

If this happens, execute the following command to exclude the error-causing device from
monitoring.

# [usr/sbin/FISVmadm/nocheckdev add device_pathname
If this command is executed, the relevant device is not monitored.

2

Gee
See Section 4.13 "nocheckdev (1M)."
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Displaying the Tape Unit Monitoring menu

@Operation

1. From the Hardware Monitoring Information menu, select [Tape Unit Monitoring].

The Tape Unit Monitoring menu opens.

1.
2.

Tape Unit Monitoring

q:(uit  b:Back to previouz menu t:Go to top menu hiHelp

Select. {1-2,q,b,t):

Dizplaving and Setting Tape Unit Monitoring Information
Zetting Tape Unit Monitoring MNotification

O

Note

Menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Displaying Tape Unit Monitoring Information
The following describes how to operate the Displaying Tape Unit Monitoring Information function:

@Operation

1. From the Tape Unit Monitoring menu, select [Displaying and Setting Tape Unit Monitoring
Information].

The tape unit monitoring information appears.

This information includes:

Unit

The instance name of the tape unit

Status

The tape unit status

Normal: Normal status

Error:  An error was detected. The part needs to be replaced immediately.
Cleaning Required: The part needs to be cleaned.

Immediate Replacement Notification Destination

Specify whether a notification is to be issued to prompt for immediate replacement of the
tape unit if a hardware error was detected.

Valid: Notification.
Invalid:  No notification.
Cleaning Request Notification Destination
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Specify whether a notification is to be issued to prompt for cleaning when the part needs to
be cleaned.

Valid:  Notification.
Invalid: No notification.

Setting Tape Unit Monitoring Information
The following describes how to perform the Setting Tape Unit Monitoring Information operation:

@Operation
1.

From the Tape Unit Monitoring menu, select [Displaying and Setting Tape Unit Monitoring
Information].

The tape unit monitoring information list appears.

2. Select the tape unit to be set.

3. Enter the following information in the menu:

Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each device. The default is "Valid."
Valid: Notification.

Invalid:  No notification.

The above setting can be made for the following types of notifications:

Immediate Replacement Notification Destination: Used to prompt for the immediate
replacement of the tape unit if a hardware error was detected.

Cleaning Request Notification Destination: Used to prompt for cleaning if the part needs
to be cleaned.

The main units of PRIMEPOWER800/1000/2000 and GP7000F model 1000/2000 do not
support this function.

Resetting Monitoring Information
Reset the monitoring information when the tape unit was replaced.

Setting Tape Unit Monitoring Notification
The following explains how to perform the Setting Tape Unit Monitoring Notification operation:

@Operation

1. From the Tape Unit Monitoring menu, select [Setting Tape Unit Monitoring Notification].

The Setting Tape Unit Monitoring Notification menu opens.

2. Enter the following information in the menu:

Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator
— Sending mail to the CE
Cleaning Request Notification Destination
If cleaning notification is required, specify the destination to which that notification is
automatically sent.
Specify the notification destination from the following:

—  Output to the console
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— Sending mail to the system administrator
—  Sending mail to the CE

O

Note
Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.5 CPU Monitoring

This section describes how to operate the CPU Monitoring function.

Displaying the CPU Monitoring menu

@Operation

1. From the Hardware Monitoring Information menu, select [CPU Monitoring].

The CPU Monitoring menu opens.

CPU Monitoring

1. Dizplaving and Setting CPU Monmitaring Information
2. Setting CPU Monitoring Motification

q:Guit  biBack to previous menu t:iGo to top menu hiHelp

Zelect. (1-2,q.b,t):

Displaying CPU Monitoring Information
The following describes how to operate the Displaying CPU Monitoring Information function:

@Operation

1. From the CPU Monitoring menu, select [Displaying and Setting CPU Monitoring Information].
The CPU monitoring information appears.
This information includes:
- Unit
The CPU slot (example: CPU#0)
—  Status
The CPU status
Normal: Normal status
Error: A CPU error was detected. The part needs to be replaced immediately.
Replace: A CPU error was detected.  Preventive replacement of the part is required.
— Immediate Replacement Notification Destination

Specify whether a notification is to be issued to prompt for the immediate replacement of
the CPU if a hardware error was detected.

Valid: Notification.
Invalid:  No notification.
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— Preventive Replacement Notification Destination

Specify whether a notification is to be issued to prompt for preventive replacement if
replacement is needed.

Valid: Notification.
Invalid: No notification.

Setting CPU Monitoring Information
The following describes how to perform the Setting CPU Monitoring Information operation:

@Operation
1.

From the CPU Monitoring menu, select [Displaying and Setting CPU Monitoring Information].
The Setting CPU Monitoring Information list appears.
2. Select the CPU whose settings need to be made.
3. Enter the following information in the menu:
—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each device. The default is "Valid."
Valid: Notification.
Invalid:  No notification.
The above setting can be made for the following types of notifications:

Immediate Replacement Notification Destination: Used to prompt for the immediate
replacement of the CPU.

Preventive Replacement Notification Destination: Used to monitor for 1-bit errors in the
CPU cache memory and to prompt for preventive replacement of the CPU before a
hardware error is detected.

— Resetting Monitoring Information
Reset the monitoring information when the CPU was replaced.

Setting CPU Monitoring Notification
The following describes how to perform the Setting CPU Monitoring Notification operation:

@Operation

1. From the CPU Monitoring menu, select [Setting CPU Monitoring Notification].
The Setting CPU Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator
— Sending mail to the CE
— Preventive Replacement Notification Destination

If preventive replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
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— Sending mail to the system administrator
—  Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.6 Memory Monitoring

This section describes how to operate the Memory Monitoring function.

Displaying the Memory Monitoring menu
Operation

1.

From the Hardware Monitoring Information menu, select [Memory Monitoring].
The Memory Monitoring menu opens.

Memory Monitoring

1. Displaving and Setting Memory Monitoring Information
2. Settinz Memory Monitoring Motification

q:0uit  biBack to previous menu tilo to top menu hiHelp

Select. (1-2,9.b,t):

Displaying Memory Monitoring Information
The following describes how to operate the Displaying Memory Monitoring Information function:

Operation

1.

From the Memory Monitoring menu, select [Displaying and Setting Memory Monitoring
Information].

The memory monitoring information appears.
The memory monitoring information includes:

- Unit

Unit name. (Example: SLOTO)
—  Status

Memory status

Normal:  Normal status

Error:  Amemory error was detected. The part needs to be replaced immediately.

Replace: A memory error was detected.  Preventive replacement of the part is required.
— Immediate Replacement Notification Destination

Indicates whether a notification is to be issued to prompt for immediate replacement if an
error was detected.

Valid:  Notification.

Invalid:  No notification.
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— Preventive Replacement Notification Destination

Indicates whether a notification is to be issued to prompt for preventive replacement if
replacement is required.

Valid: Notification.
Invalid: No notification.

Setting Memory Monitoring Information
The following describes how to perform the Setting Memory Monitoring Information operation:

@Operation
1.

From the CPU Monitoring menu, select [Displaying and Setting CPU Monitoring Information].
The CPU monitoring information list appears.
2. Select the CPU whose settings need to be made.
3. Enter the following information in the menu:
—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each unit.  The default is "Valid."
Valid: Notification.
Invalid:  No notification.

The above setting can be made for the following types of notifications:

Immediate Replacement  Used to prompt for the immediate replacement of the memory if a
Notification Destination: hardware error was detected.
Preventive Replacement  Used to monitor for 1-bit errors and comparable errors and to

Notification Destination: prompt for preventive replacement of the memory before a
hardware error is detected.

— Resetting Monitoring Information
Reset the monitoring information when the memory is replaced.

Setting Memory Monitoring Notification
The following describes how to perform the Setting Memory Monitoring Notification operation:

@Operation

1. From the Memory Monitoring menu, select [Setting Memory Monitoring Notification].
The Setting Memory Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
— Output to the console
— Sending mail to the system administrator
— Sending mail to the CE
— Preventive Replacement Notification Destination

If preventive replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
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— Sending mail to the system administrator
—  Sending mail to the CE

O

Note
Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.7 Power Supply Unit Monitoring

This section describes how to operate the Power Supply Unit Monitoring function.

Displaying the Power Supply Unit Monitoring menu

@Operation

1. From the Hardware Monitoring Information menu, select [Power Supply Unit Monitoring].

The Power Supply Unit Monitoring menu opens.

Power Supply Unit Monitoring

1. Displaying and Setting Power Supply Unit Monitoring Information
2. Setting Power Supply Unit Monitoring Notification

q:Buit  bi:Back to previous menu t:Go to top menu hiHelp

Select. (1-2,9,b,t):

Displaying Power Supply Unit Monitoring Information
The following describes how to operate the Displaying Power Supply Unit Monitoring Information
function:

@Operation

1. From the Power Supply Unit Monitoring menu, select [Displaying and Setting Power Supply Unit
Monitoring Information].

The power supply unit monitoring information appears.
This information includes:
- Unit
The identifier of the power supply unit
The unit name is displayed in the following formats:
Power Supply Unit of Basic Cabinet: FEP#n (n is the power supply unit identification
number.)

Power Supply Unit of Expansion Cabinet: cabinet-name#m-PSU#n (m is the cabinet
identification number and n is the power supply unit identification number.)

—  Status
The power supply unit status
Normal: Normal status

81



Chapter 3 Model Family-Specific Information

Error: A power supply unit error was detected. The part needs to be replaced
immediately.

None: Not mounted.
Error Notification

Indicates whether a notification is to be issued to prompt for error reporting if an error is
detected.

Valid: Notification.
Invalid: No notification.

Setting Power Supply Unit Monitoring Information
The following describes how to perform the Setting Power Supply Unit Monitoring Information
operation:

@Oper
1.

ation

From the Power Supply Unit Monitoring menu, select [Displaying and Setting Power Supply Unit
Monitoring Information].

The power supply unit information list appears.

Select the power supply unit whose settings are to be made.

Enter the following information in the menu:

Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each power supply unit. The default is
"Valid."

Valid:  Notification.
Invalid:  No notification.
The above setting can be made for the following types of notifications:

Error Notification: Used to prompt for the replacement of the power supply unit if an
error was detected.

Resetting monitoring information
Reset the monitoring information if the power supply unit was replaced.

Setting Power Supply Unit Monitoring Notification
The following describes how to perform the Setting Power Supply Unit Monitoring Notification
operation:

@Oper
1.

ation

From the Power Supply Unit Monitoring menu, select [Setting Power Supply Unit Monitoring
Notification].

The Setting Power Supply Unit Monitoring Notification menu opens.

Enter the following information in the menu:

Error Notification Destination
If error notification is required, specify the destination to which that notification is
automatically sent.
Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator

— Sending mail to the CE
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O

Note

Specify the mail address on the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.8 UPS Monitoring

This section describes how to operate the UPS Monitoring function.

Displaying the UPS Monitoring menu

@Operation

1. From the Hardware Monitoring Information menu, select [UPS Monitoring].
The UPS Monitoring menu opens.

UPE Monitoring

1. Displaving and Setting UPS Monitoring Information
2, Setting UPE Monitoring Motification

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select. (1-2,9,b,t):

Displaying UPS Monitoring Information
The following describes how to operate the Displaying UPS Monitoring Information function:

@Operation

1. From the UPS Monitoring menu, select [Displaying and Setting UPS Monitoring Information].
The UPS monitoring information appears.
This information includes:
- Unit
The identifier of the UPS unit
—  Status
The UPS unit status
Normal: Normal status
Error:  AUPS unit error was detected.  The part needs to be replaced immediately.
—  Error Notification

Indicates whether a notification is to be issued to prompt error reporting if an error was
detected.

Valid: Notification.
Invalid:  No notification.
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Setting UPS Monitoring Information
The following describes how to perform the Setting UPS Monitoring Information operation:

@Operation
1.

From the UPS Monitoring menu, select [Displaying and Setting UPS Monitoring Information].
The UPS monitoring information list appears:
2. Select the UPS unit whose settings are to be made.
3. Enter the following information in the menu:
—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each UPS unit. The default is "Valid."
Valid:  Notification.
Invalid:  No notification.
The above setting can be made for the following type of notification:
Error Notification: Used to prompt for unit replacement if an error was detected.
— Resetting Monitoring Information
Reset the monitoring information when the UPS unit was replaced.

Setting UPS Monitoring Notification
The following describes how to perform the Setting UPS Monitoring Notification operation:

@Operation

1. From the UPS Monitoring menu, select [Setting UPS Monitoring Notification].
The Setting UPS Monitoring Notification menu opens.
2. Enter the following information in the menu:
—  Error Notification Destination

If error notification is required, specify the destination to which that notification is
automatically sent.

Specify the notification destination from the following:
— Output to the console
— Sending mail to the system administrator
— Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.
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3.1.6.9 Degradation Monitoring

This section describes how to operate the Degradation Monitoring function.

Displaying Degradation Monitoring menu

@Operation

1. From the Hardware Monitoring Information menu, select [Degradation Monitoring].

The Degradation Monitoring menu opens.

Degradat ion Monitaring

1. Displaving Dezradation Monitoring Informat ion
2. Eetting Dezradation Monitoring Notification

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. {1-2,9,b,1):

Displaying Degradation Monitoring Information
The following describes how to operate the Displaying Degradation Monitoring Information function:

@Operation

1. From the Degradation Monitoring menu, select [Displaying Degradation Monitoring Information].
The degradation monitoring information appears.
The degradation monitoring information includes:
— Unit
Name of the unit being operated in degradation mode
— Location (FRU)
Location of the unit being operated in degradation mode

Setting Degradation Monitoring Notification
The following describes how to perform the Setting Degradation Monitoring Notification operation:

@Operation

1. From the Degradation Monitoring menu, select [Setting Degradation Monitoring Notification].
The degradation monitoring information appears.
2. Enter the following information in the menu:
—  Error Notification Destination

If notification is required, specify the destination to which that notification is automatically
sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator
— Sending mail to the CE
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O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.10 Setting Monitoring Notification Information

This section describes how to perform the Setting Monitoring Notification Information operation.

Displaying the Setting Monitoring Notification Information menu
Operation

1. From the Hardware Monitoring Information menu, select [Setting Monitoring Notification
Information].
The Setting Monitoring Notification Information menu opens.

Setting Monitoring Notification Information

1. Output to the conzole © root

2. Mail address of the system administrator:
Memo

3. Mail address of the CE : nobody
Memo

q:Buit  biBaclk to previous menu t:iGo to top menu hiHelp

Select. (1-3,9.b.t.h):

Output to the Console
The following describes how to operate the Output to the Console function:

Operation

1. From the Setting Monitoring Notification Information menu, select [Output to the console].
The Output to the Console menu opens.
2. Enter the following information in the menu:
— Notification Item

In the CUI menu, no notification item can be selected. Specify whether a notification is to
be issued for all items individually.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menus of the hardware
monitoring information indicates whether the console is set as the notification destination.

To change a notification item, select it and set it to "Valid" or "Invalid".

Mail Address of the System Administrator
The following describes how to set the mail address of the system administrator:
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@Operation

1. From the Setting Monitoring Notification Information menu, select [Mail address of the system
administrator].

The Mail Address of the System Administrator menu opens.

2. Enter the following information in the menu:

Mail Address of

Mail address
Enter the mail address of the system administrator.
To send a notification to multiple system administrators, separate their mail addresses with

acomma",".
Memo

Enter supplementary information. Use this information when sending memos to the
system administrator.

Acolon ":" cannot be entered.

Notification Item

In the CUI menu, no notification item can be selected.  Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menu of the hardware
monitoring information indicates whether the system administrator is set as the notification
destination.

To change a notification item, select it and set it to "Valid" or "Invalid".

the CE

The following describes how to specify a mail address of the CE:

@Operation

1. From the Setting Monitoring Notification Information menu, select [Mail address of the CE].

The

Mail Address of the CE menu opens.

2. Enter the following information in the menu:

Mail address

Enter the mail address of the CE.

To send a notification to multiple CEs, separate their mail addresses with a comma ",".
Memo

Enter supplementary information.  Use this information when sending memos to the CE.
A colon ":" cannot be entered.

Notification Item

In the CUI menu, no notification item can be selected. ~ Specify whether a notification is to
be issued for all items individually.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menus of the hardware
monitoring information indicates whether the CE is set as the notification destination.

To change a notification item, select it and set it to "Valid" or "Invalid".
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3.1.6.11 Saving/Restoring Hardware Monitoring Information

This section describes how to operate the Saving/Restoring Hardware Monitoring Information function.

Displaying the Saving/Restoring Hardware Monitoring Information menu

@Operation

1. From the Hardware Monitoring Information menu, select [Saving/Restoring Hardware Monitoring
Information].

The Saving/Restoring Hardware Monitoring Information menu opens.

Saving/Restoring Hardware Monitoring Information

1. Saving Hardware Monitoring Information
?. PRestoring Hardware Monitoring Information

q:Guit  biBack to previous menu t:iGo to top menu hiHelp

Zelect. (1-2,q.b,t):

Saving Hardware Monitoring Information
The following describes how to operate the Saving Hardware Monitoring Information function:

@Operation
1.

From the Saving/Restoring Hardware Monitoring Information menu, select [Saving Hardware
Monitoring Information].

Select the log data to be saved.
Enter the name of the save destination directory with the full path.
Enter the file name (FJSVmadminfo.tar.Z) in the specified directory.

Imfarmation

If the information was saved in a file used for reinstalling the main unit, it needs to be copied to
another main unit or storage medium.

Restoring Hardware Monitoring Information
The following describes how to operate the Restoring Hardware Monitoring Information function:

@Operation
1.

From the Saving/Restoring Hardware Monitoring Information menu, select [Restoring Hardware
Monitoring Information].

2. Enter the full path of the directory containing the original file to be restored.
3. FJSVmadminfo.tar.Z of the specified directory is restored.
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3.1.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu
Operation

1. From the CUI menu, select [Log Data].
The Log Data menu opens

Log Data

Digk Error Information

Dizgk Error Statistics Information
Memory Error Information

Meszaze Log

Thermal Error Log

Fan Error Log

Power Error Loz

CF Error Log
Power-failure/Power-recovery Loz
10. Power Log

11. Machine Administration Monitoring Log
12, Zawinz the Loz Data

13. Collecting Swstem Information

o0 = OO T fm OO D —

(=)

q:Buit  biBaclk to previous menu t:Go to top menu hiHelp

Note
The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.
Menu items to be displayed differ between the CUI and GUI menus.

- |

Ses

See Section 3.1.2, "Main Unit Models and Available Menus."
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3.1.7.1

Message logs

This section describes how to display message logs.

@Operation

1. From the Log Data menu, select [Message Log].

2. Specify the following items and retrieve log data in accordance with the menu:

Specification of range

Displays the message log data in the range of the specified dates.
If Starting date is omitted, the starting day is January 1.

If Completion date is omitted, the ending day is December 31.

If both Starting date and Completion date are omitted, the log in the range from the
beginning to the end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If October 1 is specified as Starting date and March 31 is specified as Completion date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.

Specification of Time (only)

Displays the message logs in the specified time range.

If Starting time is omitted, the starting time is 00:00.

If Completion time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Starting time and 08:00 is specified as Completion time, the

information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Specification of Range and 1700 to 0900 is specified in
Specification of Time (Only), the log data from 17:00 of a day to 09:00 of the next day is
displayed in the range from May 1 to August 31.

Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

Display order
Selects whether information is displayed starting from the latest or the oldest information.
The default is "latest information."
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3.1.7.2 Disk error information

This section describes how to display disk error information.

@Operation

1. From the Log Data menu, select [Disk Error Information].

2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays the disk error information in the range of the specified date.
If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to end of the log file.

Time period

Displays the disk error information in the specified time range.

If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the

information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."
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3.1.7.3

3.1.7.4

Disk Error Statistics Information

This section describes how to display disk error statistics information.

@Operation

From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:

Entering the name of the disk
Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:

— sd driver instance name

— logical device name (logical device name registered in /dev/rdsk)

— physical device name (Unit name as registered in a message column)
Selecting the disk name from a list
Enter "L".  Alist displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.

Memory error information

This section describes how to display memory error information.

@Operation

1. From the Log Data menu, select [Memory Error Information].
2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays the memory error information in the range of the specified date.
If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>

If October 1 is specified as Display start date and March 31 is specified as Display end date,

the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to end of the log file.

Time period

Displays the memory error information in the specified time range.

If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 05:01 is specified as Display range and 17:00 to 09:00 is specified as Time period, the
information logged from 17:00 of a day to 09:00 of the next day is displayed in the range
from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.
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Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are
to be displayed.

The default is "Any of the strings match."”

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines for messages logged at the same time.  The default is "in units
of multiple lines.”

Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

3.1.7.5 Machine Administration monitoring log

This section describes how to display the Machine Administration monitoring log.

@Operation

1. From the Log Data menu, select [Machine Administration Monitoring Log].

2. Specify the following items and retrieve log data in accordance with the menu:

Display Range

Displays the Machine Administration monitoring log in the range of the specified date.

If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to the end of the log file.

Time period

Displays the Machine Administration monitoring log data in the specified time range.

If Start Time is omitted, the starting time is 00:00.

If End Time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are
to be displayed.

The default is "Any of the strings match."”

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines for messages logged at the same time. The default is "in units
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of multiple lines."

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

3.1.76  SCFerror log

This section describes how to display the SCF error log.

@Operation

1. From the Log Data menu, select [SCF Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Display Range
Displays the SCF error log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed.

— Time period
Displays the SCF error log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged rom 20:00 to 08:00 is displayed in the range from the beginning to end
of the log file.
If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

— Log type
Selects the type of the error log to be displayed.

The default is "All."

All : All error logs

SCFlog : Error log for device and environment errors detected by SCF
Watchdog : Error log for monitoring log Watchdog monitoring alarm
OBP/POS : Error log for errors detected by log OBP/POST

T

— Display format
Selects ordinary format or one-line-per-event format.
The default is "Standard display format."

In one-line-per-event format, the following information appears:
No. . Event number
Type : Log type
E: Device or environment error detected by SCF
H: Watchdog monitoring alarm
R: Error detected by OBP/POST
Date . Log storage time
Error code/Component  : Error code
For the OBP/POST log, indicates the error code and
component ID.
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3.1.7.7  Thermal error log

This section describes how to display the thermal error log.

@Operation

1. From the Log Data menu, select [Thermal Error Log].

2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays thermal error log data in the range of the specified date.

If Display start date is omitted, the oldest information in the log file is displayed.

If Display end date is omitted, the latest information in the log file is displayed.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to the end of the log file is displayed.

Time period

Indicates the thermal error log in the specified time range.

If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to end
of the log file.

If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are
displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines logged at the same time of day. The default is "in units of
multiple lines."

Display order

Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

Display format

Selects the ordinary format or one-line-per-event format.

The default is "Standard display format."

In one-line-per-event format, the following information appears:
No. . Event number
Type : Log type
E: Device or environment error detected by SCF
H: Watchdog monitoring alarm
R: Error detected by OBP/POST
Date . Log storage time
Error code/Component  : Error code
For the OBP/POST log, indicates the error code and
component ID.
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3.1.7.8 Fanerror log

This section describes how to display the fan error log.

@Operation

1. From the Log Data menu, select [Fan Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Display range
Displays the fan error log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed.

—  Time period
Displays the fan error log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified for Display start time and 08:00 is specified for Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to end
of the log file.
If 0501 to 0831 is specified for Display range and 1700 to 0900 is specified for Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

— Display format
Selects the ordinary format or one-line-per-event format.
The default is "Standard display format."
In one-line-per-event format, the following information appears:

No. . Event number
Type : Log type
E: Device or environment error detected by SCF
H: Watchdog monitoring alarm
R: Error detected by OBP/POST
Date . Log storage time
Error code/Component  : Error code
For the OBP/POST log, indicates the error code and
component ID.

3.1.7.9 Power error log

This section describes how to display the power error log.

@Operation

1. From the Log Data menu, select [Power Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Display range
Displays the power error log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed.
— Time period
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Displays the power error log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to end
of the log file.
If 0501 to 0831 is specified in Display range, and 1700 to 0900 is specified in Time period ,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.
— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."
— Display format
Selects the ordinary format or one-line-per-event format.
The default is "Standard display format."
In the one-line-per-event format, the following information appears:
No. : Event number
Type . Log type
E: Device or environment error detected by SCF
H: Watchdog monitoring alarm
R: Error detected by OBP/POST
Date . Log storage time
Error code/Component  : Error code
For the OBP/POST log, indicates the error code and
component ID.

3.1.7.10 Power failure and power recovery logs

This section describes how to display the power failure and power recovery logs.

@Operation

1. From the Log Data menu, select [Power-failure/Power-recovery log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Display range
Displays the power failure and power recovery log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed.

— Time period
Displays the power failure and power recovery log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.
If 0501 to 0831 is specified for Display range and 1700 to 0900 is specified for Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."
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3.1.7.11 Power log

This section describes how to display the power log.

@Operation

1.

From the System Log Administration menu, select [Display Power log].
2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays the power log data in the range of the specified date.

If Display start date is omitted, the oldest information in the log file is displayed.

If Display end date is omitted, the latest information in the log file is displayed.

If both Display start date and Display end date are omitted, the log in the range from the
beginning to end of the log file is displayed.

Time period

Displays the power log data in the specified time range.

If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Display order

Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

O

Note

If the clock setting of the operating system was changed by time resetting, the display order may

differ from the event generation order or some part of the data may not be displayed.

3.1.7.12 Saving the log data

This section describes how to operate the Saving the Log Data function.
Saving the Log Data saves log data of various types. The following types of log data can be saved:

All

Message Log
Machine Administration Monitoring Log

SCF Error Log
Power Log

Imfarmation

The CE uses the file in which the log data was saved, when hardware is faulty.
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Displaying the Saving the Log Data menu
Operation

1.

From the Log Data menu, select [Saving the Log Data].
The Saving the Log Data menu opens.

saving the Log Data

1. &l
7. Message Loz
3. Machine ddministration Wonitoring Log

qifuit biBack to previous menu t:iGo to top menu hiHelp
To specify more than one, use a comma to delimit the number such as 2,3,
Do you specify information to be saved? {q,b,t,h):

O

Note
The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Save Log Data to a File
Operation

1.
2.

From the Save Log Data to a File menu, select the log data to be saved.
Enter the following information in the menu:
—  Save destination
Specify the save destination file name with the full path.
The file is created in tar format and is compressed with the "compress" command.

3.1.7.13 Collecting system information

This section describes how to operate the Collecting System Information function.
If a main unit error occurs, Collecting System Information outputs the following information to a file:

Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses
Information such as command execution results

Imfarmation

The CE uses the file in which system information was collected.
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Displaying the Collecting System Information menu
Operation

1. From the Log Data menu, select [Collecting System Information].

The Collecting System Information menu opens.

Collect ing Swstem Information
Swstem Informat ion Menu

1. all

2. bazic zoftware

3. hizh availability
1, Ip

b, netwarl

E. storaze array

If wou want to select more than one, please separate the rumber by comma O, ).

q:fuit biBack to previous menu t:iGo to top menu hiHelp

Select. (1-B,9,h,t):

Collecting System Information
Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:

Collection Destination

Specify the name to the collection destination file with the full path.

The file is created in tar format and is compressed with the “compress" command.

3.1.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note
The CE performs the hardware maintenance.

Displaying the Hot Swapping Guide menu

Operation

1. From the CUI menu, select [Hot Swapping Guide].
The Hot Swapping Guide menu opens.
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Hot Swapping Guide

.The Faulty Hard Diszk Drive Replacement {Hot Swap)

. Prevent ive Maintenance of the Hard Disk Drive (Hot Swap)
. Include the Hard Disk Drive after the Cold Maintenance

. Power Zupply Unit of Main Cabinet

« Fan Unit of Main Cabinet

« Power Supply Unit of Expanzion Cabinet

. Fan Unit of Expanszion Cabinet

g T oom e a3 —

q:0uit biBack to previous menu t:Go to top menu hiHelp

Zelect. (1-B,q.b,t):

O

Note
The menu items depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

O

Note

If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping
operation again from the beginning.

The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk
Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement," for information on how to use the menu for displaying the
disk drive swapping guidance information.

O

The CE replaces the hard disk.
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3.1.8.2 Power Supply Unit of Main Cabinet

This section describes how to display the guidance information on hot-swapping the power supply of the
main cabinet.

O

Note
The CE replaces the power supply unit of the main cabinet.

@Operation
1.

From the Hot Swapping Guide menu, select [Power Supply Unit of Basic Cabinet].
2. From theBasic Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.
3. Replace the power supply unit in accordance with the guidance information.
If no redundant PSU is built in, set up the power supply unit of the main cabinet for hot expansion.

3.1.8.3 Fan Unit of Main Cabinet

This section describes how to display the guidance information on hot-swapping the fan unit of the basic
cabinet.

O

Note
The CE replaces the fan unit of the basic cabinet.

@Operation
1.

From the Hot Swapping Guide menu, select [Fan Unit of Basic Cabinet].
2. From the Basic Cabinet Fan Unit list, select the fan unit to be replaced.
The lists shows the device names and statuses.
3. Replace the fan unit in accordance with the guidance information.
However, if the fan unit is replaced, the power-on time of the replaced fan unit is automatically set to 0.

3.1.8.4 Power Supply Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the power supply unit of
the expansion cabinet.

O

Note
The CE replaces the power supply unit of the expansion cabinet.

@Operation
1.

From the Hot Swapping Guide menu, select [Power Supply Unit of Expansion Cabinet].

2. From theExpansion Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.

3. Replace the power supply unit in accordance with the guidance information.
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3.1.8.5 Fan Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the fan unit of the
expansion cabinet.

O

Note
The CE replaces the fan unit of the expansion cabinet.

@Operation
1.

From the Hot Swapping Guide menu, select [Fan Unit of Expansion Cabinet].
2. From the Expansion Cabinet Fan Unit list, select the fan unit to be replaced.
The list shows the device names and statuses.
3. Replace the fan unit in accordance with the guidance information.
However, if the fan unit is replaced, the power-on time of the replaced fan unit is automatically set
to 0.

3.1.9 Auto Power Control System (APCS) Administration

This section describes how to operate the Auto Power Control System (APCS) Administration menus.

Displaying the Automatic Power Control screen

GUI Operation

1. Inthe GUI menu, click [Automatic Power Control].

Tujitsu

= Hardwrarne MAonior g fornomatbmn

&= RCI-related Settings

&= Log Irfod mation

&= Hot Swapping Guide
Automatic Power Contral
Diagriostic Program

&= Machine Administration Emdronment
Varsion Information

2. The Automatic Power Control screen appears.
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3.1.9.1 Displaying power control relationships

This section describes how to display information related to automatic power control.

-Operation

1. From the GUI menu, select [Automatic Power Control].
The [Automatic Power Control] screen appears.
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- = _ s Display and setting

iID Power Recovery Made @ % Tors O 0B Ten On 0 ok e line .— infarroation

2 weatcpieng a1 Ciesstr ingorenation — Setting information
i Enel | | Register DRletr | Help |

[dava Bpplet Window

The [Automatic Power Control] screen displays the following information:

—  State field
Operation status of automatic power control
Active: Automatic power control is in progress.
Stopped:  Automatic power control stops.

—  Schedule of 30 days field
Automatic power control schedule for 30 days from the current date and time
Schedule setting and deletion are reflected.

—  Schedule field
Displays schedule information for automatic power control which was set.
Schedule setting and deletion are reflected.

— Power Recovery Mode
A selected host displays the power recovery mode currently set.

Power Recovery Mode Meaning
Power On If a power failure occurs during main unit operation
and the power is turned off, it is automatically turned
on again when the power is subsequently restored.
Do Not Power On If a power failure occurs during main unit operation
and the power is turned off, it is not turned on again
when the power is subsequently restored.
Power On When Active If a power failure occurs during main unit operation
and the power is turned off, it is automatically turned
on again during an operation period when the power
has been subsequently restored.
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3.1.9.2

Set Schedule

This section describes how to perform the Set Schedule operation.

GUI Operation
1.

In the GUI menu, click [Automatic Power Control].

The [Automatic Power Control] screen appears.

Click the [Stop] button in the [Status] field.

Schedule operation stops.

Select schedule items on the [Automatic Power Control] screen.

Weekly

Sets week-by-week schedules.

Enter the day of the week, period, start time, stop time, and shutdown mode in which
Automatic Power Control is to be executed.

Daily

Sets day-by-day schedule.

Enter the period in which Automatic Power Control is to be executed, start time, stop time,
and shutdown mode.

Special

Sets the specific day's schedule.

Enter the day when Automatic Power Control is to be executed, start time, stop time, and
shutdown mode.

Holiday

Sets a holiday schedule.

Enter the day when Automatic Power Control is to be temporarily stopped.

Start Time

Sets the time when the power is to be turned on.

Stop Time

Sets the time when the power is to be turned off.

Shutdown Mode

Selects whether shutdown mode is set normally or forcibly.

Shutdown mode can be set only if the stop time is entered.

If the stop time is omitted, [Normal] is set.

O

Note

In Set Schedule, the start time or stop time needs to be entered.

Click the [Register] button.

The entered schedule information is registered.
Click the [Start] button in the [Status] field.
Schedule operation starts.
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3.1.9.3 Delete Schedule

This section describes how to perform the Delete Schedule operation.

GUI Operation

1. Inthe GUI menu, click [Auto Power Control System (APCS) Administration].
The [Automatic Power Control] screen appears.
2. Click the [Stop] button in the [Status] field.

Schedule operation stops.

3. Inthe [Schedule] field, click the schedule to be deleted. (Multiple schedules can be selected.)

4. Click the [Delete] button.
The selected schedule is deleted.

5. Click the [Start] button in the [Status] field.

Schedule operation starts.

3.1.9.4  Setting Power Recovery Mode

This section describes how to set up Power Recovery Mode.
Use the [Automatic Power Control] screen to set up power recovery mode.

GUI Operation

1. Inthe GUI menu, click [Automatic Power Control].
The [Automatic Power Control] screen appears.

2. Select [Power Recovery Mode].

Power Recovery Mode

Meaning

Power On

If a power failure occurs during main unit operation and the
power is turned off, it is automatically turned on again when
the power is subsequently restored.

Do Not Power On

If a power failure occurs during main unit operation and the
power is turned off, it is not turned on again when the power
is subsequently restored.

Power On When Active

If a power failure occurs during main unit operation and the
power is turned off, it is automatically turned on again
during an operation period when the power has been
subsequently restored.

3. Click the [Register] button.
Power recovery mode is entered.

O

Note

Condition for enabling [Only Active Time]:

The automatic power control schedule is already set and is active.
If the automatic power control schedule is not set or is stopped, set it and set the operation status to

[Active].

107



Chapter 3 Model Family-Specific Information

3.1.9.5 Matching of Cluster Information

This section describes how to unify the schedules of Auto Power Control System (APCS) Administration
of the SynfinityCLUSTER system.
Unification of Cluster Information can make APCS schedules of all nodes consisting of the
SynfinityCLUSTER system the same.  Perform this operation in the following cases:

e Anode from a cluster system was added.

e Anode was replaced.
Unification of Cluster Information is available only for a SynfinityCLUSTER system.

GUI Operation
1. Inthe GUI menu, click [Automatic Power Control].
The [Automatic Power Control] screen appears.
2. Click the [Stop] button in the [Status] field.
Schedule operation stops.
3. Select [Matching of Cluster Information].
4. Click the [Register] button.
The automatic power control schedule is distributed to another node from the cluster system.
5. Click the [Start] button in the [Status] field.
Schedule operation starts.

3.1.10 RClI-related Settings

This section describes how to operate the RCI-related Settings menus.

Displaying the RCI-related Settings menu

Operation

1. From the CUI menu, select [RCI-related Settings].
The RCl-related Settings menu opens.

RCI-related Settinzs

. Displaving a Lizt of RCI devices

Confirming the RCI-connected Units

Reconfizuring the RCI Metwork(RCI Device addition)

Setting the RCI Host Address

Setting Expiration Time of the MNo-communicat ion Monitoring Timer
Setting the External Equipment Wait time

RCI Device Replacement

=1 O3 O o OO RO —
= = = 2 = m

q:0uit biBack to previous menu t:Go to top menu hiHelp

Select{1-7,q9.b,t,.h):
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3.1.10.1 Display Current RCI Configuration

This section describes how to perform the Display Current RCI Configuration operation.

@Operation

1. From the Remote Cabinet Interface (RCI) Administration menu, select [Display Current RCI
Configuration].
The RCI statuses of the local host are explained below.

— RCl address
RCI address of the main unit
—  Status
RCI status
Active . RCI active status
Mainte : RCI maintenance mode in effect
Configuring : RCI network construction in progress
ConfigError (reason) : RCI network construction error
reason indicates the reason for the error.
reason Reason for error
"Self Host Address Conflict" Local address duplication error
"Host Address Contradict" Inconsistency between the host count
and host addresses
"RCI Address Contradict" RCI address inconsistency
"Can't assign new Address" New registration impossible
"Error in Configuring" Error during installation
"Self configuration RCI AddressConflict" Error in self-configuration: RCI
address duplicate
"RCI Hardware Error" RCI hardware error

The following explains the list of the devices connected to RCI:

— address
RCI address
- pwr
Power status of the RCI device
ON . Power-on status
OFF . Power-off status
— alm

Alarm generation status
ALM : Alarm generation

- : Noalarm
- F
I/F status of the RCI device
ACT : Active
INACT @ |Inactive
—  sys-phase
OS status
power-off : Power-off status
panic . Panic status
shdwn-start : Shutdown in progress
shdwn-cmplt . Shutdown completed
dump-cmplt : Dump completed
initializing :Initial diagnosis in progress
booting : Booting in progress
running : In operation
- ctgry
RCI device category
Host : Main unit
Rcic : External power control device
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Disk . Disk unit
Linsw : Line switching unit
Other : Other devices
— dev-cls
RCI device class. Displayed as a 4-digit hexadecimal number.
— sub-cls

Subclass of the RCI device. Displayed as a 2-digit hexadecimal number.

3.1.10.2 Confirming the RCI-connected Units

This section describes how to perform the Confirming the RCI-connected Units operation.

@Operation
1.

From the RClI-related Settings menu, select [Confirming the RCI-connected Units].

2. From Display Current RCI Configuration, select the device whose connection is to be checked.
The check lamp of the specified device blinks.

3. Exit [Confirming the RCI-connected Units].
The check lamp of the specified device goes off.

3.1.10.3 Reconfiguring the RCI Network (RCI Device Addition)

This section describes how to perform the Reconfiguring the RCI Network operation.

@Operation

From the RCl-related Settings menu, select [Reconfigure the RCI Network (RCI Device
Addition)].
The RCI network is reconfigured.

Imfarmation

The time required for the setting to be completed depends on the number of cabinets connected to
the network.

3.1.10.4 Setting the RCI Host Address

This section describes how to perform the Setting the RCI Host Address operation.

@Operation

1. From the RCl-related Settings menu, select [Setting the RCI Host Address].
2. Enter the RCI host address in the following format:

0x0001**ff

"**'" can be 01 to 20 (hexadecimal).

When the RCI host address is entered, the RCI network is constructed.

3.1.10.5 Setting the External Equipment Wait Time

This section describes how to perform the Setting the External Equipment Wait Time operation.
When the power supply is turned on from the POWER switch of the operation panel, the External
Equipment Wait Time is invalid.
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@Operation
1.

From the RCI-related Settings menu, select [Setting the External Equipment Wait Time].

The RCI address list for the external power control device appears.
2. Select the device to which the external equipment is connected.
3. Specify the external equipment wait time.

Specify this item in the range of 0 to 255 (minutes).

3.1.10.6 RCI Device Replacement

This section describes how to make the settings for RCI device replacement.

@Operation
1.

From the RClI-related settings menu, select "RCI Device Replacement.”

The RCI devices that can be replaced are listed.
2. Select the device to be replaced.

Make sure that the LED on the selected device is blinking, then replace the device.
4. After finishing replacement, display a listing of RCI devices.

3.1.11 Setting Up and Testing the AP-Net

This section describes how to perform the Setting Up and Testing the AP-Net operation.

O

Note
The CE performs Setting Up and Testing the AP-Net.

Displaying Option Menu

@Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.

Opt ion Meno

1. Setting Up and Testing the &P-Net
2. Disk Firmware fdministrator

q:fuit  biBack to previous menu tiGo to top menu hiHelp

Select. (1-2,9.,b,t):

O

Note
The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.
The menu items differ between the CUI and GUI menus.
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“2u

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Setting up the AP-Net

@Operation
1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
3. Select [Initialize and test of AP-Net case] from the menu.
4. From this point, perform operations according to the menu.
5. Check the setting.
If an error is detected, perform the setting again.

Testing AP-Net connection

@Operation
1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
3. From the menu, select [Connection test of MSC-RTC].
4. From this point, perform operations according to the menu.
When the AP-Net connection test finishes, [All tests ended (return)] appears.

3.1.12 Firmware Administration

O

Note
The following operation sould only be performed by a certified service engineer.

The following describes how to operate the Disk Firmware Administrator menus.

Displaying the Disk Firmware Administrator menu

@Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.
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2.

From the Option menu, select [Disk Firmware Administrator].
The Disk Firmware Administrator menu opens.

Dizlk Firmware Adminizstrataor

The indication of the update applicable disk |ist
The indication of update log
The practice of update firmwarefuse media:CD-ROM)

Jm 03 3 —

The practice of update firmwarefuse mediaiRemote host)

q:fuit biBack to previous menu t:iGo to top menu hiHelp

3.1.12.1 Disk Firmware Administrator

This section describes how to operate the Disk Firmware Administrator function.
Disk firmware is distributed as HCP data together with the main unit firmware, and is automatically
registered concurrently with registration of the main unit firmware. However, after the registration, the
disk firmware and main unit firmware are separately managed. The registered main unit firmware can be
deleted from the menu; however, the registered disk firmware cannot be deleted.

O

Note

The following operation should only be performed by a certified service engineer.

The Indication of the Update Applicable Disk List

@Operation

1.

From the Disk Firmware Administrator menu, select [The indication of the update applicable disk
list].

A list of disks registered as subject to firmware updating by Machine Administration is displayed
from among the disks currently connected.

The following items are displayed:

Disk name . Disk instance name
Firmware Revision No : Disk firmware revision number
Status : Current disk status

ACT (in use)

LOCK (maintenance in progress)
STOP (unused, revisable)

Serial No . Disk serial number
VendorID . Disk vendor ID
ProductID : Disk product ID

The Indication of Update Log

@Operation

1.

From the Disk Firmware Administrator menu, select [The indication of update log].
The update history of the disk firmware appears.
The following items are displayed:

Time-Stamp . Year, month, day, and time
Revision Result . Revision result (success or failure)
Disk Name : Disk instance name. An item in () is a logical
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name.

Previous Revision No . Previous revision number. If revision fails, the
current revision number is used.

Revision Result Mark : -> (Displayed for successful revision)

-* (Displayed for unsuccessful revision)
-? (Displayed for a disk error)

Applicable Revision No . Revision number to be applied this time. If
revision fails, the current revision number is used.

Serial No . Disk serial number

VendorID . Disk vendor ID

ProductID : Disk product ID

Remarks . Error code

The Practice of Update Firmware (Use Media:CD-ROM)
Operation

1. From the Disk Firmware Administrator menu, select [The practice of update firmware (use
media:CD-ROM)].

2. Perform operations according to the menu.
Disk revision is performed.

The Practice of Update Firmware (Use Media:Remote host)
Operation

1. From the Disk Firmware Administrator menu, select [The practice of update firmware (use
media:Remote host)].

2. Perform the required operations according to the menu.
Disk revision is performed.

3.1.13 Diagnostic Program

This section describes how to operate the Diagnostic Program menu.

Displaying the Diagnostic Program menu (for the CUI menu)
Operation

1. From the CUI menu, select [Diagnostic Program].
The Diagnostic Program menu opens.

Diazgnostic Program

1. Executed from thiz terminal
2. Execution from the ¥ terminal specified by the DISPLAY ernwironment
variahle

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. (1-2.9,b.t.h):
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Executed From This Terminal (for the CUI menu)

@Operation
1.

From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Executed from
this terminal].
FIVTS is started as the diagnostic program.
2. From the FJVTS screen, select [START].
Diagnosis starts.
3. After diagnosis finishes, select [Quit Ul and Kernel] from [quit] of the FIVTS screen.
4. Press the [Return] key.
The original screen reappears.

Execution From the X Terminal Specified by the DISPLAY Environment Variable (for
the CUI menu)

@Operation
1.

Specify the display name used by the diagnostic program during startup in the environment
variable.

2. From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Execution from
the X terminal specified by the DISPLAY environment variable].
FIVTS is started as the diagnostic program.

3. From the FJVTS screen, select [START].
Diagnosis starts.

4. After diagnosis finishes, select [Quit Ul and kernel] from [quit] of the FIVTS screen.

5. Press the [Return] key.
The original screen reappears.

2

Gee
For information on the method of using FIVTS, see the following manuals:

"SunVTS User's Manual”
"SunVTS Test Reference Manual”
"FJVTS Test Reference Manual*

O

Note

The following notes must be observed when Machine Administration executes the diagnostic
program (FIVTS):

— For execution with the OpenWindows interface from the GUI menu, select the FIVTS
Diagnostic Program menu or Diagnostic Program menu of Machine Administration and
then specify the display destination DISPLAY according to the screen.

At the display destination DISPLAY, set the X-Windows access permissions in advance
using the xhost command.

— For execution with the OpenWindows interface from the CUI menu, specify the display
destination DISPLAY in the environment variable before starting Machine Administration.

Example: setenv DISPLAY HOST_NAME:0

— When FIVTS is executed from the GUI menu, the user interface may fail to start due to an
X environment setting error (for example, because xhost was not specified). (Keep this in
mind because, if this happens, no error message may appear in some cases.) However, no
problem will occur if the X environment is set up later later and FIVTS is re-executed.
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3.1.14 Remote Setup menu

This section describes how to operate the Remote Setup menu.

Service for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty
period and the contract, contact your Fujitsu sales representative.

Starting Remote Setup menu (not registered)
Operation

1. From the CUI menu, select [Remote Setup].
The Remote Setup menu opens.

Remote Zetup Menu
Series Mame:PRIMEPOWERET, Mode! Mame:PPOOE1S1HEHE
Check code:HO. Serial Mo.:00023atitttiit

Zetting to Connection Tvpe

Internet Connection

Internet Connect ioniMail Only)
Wanazement Server Connection
Poimt-to-Point Conmect ionf ISDN)
Point-to-Point Connect ion(YPN)

O o OO D —
= = = = m

qifuit b:Back to previous menu 1:Go to top menu hiHelp

Select one. (1-5,9.b.t.h):

O

Note

The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

2. Perform operations according to the menu.

Menu name Function
Internet Connection Connects to the REMCS Center using mail or HTTP via the Internet.
Internet Connection | Connects to the REMCS Center via the Internet, using only mail.
(Mail only)
Management Server | Connects to the REMCS Center via the management server. A separate
Connection management server must be set provided.
Point-to-Point Connects to the REMCS Center through ISDN.
Connection (ISDN)
Point-to-Point Connects to the REMCS Center through VPN.
Connection (VPN)
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“2u

See
For information on REMCS Agent, see the following manual:

User's Guide for REMCS

Starting Remote Setup menu (registered)
Operation

1.

From the CUI menu, select [Remote Setup].
The Remote Setup menu opens.

Femote Setup Menu
Series Mame:PRIMEPOWERET., Mode! MWame:PPOOE1S1HH
Check code:HO. Serial Mo.:00023afittidt

Reziztration

REMCE Environment Zetiing

REMCS Operat ion

Change Connection Tvpe

Software Inwestization Information Collection

A o OO PO —
= = = = m

q:buit biBack to previous menu t:Go to top menu hiHelp

Select one. (1-5,q.b.t.h):

O

Note

The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Perform the required operations according to the menu.

Menu name Function

Registration Executes registration from REMCS Agent to send or register the
customer information and device information.

REMCS Environment Setting | Sets the environment for operating REMCS Agent.

REMCS Operation Sets registration and the REMCS environment, and starts services
after successfully confirming connection to the REMCS Center.

Change Connection Type Selects the method of connection between customers and the
REMCS Center.

The supported connection methods include Internet Connection,
Management Server Connection, and Point-to-Point connection.

Software Investigation When a problem occurs that cannot be automatically detected (such
Information Collection as a software operation error), collects investigation information
using a simple procedure and sends it to the REMCS Center.

- |

See
For information on REMCS Agent, see the following manual:

User's Guide for REMCS
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3.1.15 Setting Management Server Logging

This section describes how to operate the Setting Management Server Logging menu.

Displaying the GUI menu

@]Operation

1. Click [Machine Administration Environment] on the GUI menu.
The next level of the menu appears.

Tugitsw
&= Hardweare Monsaring Information
E= RCI-retated Settings
Ee Loy e oriiat o
E= Mot Swapging Guide
Rutomatic: Poveer Comfrol
Dignostic Program
& Maching Adeinkstration Emdronsment
E= Sefming Manaement Server Logging
Setiing Hardware Information Display
Version inforemation

2. Click [Setting Management Server Logging] on the GUI menu.
The next level of the menu appears.

fujtsud
©= Hardvrare Monitoring information
B= Fl-related Settings
€= Log Information
&= Hot Sweappang Guide
Autoeatic Power Control
Diagnnstic Program
- Machine Adminisiration EmAronment
T Setting Managernent Server Logaing
Dispiadng and Setting Matagement Sender Logging Intensal
Displaydng and Setting Management Senver Log Size
Resedting Managemient Server Log
Setting Hardweare information Display
WVarsion Information

Displaying and Setting Management Server Logging Interval

@]Operation

1. Click [Displaying and Setting Management Server Logging Interval] on the GUI menu.
The [Displaying and Setting Management Server Logging Interval] screen appears.
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2. To change [time interval], enter a value.
Specify the time interval for collecting logs in the range of 10 to 600 seconds.
The default is "60 seconds."

3. Click the [Complete] button.

Display and Setting the Log Size

-Operation

1. Click [Display and Setting the Log Size] on the GUI menu.
The [Display and Setting the Log Size] screen appears.

119



Chapter 3 Model Family-Specific Information

2. To change [log data size], enter a size.
Specify the size in the range of 24 to 256 KB.
The default is 48 KB.

3. Click the [Complete] button.

Resetting the Log

-Operation

1. Click [Resetting the Log] in the GUI menu.
The [Resetting the Log] screen appears.
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& fujitzul Flesetting the Log R =1 =}
Resetting Log Data

Machine SAdministeation Montorng Log data on the Managorment Sefer
Tar this monitored-node sill be cleanad. Confents of the Toliowing
lagaing filewil ba clearad. If ready, prass sComplates butbon.

Searfopt SF)SVmade/ | ogfiu) ibzul 20bytes

Cancel | Complete | Help

Java Spplet Wndaw

2. Click the [Complete] button.
The machine administration monitoring log on the management server is cleared.

O

Note

To use the same IP host name after replacing the device of the node to be monitored, clear the log.
If the log is not cleared, the log information after device replacement is added to the machine
administration monitoring log used before device replacement.

3.1.16 Hardware Information Display Settings

This section describes how to make the Hardware Information Display settings.

Displaying the GUI menu
%Operation

1. Click [Machine Administration Environment] in the GUI menu.
The next menu level appears.

121



Chapter 3 Model Family-Specific Information

fugitsu
E= Hardware Monftoring \eTormation
E= BCI-refated Settings
= |y Ind it hos
= Hot Swapping Gubde
Aimomaths Powser Control
Diznastic Progranm
T Machine Admindstration Eraronment
E= Sitting Marnsgement Server Loging
Sefting Hardware Information Display
Versioh mfortmation

Making the Hardware Information Display settings
@Operation

1. Click [Hardware Information Display Settings] in the GUI menu.
The Hardware Information Display Settings menu opens.

£ IujitzulSelting of Hardware e mation Display R =10 =}
Setting of Infomation Update Interval

Inp e rne inbandal of updating the monitanng information
and hardweare stalus.

10-600 seconds can be spaciied as updating inanal.

Intereal | B0l seconds

| Cancel | Completa | flack Hext Help
Java Applet YWndaw

2. To change the [interval] setting used for updating hardware information, enter a value.

Specify the interval for updating hardware information in the range of 10 to 600 seconds.
The default is "60 seconds."

3. Click the [Complete] button.
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3.1.17 Version Information

This section describes how to perform the Version Information referencing operation.

Operation

1. From the CUI menu, select [Version Information].
Version Information appears.

<Example>
VMersion: 21,1, REY=2003.11.1800 = e e . s (1
Patches :
Mo patches e e e (2]
Hit return kew

(1) Package version of machine administration
(2) Information of patches applied to machine administration
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3.2 PRIMEPOWER250/450

This Section describes how to operate Machine Administration menu.
The operation method for the individual functions is described with the operations used when CUI menus
are used.

3.2.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e  Starting Machine Administration Menu
e  Exiting Machine Administration Menu
e How to read the Machine Administration Menu

3.2.1.1 Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu

@Operation
1.

Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:

# usr/sbin/FISVmadm/madmin

The top menu of the CUI menu opens.

2

Gee i i
See section 4.12, "madmin (1M)."

3.2.1.2  Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.

CUI menu

@Operation

1. Enter the number of "Exit".
Machine Administration menu exits.

3.2.1.3 How to read the CUI menu

@The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.
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When the main unit model is PRIMEPOWER?250/450

Machine Administration Menu

Hardware Configuration

Hardware Monitoring Information

RCI-related Settinzs

System Control ddministration

eftended Svstem Control Facility (X3CF) Adminiztration
Log Data

Hot Swappinz Guide

oo m-d 0o DM e DO RO —

FINTS Diagnostic Program

Remote Setup

10. Hardware Control Program (HCP) Administration

11. Option Menu

12. Werzion Information

13, Exit

q:0uit  b:Back to previous menu tiGo to top menu hiHelp

L=

Select(1-13,9.h):

<Explanation of the display>

(2):

Enter the desired item at the location of the cursor.
1-13: To select a menu, enter the menu number.
g : If youwant to quit the operation, enter "q".
h : If you want to display help, enter "h".

3.2.2  Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.

The tables below show the relationships between main unit models and available menus.

How to read the tables

e The table below shows the meanings of the symbols.

Symbol Meaning
Y The appropriate function is available in the CUI menu and GUI menu.
N The appropriate function is unavailable.
*1 The appropriate function is available only in the CUI menu.
*2 The appropriate function is available only in the GUI menu.
*3 The appropriate function is available in System Management Console.
2l
Gee
For information about System Management Console, see the "System Console
Software User's Guide".
*4 The appropriate function is available but the appropriate menu is unavailable.
Log data is collected.
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Main unit models and available menus

e LIS Reference destination Re_fere_nce
Function/Menu name PRIMEPOWER250/ of function destination of
. operation
450 explanation explanation
Hardware Monitoring Function
Hardware Configuration Display
Hardware Configuration Display *1 211 3.25
Hardware Detailed Configuration Display *1 211 3.25
Hardware Monitoring Information
Management of Hardware Error Event *1 2.1.2 3.26.1
Battery Life Monitoring *1 2.1.2 3.2.6.2
Fan Monitoring *1 212 3.26.3
Disk Monitoring *4 212 3.2.6.4
Tape Unit Monitoring *4 212 3.2.6.5
Setting Monitoring Notification Information *1 2.1.2 3.2.6.6
Notification Test *1 2.1.2 3.2.6.7
Log Data Function
Log Data
Message Log *1 2.2 3.2.7.1
Hardware Error Log *1 2.2 3.2.7.2
Power Log *1 2.2 3273
Disk Error Statistics Information *1 2.2 3.2.7.4
Saving the Log Data *1 2.2 3.275
Collecting System Information *1 2.2 3.2.7.6
Maintenance Guide Function
Hot Swapping Guide
The Faulty Hard Disk Drive Replacement (Hot 1 2.3 Appendix B
Swap)
Preventive Maintenance of the Hard Disk - 2.3 Appendix B
Drive (Hot Swap) !
Incl_ude the Hard Disk Drive after the Cold - 2.3 Appendix B
Maintenance
Power Supply Unit of Main Cabinet *1 2.3 3.2.8.2
Fan Unit of Main Cabinet *1 2.3 3.2.8.3
Power Supply Unit of Expansion Cabinet *1 2.3 3.284
Fan Unit of Expansion Cabinet *1 2.3 3.2.85
Automatic Power Control Function
(System Control Administration-) Auto Power Control System (APCS) Administration
Start Schedule *1 2.4 3.29.1
Stop Schedule *1 2.4 3.29.2
Add Schedule Entry *1 2.4 3.293
Add Holiday *1 24 3.294
Select and Delete Schedule Entries *1 24 3.295
Delete all *1 24 3.2.9.6
List Schedule Entries *1 24 3.2.9.7
Show Status of Schedule Entries *1 24 3.2938
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e LIS Reference destination Re_fere_nce
Function/Menu name PRIMEPOWER250/ of function destination of
450 explanation G
explanation
Hardware Operation Setting Functions
eXtended System Control Facility (XSCF) Administration
Network Configuration *1 251 3.210.1
User Account Administration *1 251 3.2.10.2
Console Administration *1 251 3.2.10.3
XSCF Web Administration *1 251 3.210.4
SNMP Administration *1 251 3.2.10.5
Mail Administration *1 251 3.2.10.6
RCl-related Settings
Displaying a List of RCI Devices *1 252 3.2111
Confirming the RCI-connected Units *1 252 3.211.2
Reconfiguring the RCI Network (RCI Device % 252 3.211.3
Addition) !
RCI Device Replacement *1 252 3.211.4
System Control Administration
Setting the External Equipment Wait Time *1 253 3.2121
Power Failure Recovery Waiting Time Setup - 253 3.2.12.2
(UPS) 1
Server CHECK-LED Operation *1 253 3.212.3
Option Menu
|Setting Up and Testing the AP-Net *1 254 3.2.13
Firmware Management Function
Hardware Control Program (HCP) Administration
HCP File Operation *1 2.6 3.2.14.1
Update Baseboard Firmware *1 2.6 3.2.14.2
Disk Firmware Administrator *1 2.6 3.2.14.3
Maintenance Program Startup Function
FIVTS Diagnostic Program *1 2.7 3.2.15
Remoto Customer Support System (REMCS) 1 2.7 3.2.16
Setup
Other Functions
Version Information *1 2.8 3.2.17

3.2.3 When to Make Settings

Machine Administration supports three types of settings.
main unit is installed. The second type of settings are made when the main unit is in operation.

third type of settings are made as required.
The tables below show settings to be made and the persons in charge responsible for making these

settings.

The meanings of symbols in the "Person in charge" column are as follows.
Y: The customer engineer or system administrator makes the appropriate setting.
-: Other persons in charge make the appropriate setting.

The first type of settings are made when the
The
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Person in charge

When to make Contents of the setting Reference destination Customer System
the setting engineer | administrator
At installation of the main unit
Monitoring battery life (*1) 3.2.6.2 Monitoring battery life Y -
Setting Monitoring 3.2.6.6 Setting Monitoring ) v
Notification Information Notification Information
Add Schedule Entry 3.2.9.3 Add Schedule Entry - Y
Add Holiday 3.2.9.4 Add Holiday - Y
Network Configuration (*2) 3.2.10.1 Network Configuration Y Y
User Account Administration 3.2.10.2 User Account v v
(*2) Administration
Console Administration (*2) 3.2.10.3 Console Administration Y Y
XSCF Web Administration 3.2.10.4 XSCF Web Administration ) v
*2)
SNMP ADMINISTRATION 3.2.10.5 SNMP Administration )
*2)
Mail Administration (*2) 3.2.10.6 Mail Administration -
Setting the External Equipment | 3.2.12.1 Setting the External )
Wait Time Equipment Wait Time
Setting waiting time for 3.2.12.2  Setting waiting time for ) v
shutdown at power failure shutdown at power failure
REMOTE CUSTOMER 3.2.16 Remote Customer Support
SUPPORT SYSTEM System (Remcs) Setup Menu - Y
(REMCS) SETUP MENU
When the main unit is in operation
When an Fan Monitoring 3.2.6.3 Fan Monitoring - Y
error occurs/ | pisk Monitoring 3.2.6.4 Disk Monitoring
when a part - Y
is replaced
When an Tape Unit Monitoring 3.2.6.5 Tape Unit Monitoring ) v
error occurs
As required | Add Schedule Entry 3.2.9.3 Add Schedule Entry - Y
Add Holiday 3.2.9.4 Add Holiday - Y
Reconfiguring the RCI 3.2.11.3 Reconfiguring the RCI ) v
Network Network
Setting Up and Testing the 3.2.13 Setting Up and Testing the ) v
AP-Net AP-Net
HCP File Operation 3.2.14.1 HCP File Operation - Y

*1 Make this setting not only when installing the main unit but also when performing preventive

swapping.

*2 Make these settings in the following order:
Network Configuration -> User Account Administration -> Console Administration -> XSCF Web
Administration -> SNMP Administration -> Mail Administration
Other settings can be made in any order.

3.2.4 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out

an e-mail notification whenever a change in the status occurs.

error message in the console and GUI menu.

Machine Administration also displays an

For information about how to set the e-mail notification function, see Section 3.2.6.6, "Setting Monitoring
Notification Information."
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The following shows an example of the actions taken in response to changes of the hardware status.

| %  Oceurrence of hardware status chanse |

!

| 1. Eeeehve notdficadon of status change oecurrence by e-mail |

!

2.  Open the Machine Adminlstratdon Menu.
Teter If the Machine Adwinistraticn Mewm iz already open, a cormespetding emror message 1= also

dizplayed in the windo,
L

3. &eleet "Hardware Configuraton® from the main menu.
Checlt the statuz of the hardware in which the emor cccurred from Basic Systerm Infornation.

!

4. &eleet "Log Data®™ from the main menu.
Select "Messase Los" from the Jos data menw

Eeference low data in the hardsrare cormmonent where the ermor ocenrred.

| 3. Im Chapter ¢, "Messages," eheck for the message corresponding to the Jog data.
| é. Take the acton indieated for the corresponding message. |

[ #r Endofacton |

3.2.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration menu

Operation

1. Select [Hardware Configuration] from the CUI menu.
The Hardware Configuration menu opens.

Hardware Configuration

1. Hardware Confizuration Display
2. Hardware Detailed Configuration Displaw

q:Guit  biBack to previouz menu t:iGo to top menu hiHelp

Select. (1-2.q9.b,.t.h):

Displaying hardware configuration information
The following describes how to operate the Hardware Configuration Display:
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Operation

1. From the Hardware Configuration menu, select [Hardware Configuration Display].
The hardware configuration information appears.
<Example>

FRIMEPOWERZE0
2B

CRU
CPURD
CPUEH
CPUDDCHD
CPUDDCH1
Memo sy
aLOTH00
aLOTHO
aLoTHnz
SLOTHOS
aLOT#nA
SLOTHOS
aLOTHOE
SLOTHOY
SCaI-BPEN
SCEI-BPEH
COC-&%0
DDC-EB40
2PH3E
ebus(
SCF
RCI

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, disk, battery,
channels, adapter, and devices. If a hardware fault is detected, a symbol indicating the status
appears for the corresponding hardware component.

- |

See
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

O

Note

—  For the PRIMEPOWER series and GP7000F model 200R/400A/400R, the following
information appears:
X in "0x-" coded before the hardware name indicates the number of the motherboard.

— Adisk managed by SynfinityDISK or PRIMECLUSTER GDS is displayed as "sfdsk" after
sdn or hddvn.

— Adevice detected as faulty at main unit initialization and which is degraded is displayed
under "Failed Units."

Displaying detailed hardware configuration information
The following describes how to operate the Hardware Detailed Configuration Display:

Operation

1. From the Hardware Configuration menu, select [Hardware Detailed Configuration Display].
The detailed hardware configuration information appears.
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<Example>

PRIMEPOWER250 Node MWame:platol3;Host ID:80f38002
B Statuzinormal

CPL
CPUD Statusinormal:Freq: 1100;Cache:1.0: Inpl. 5 Mask:0.6; OPTLE-way 2/2; IFTLE-way 2/2:0PLES-w
ay 2/2:IFLBS-way 2/2:%%-way 22
CPURT Status:inormal:Freq:1100;Cache:1.0; Inpl. :B:Mask:0.6;OPTLE-way 2/2; IFTLE-way 2/2;0PLES-w
ay 272 IFLBS-way 2/2:8%-way 2/2
CPUDDCHD Status:normal
CPUDDCH! Status:normal
Memory
SLOTHOD 512ME used:Status:normal
SLOTHO1 512ME used:Status:normal
SLOTHO2 512ME used:Status:normal
SLOTHOS 512ME used:Statusinormal
SLOTHO4 512ME used:Statusinormal
SLOTHOR 512ME used:Statusinormal
SLOTHOR 512ME used:Statusinormal
SLOTED? 512MB used;Status:inormal
SCSI-BPED Status:inormal
SCSI-BPE1 Status:inormal
DOC-Af0 Status:normal
DOC-BH#0 Status:normal
U2PH3E Statusinormal
ebusl Component-name: PCIOCERU: )02 Status: normal
SCF Merzion:03.14.93

<Explanation of the display>

Detailed status information of the following hardware components appears: CPU, memory, disk,
battery, channels, adapter, and devices. If a hardware fault is detected, a symbol indicating the
status is displayed for the corresponding hardware component.

“2u

Ses
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

3.2.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.

Displaying the Hardware Monitoring Information menu

Operation

1. From the CUI menu, select [Hardware Monitoring Information].
The Hardware Monitoring Information menu opens.

Hardware Monitoring Information

Manazement of Hardware Error Event

Battery Life Monitoring

Fan Monitoring

Zetting Monitoring Notification Information
Motification Test

[ B Rl R e

q:Guit  biBack to previouz menu tiGo to top menu hiHelp

Select. (1-5,q.b,t.h):
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3.26.1

Management of Hardware Error Event

This section describes how to operate the Management of Hardware Error Event function.

Displaying the Current abnormalities menu

@Operation

1. From the Hardware Monitoring Information menu, select [Management of Hardware Error Event].
The Current abnormalities menu opens.

Current abrormalities

Filtering/Sort ing conditions

1. Date

From:
To

2. Time

Fram:

To

3. Twpe of unit: All
4. Order: Present -> Past
d. Dizplay

q:0uit biBack to previous menu t:Go to top menu hiHelp

Select. {1-4,d.q9,b.t,h):

Retrieving hardware error events
Management of Hardware Error Event retrieves information indicating the part in the main unit where the
error occurred and the error details.

@Operation

1. Specify the following items according to the menu to retrieve hardware error information:

Specify the display start date and display end date in Date.

Error information generated in the specified range appears.

If From is omitted, error information is displayed starting from the oldest information.

If To is omitted, error information is displayed up to the latest information.

If both From and To are omitted, all of the error information is displayed.

Enter the display start time and display end time in Time.

The SCF error log in the specified time range appears.

If From is omitted, the starting time is 00:00.

If To is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified in From and 08:00 is specified in To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to the end of the log file.

If 0501 to 0831 is specified for Date and 1700 to 0900 is specified for Time, the
information logged from 17:00 of a day to 09:00 of the next day appears in the range of
May 1 to August 31.
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—  Specify the component type in Type of unit.
The error information for the specified component type appears.

Imfarmation

To see the list of the faulty parts, select "Faulty Parts."
—  Specify the display order.
Select whether information is displayed in reverse chronological order or chronological
order.
The default is "Present -> Past."

2. Enter "d (display)".
Error information matching the search conditions appears.
The following information appears as error information:
— Date
Displays a date (year, month, and day) and time when the error occurred in the part.
— Unit
Displays the part name and identification number.

3. Enter the number of the detailed information from the error information list.
The detailed faulty part information appears.
The detailed faulty part information includes:
— Location
Displays the location of the part in which the error occurred.
— Status
Displays the part status.
— Date
Displays the date and time when the error occurred in the part.
— Reason
Displays the cause of the error that occurred in the part.
The following operations are also possible:
— Hot swap
Performs hot swapping of the part in which the error occurred.
— Reset the status
Resets the status of the faulty part and deletes the status symbol displayed in "Hardware
Configuration Display."
The following message appears when the status is reset for a part in which the error status
remains in effect.
FISVmadm: X:XXXX:Firm:Notification (Parts Status Reset Failure) occurred at MMM DD
hh:mm:ss TZ

3.2.6.2  Monitoring battery life

This section describes how to operate the Battery Life Monitoring function.
If battery replacement is required, this is automatically reported to the specified system administrator and
CE.

Displaying the Battery Life Monitoring menu

@Operation

1. From the Battery Life Monitoring Information menu, select [Battery Life Monitoring].
The Battery Life Monitoring menu opens.
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J O3 I —

Battery Life Monitoring

fdding Battery Life Information
Dizplaving and Setting Battery Life Infarmation

Deleting Battery Life Information
Zetting Battery Life Motification

qiluit  b:iBack to previous menu t:lGo to top menu hiHelp

Zelect., (1-4,9,b,t):

Adding Battery Life Information
The following describes how to operate the Adding Battery Life Information function:

@Operation

1.

From the Battery Life Monitoring Information menu, select [Adding Battery Life Information].
The Adding Battery Life Information menu opens.
2. Specify the following information in the menu:

Battery

Enter the battery identifier.

For an UPS battery: UPS-B#n (n is the battery identification number.)

For a disk array device battery: DARY-B#n (n is the battery identification number.)

Status

Specify the battery status.

Normal: Normal status

Prepare: The expiration date of the battery life is approaching. A new battery for
replacement needs to be prepared.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire: The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

Life

Enter the expiration date of the battery life.

Battery No.

Enter the battery identification number as a number in the range of 0 to 999.

The identification number is used to manage battery life.

Life

Enter the expiration date of the battery life recorded on the label attached to the battery.
However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

Displaying Battery Life Information
The following describes how to operate the Displaying Battery Life Information function:

@Operation

1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.

Select [Displaying Battery Life Information].

The battery life information appears.

This information includes:
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— Battery
The identifier of the battery
The battery name is displayed in the following formats:
For an UPS battery:  UPS-B#n (n is the battery identification number.)
For a disk array device battery: DARY-B#n (n is the battery identification number.)
—  Status
The battery status
Normal:  Normal status
Error:  Abattery error was detected. The battery needs to be replaced.
Prepare: The expiration date of the battery life is approaching. A new battery for
replacement needs to be prepared.
Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.
Expire: The expiration month and year of the battery life has passed. The battery needs
to be replaced immediately.
None: Not mounted.
— Life
Expiration date of the battery life

Setting Battery Life Information
The following describes how to perform the Setting Battery Life Information operation.

@Operation
1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.
2. Select [Setting Battery Life Information].
The Setting Battery Life Information menu opens.
3. Specify the following information in the menu:
— Life
Enter the expiration date of the battery life recorded on the label attached to the battery.
However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

Deleting Battery Life Information
The following describes how to perform the Deleting Battery Life Information operation:

@Operation
1.

From the Battery Life Monitoring menu, select [Deleting Battery Life Information].
The battery life information list appears.

2. Select the battery to be deleted.

3. Perform the operation in accordance with the menu.

Setting Battery Life Notification
The following describes how to perform the Setting Battery Life Notification operation:

@Operation

1. From the Battery Life Monitoring menu, select [Setting Battery Life Notification].
The Setting Battery Life Notification menu opens.
2. Specify the following information in the menu:
—  Setting Time Period of Notification
Specify the time period during which a notification is to be issued automatically.
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Time period of prepare During this time period, a notification is issued to prompt for
notification: preparation of a new battery for replacement when the
expiration date of the battery life is approaching.

A time period of 24 to 2 months prior to the expiration date of
the life can be specified. The default is "6 months prior to the
expiration of the product life."

Time period of replace During this time period, a notification is issued to prompt for
notification: replacement of the battery when the expiration date of the
battery life is approaching.

A time period of 23 to 1 month prior to the expiration date of
the battery life can be specified. The default is "4 months prior
to the expiration of the product life."

3.2.6.3 Fan Monitoring

The following describes how to operate the Fan Monitoring function:

Displaying the Fan Monitoring menu

@Operation

1. From the Hardware Monitoring Information menu, select [Fan Monitoring].
The Fan Monitoring menu opens.

Fan Monitoring
1. Dizplaving and 3etting Fan Monitoring Information
q:Guit  biBaclk to previous menu t:Go to top menu hiHelp

Select. (1,9.b,t):

Displaying Fan Monitoring Information
The following describes how to operate the Displaying Fan Monitoring Information function:

@Operation

1. From the Fan Monitoring menu, select [Displaying and Setting Fan Monitoring Information].
The fan monitoring information appears.
This information includes:
— Fan
The identifier of the fan
The fan name is displayed in the following formats:

Fan Unit of Expansion : rci-address-FAN#n (n is the fan identification number.)
Cabinet

cabinet-name#m-FAN#n (m is the cabinet identification number
and n is the fan identification number.)

FEP Fan Unit of : rci-address-FEPFAN#n (n is the fan identification number.)
Expansion Cabinet

—  Status
Fan status
Normal: Normal status
Error:  Afan error was detected. The part needs to be replaced.
Prepare: The expiration date of the service life of the fan is approaching. A new part for
replacement needs to be prepared.
Replace: The expiration date of the service life of the fan. The part needs to be
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replaced.
Expire: The fan life has been exceeded. The part needs to be replaced immediately.
None: Not mounted.
—  Power-on
Power-on time of the fan unit

O

Note
The fan unit of main cabinet is not displayed in this menu on PRIMEPOWER?250/450, because the
fan life of the main cabinet is not monitored.

Setting Fan Monitoring Information
The following describes how to perform the Setting Fan Monitoring Information operation:

@Operation
1.

From the Fan Monitoring menu, select [Displaying and Setting Fan Monitoring Information].
The Setting Fan Monitoring Notification list appears.
2. Select the fan whose setting is to be changed.
3. Enter the following information in the menu:
—  Power-on
Fan Life Monitoring monitors the fan life according to the fan power-on time.
If the fan was replaced, change its power-on time.
The default is "0."
If the main unit was installed again, the fan power-on time of all main units is "0." The
setting value of the fan power-on time can be retained by saving the hardware monitoring
information before reinstalling the main unit and by restoring the monitoring information
after reinstalling the main unit.
— Resetting Monitoring Information
Reset the monitoring information if the fan has been replaced.

3.2.6.4 Disk Monitoring

Disk Monitoring is not a Machine Administration Menu item.
The Disk Monitoring function is automatically enabled at main unit startup.

O

Note
The Disk Monitoring function automatically monitors all connected devices.
For this reason, an application or driver error may occur if an operational conflict with other
applications occurs or the disk array device is used.
If this happens, execute the following command to exclude the error-causing device from
monitoring.
# usr/sbin/FISVmadm/nocheckdev add device_pathname
If this command is executed, the relevant device is not monitored.

- |

See
See Section 4.13, "nocheckdev (1M)."
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3.2.6.5 Tape Unit Monitoring

Tape unit monitoring is not a Machine Administration Menu item.
The tape unit monitoring function is automatically enabled at main unit startup.

O

Note
The monitoring function automatically operates for all connected devices. For this reason, an
application or driver error to the effect that the device is indicated as busy may occur if a
device-open operation from another application conflicts with this function.
If this happens, execute the following command to exclude the error-causing device from
monitoring.
# Jusr/sbin/FISVmadm/nocheckdev add device_pathname
If this command is executed, the relevant device is not monitored.

- |

See
See Section 4.13, "nocheckdev (1M)."

3.2.6.6  Setting Monitoring Notification Information

This section describes how to perform the Setting Monitoring Notification Information operation.

Displaying the Setting Monitoring Notification Information menu
Operation

1. From the Hardware Monitoring Information menu, select [Setting Monitoring Notification
Information].
The Setting Monitoring Notification Information menu opens.

Setting Monitoring Notification Information

1. Mail addresz of the svstem administrator: root
Memo

2. Mail address of the CE : nobody
Memo

q:uit biBack to previous menu t:Go to top menu hiHelp

Select, (1-2,q.b,t.h):

Mail Address of the System Administrator
The following describes how to operate the set the mail address of the system administrator:

Operation

1. From the Setting Monitoring Notification Information menu, select [Mail address of the system
administrator].
The Mail Address of the System Administrator menu opens.
2. Enter the following information in the menu:
— Mail address
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Enter the mail address of the system administrator.
To send a notification to multiple system administrators, separate their mail addresses with
acomma",".

- Memo
Enter supplementary information. Use this information when sending memos to the
system administrator.

A colon ":" cannot be entered.

Mail Address of the CE
The following describes how to set the mail address of the CE:

@Operation

1. From the Setting Monitoring Notification Information menu, select [Mail address of the CE].
The Mail Address of the CE menu opens.
2. Enter the following information in the menu:
— Mail address
Enter the mail address of the CE.
To send a notification to multiple system administrators, separate their mail addresses with
acomma",".
—  Memo
Enter supplementary information.  Use this information when sending memos to the CE.

Acolon ":" cannot be entered.

3.2.6.7 Notification Test

This section describes how to operate Notification Test.
Executing Notification Test does no affect any of the monitoring operations.

Displaying the Notification Test menu

@Operation

1. From the Hardware Monitoring Information menu, select [Notification Test].
The Notification Test menu opens.

Mot ification Test

Select the repart-level of the pseudo hardware error.

1. ALARM
2. WARMING
3. NOTICE

q:buit biBack to previous menu t:Go to top menu hiHelp

Select. (1-3,9.b.t.h):

Notification Test
The following describes how to operate the Notification Test function:

@Operation

1. Select the test log level from the following three types:
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-  ALARM
—  WARNING
— NOTICE
2. Setup the test log in accordance with the menu.

O

Note
If the ALARM or WARNING level is selected, the associated error item is deleted from the
Management of Hardware Error Event menu.

Imfarmation

After setting up the test log, check for the following events:
—  Verify that the following error message was recorded in the hardware error log and syslog:
[Message:"FISVmadm:X:TEST:SCF:Notification (This is a TEST log) occurred at MM
DD hh:mm:ssTZ" (X=1,W,A)]
—  Verify that the XSCF's mail notification and Machine Administration's mail notification
have been issued.

3.2.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu

Operation

1. From the CUI menu, select [Log Data].
The Log Data menu opens.

Log Data

Hardware Error Log

Mezzage Log

Power Log

Disk Error Statistics Information
Saving the Log Data

0O O e 0O RO —

Collecting Svstem Information

qifuit b:Back to previous menu 1:Go to top menu hiHelp

Select{1-8,9,b,1):

3.2.7.1 Message logs

This section describes how to display message logs.
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@Operation

1. From the Log Data menu, select [Message Log].
2. Specify the following items and retrieve log data in accordance with the menu:

Specification of range

Displays the message log data in the range of the specified dates.

If Starting date is omitted, the starting day is January 1.

If Completion date is omitted, the ending day is December 31.

If both Starting date and Completion date are omitted, the log in the range from the
beginning to the end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>

If October 1 is specified as Starting date and March 31 is specified as Completion date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.

Specification of Time (only)

Displays the message logs in the specified time range.

If Starting time is omitted, the starting time is 00:00.

If Completion time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Starting time and 08:00 is specified as Completion time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Specification of Range and 1700 to 0900 is specified in
Specification of Time (Only), the log data from 17:00 of a day to 09:00 of the next day is
displayed in the range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

Display order

Selects whether information is displayed starting from the latest or the oldest information.
The default is "latest information."

3.2.7.2  Hardware error log

This section describes how to display the hardware error log.

@Operation

1. From the System Log Administration menu, select [Display Hardware Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:

Date

Displays the hardware error log data in the range of the specified date.
If From is omitted, the oldest information in the log file is displayed.
If To is omitted, the latest information in the log file is displayed.
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3.2.7.3

If both From and To are omitted, the log data in the range from the beginning to the end of
the log file is displayed.

Time

Displays the hardware error log data in the specified time range.

If From is omitted, the starting time is 00:00.

If To is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as From and 08:00 is specified as To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to end of the log file.

If 0501 to 0831 is specified in Date and 1700 to 0900 is specified in Time, the information
logged from 17:00 of a day to 09:00 of the next day is displayed in the range from May 1 to
August 31.

Unit selection

Selects hardware whose error log is to be displayed.

The default is "All units."

All units : All error logs
SB : SBerror log
CPU . CPU error log
MEMORY : Memory module error log
PCI . Error log of the PCI slot and PCI card
FAN . Error log of the fan built in the main units
PSU . Error log of the power supply unit built in the main unit
RCI . Error log of the equipment connected to the RCI network
DISK . Error log of the disk built in the main unit
TAPE . Error log of DAT built in the main unit
UPS . Error log of the uninterruptible power supply
PANEL . Panel error log
SCSI-BP : SCSI-BP error log
DDC : DDC error log
SDU . Error log of SDU file unit
BATTERY : Error log of the battery built in the UPS and disk array unit
OTHER : All error logs other than above
Display order

Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

Display format

Displays the following information in the format of 2 lines per event:

No. : Event number

Date : Log storage time

Code : Error code

Unit : Replacement unit classification

Error details  : Details of an error

O

Note

If the clock setting of the operating system was changed by time resetting, the display order may

differ fi

Power log

rom the event generation order.

This section describes how to display the power log.
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@Operation

1. From the System Log Administration menu, select [Display Power log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Display range
Displays the power log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log in the range from the
beginning to end of the log file is displayed.

—  Time period
Displays the power log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.
If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

O

Note
If the clock setting of the operating system was changed by time resetting, the display order may
differ from the event generation order or some part of the data may not be displayed.

3.2.7.4 Disk Error Statistics Information

This section describes how to display disk error statistics information.

@Operation

1. From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:
—  Entering the name of the disk
Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:
— sddriver instance name
— logical device name (logical device name registered in /dev/rdsk)
— physical device name (Unit name as registered in a message column)
—  Selecting the disk name from a list
Enter "L".  Alist displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.
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3.2.75

Saving the log data

This section describes how to operate the Saving the Log Data function.
Saving the Log Data saves log data of various types. The following types of log data can be saved:
o All
e Message Log
e Machine Administration Monitoring Log
e SCF Error Log
e Power Log

Imfarmation

The CE uses the file in which the log data was saved, when hardware is faulty.

Displaying the Saving the Log Data menu

Operation

1. From the Log Data menu, select [Saving the Log Data].
The Saving the Log Data menu opens.

saving the Log Data

1. &l
7. Message Loz
3. Machine ddministration Wonitoring Log

qifuit biBack to previous menu t:iGo to top menu hiHelp
To zpecify more than one, use a comma to delimit the number zuch as 2.3,
Do vou =pecify information to be saved? (q,b,t.h):

O

Note
The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

“2u

See

See Section 3.2.2, "Main Unit Models and Available Menus."

Save Log Data to a File
Operation

1. From the Save Log Data to a File menu, select the log data to be saved.
2. Enter the following information in the menu:
—  Save destination
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Specify the save destination file name with the full path.
The file is created in tar format and is compressed with the "compress" command.

3.2.7.6  Collecting system information

This section describes how to operate the Collecting System Information function.
If a main unit error occurs, Collecting System Information outputs the following information to a file:
o Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses
o Information such as command execution results

Imfarmation

The CE uses the file in which system information was collected.

Displaying the Collecting System Information menu
Operation

1. From the Log Data menu, select [Collecting System Information].

The Collecting System Information menu opens.

Collect ing Swstem Information
Swstem Informat ion Menu

1. all

2. bazic zoftware

3. hizh availability

4, Ip

b, netwarl

E. storaze array

f wou want to select more than one, please separate the rumber by comma O, 0.

I

q:fuit biBack to previous menu t:iGo to top menu hiHelp

Select. (1-B,9,h,t):

Collecting System Information
Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
—  Collection Destination
Specify the name to the collection destination file with the full path.
The file is created in tar format and is compressed with the "compress" command.
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3.2.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note
The CE performs the hardware maintenance.

Displaying the Hot Swapping Guide menu

Operation

1. From the CUI menu, select [Hot Swapping Guide].
The Hot Swapping Guide menu opens.

Hot Swapping Guide

.The Faulty Hard Diszk Drive Replacement {Hot Swap)

. Prevent ive Maintenance of the Hard Disk Drive (Hot Swap)
. Include the Hard Disk Drive after the Cold Maintenance

« Power Supply Unit of Main Cabinet

« Fan Unit of Main Cabinet

« Power Supply Unit of Expanzion Cabinet

. Fan Unit of Expanszion Cabinet

g T oom e a3 —

q:0uit biBack to previous menu t:Go to top menu hiHelp

Zelect. (1-B,q.b,t):

O

Note
The menu items depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.2.2, "Main Unit Models and Available Menus."

O

Note

If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping
operation again from the beginning.
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3.2.8.1 The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk
Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement,” for information on how to use the menu for displaying the
disk drive swapping guidance information.

O

Note
The CE replaces the hard disk.

3.2.8.2  Power Supply Unit of Main Cabinet

This section describes how to display the guidance information on hot-swapping the power supply of the
main cabinet.

O

Note
The CE replaces the power supply unit of the main cabinet.

@Operation

1. From the Hot Swapping Guide menu, select [Power Supply Unit of Main Cabinet].
2. From the Main Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.
3. Replace the power supply unit in accordance with the guidance information.
If no redundant power supply unit is mounted, the power supply unit of the basic cabinet is hot
expanded.
Add the device in accordance with the guidance information.

3.2.8.3 Fan Unit of Main Cabinet

This section describes how to display the guidance information on hot-swapping the fan unit of the basic

cabinet.

Note
The CE replaces the fan unit of the basic cabinet.

@Operation
1.

From the Hot Swapping Guide menu, select [Fan Unit of Basic Cabinet].
2. From the Basic Cabinet Fan Unit list, select the fan unit to be replaced.
The list shows the device names and statuses.
3. Replace the fan unit in accordance with the guidance information.
When the fan unit is replaced, the power-on time of the new fan unit is automatically set to 0.
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3.2.8.4  Power Supply Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the power supply unit of
the expansion cabinet.

O

Note
The CE replaces the power supply unit of the expansion cabinet.

@Operation
1.

From the Hot Swapping Guide menu, select [Power Supply Unit of Expansion Cabinet].

2. From theExpansion Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.

3. Replace the power supply unit in accordance with the guidance information.

3.2.8.5 Fan Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the fan unit of the
expansion cabinet.

O

Note
The CE replaces the fan unit of the expansion cabinet.

@Operation
1.

From the Hot Swapping Guide menu, select [Fan Unit of Expansion Cabinet].
2. From the Expansion Cabinet Fan Unit list, select the fan unit to be replaced.
The list shows the device names and statuses.
3. Replace the fan unit in accordance with the guidance information.
When the fan unit is replaced, the power-on time of the new fan unit is automatically set to O.

3.2.9 Auto Power Control System (APCS) Administration

This section describes how to operate the Auto Power Control System (APCS) Administration menus.

Displaying the APCS Setup Menu

@Operation

1. From the CUI menu, select [System Control Administration].
The System Control Administration menu opens.
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Swstem Control Adwministration

Zetting the External Equipment Wait Time

Power Failure Recovery Waiting Time Setup (UPS)
duto Power Comtraol Swstem CAPCE) Adwinistration
Server CHECK-LED Operation

Ja 03 3 —

q:fuit biBack to previous menu t:iGo to top menu hiHelp

2. From the System Control Administration menu, select [Auto Power Control System (APCS)
Administration].
The APCS Setup menu opens.

APCS Setup Meru

3tart Schedule

3top Zchedule

fdd Echedule Entrew

Add Hol iday

Zelect and Delete 3chedule Entries
Delete all

List 3chedule Entries

Show 3tatus of Schedule Entries

00 = OO CT f OO D —

q:Euit biBack to previous menu t:Go to top menu hiHelp

Imfarmation

Use the apcsset command to set up forcible power-off mode and power recovery mode.

“2u

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

3.2.9.1 Start Schedule

This section describes how to perform the Start Schedule operation.

Operation

1. From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

3.2.9.2 Stop Schedule

This section describes how to perform the Stop Schedule operation.
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@Operation

1.

From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.

3.2.9.3 Add Schedule Entry

This section describes how to perform the Add Schedule Entry operation.

@Operation
1.

3.294 AddH

From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.
From the APCS Setup Menu, select [Add Schedule Entry].
Specify the following information in the menu:

—  Power On Time

—  Power Off Time

—  Specific Day

—  Specific days in this month

—  From a specific day through another specific day

—  Specific day of the week
From APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries] in
that order.

@

Information

After adding schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FISVapcs/shin/apcsset -L 30 -f <return>

“2u

Gee
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

oliday

This section describes how to execute the Add Holiday operation.

@Oper
1.

ation

From the APCS Setup Menu, select [Stop Schedule].
Schedule operation starts.
From the APCS Setup Menu, select [Add Holiday].
Specify the following information according to the menu:
— Holiday schedule (days when operation is not performed)
From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]

150



3.2 PRIMEPOWER250/450

in that order.

Imfarmation

After adding holiday schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FISVapcs/shin/apcsset -L 30 -f <return>

2

Gee
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

3.2.9.5 Select and Delete Schedule Entries

This section describes how to perform the Select and Delete Schedule Entries operation.

@Oper
1.

ation

From the APCS Setup Menu, select [Stop Schedule].

Schedule operation stops.

From the APCS Setup Menu, select [Select and Delete Schedule Entries].

The schedule list appears.

Perform operations according to the menu.

The selected schedule or holiday schedule is deleted.

From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.

Imfarmation

After deleting schedule or holiday schedule entries, verify that the results were correctly reflected.
Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FISVapcs/shin/apcsset -L 30 -f <return>

- |

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

To continue operation according to the new schedule after completing selection and deletion,
select [Start Schedule] from the APCS Setup Menu.
Schedule operation starts.
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3.2.9.6 Delete all

This section describes how to perform the Delete All operation.

@Operation

1. From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.
2. From the APCS Setup Menu, select [Delete all].
A message appears.
3. Perform operations according to the menu.
Al schedules and holiday schedules are deleted.
4. From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.

Imfarmation

After deleting all schedule and holiday schedule entries, verify that the results were correctly
reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#lopt/FISVapcs/shin/apcsset -L 30 -f <return>

2

See "

For information on the apcsset command, see Section 4.5, "apcsset (1M).

5. From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

3.2.9.7 List Schedule Entries

This section describes how to perform the List Schedule Entries operation.

@Operation

1. From the APCS Setup Menu, select [List Schedule Entries].
The current schedule settings are displayed.
These settings include:
— STATUS
Operation status of Auto Power Control System (APCS) Administration
— daily
Schedule that is repeated day by day
—  weekly
Schedule that is repeated week by week
— monthly
Schedule that is repeated month by month
— holiday
Holiday schedule
—  special
Specific-day's schedule
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— forcedown
Indicates the immediate start of shutdown processing when the shutdown time has arrived.
— normdown
Displays a warning message on the display indicating that shutdown processing will start
after three minutes.
Power-off processing can be stopped by executing the apcscancel command during this
three-minute period.
— exception
Schedule not related to node stop

3.2.9.8 Show Status of Schedule Entries

This section describes how to perform the Show Status of Schedule Entries operation.

@Operation

1. From the APSC Setup Menu, select [Show Status of Schedule Entries].
The schedule status is displayed.
The schedule status information includes:
— STATUS
Operation status of Auto Power Control System (APCS) Administration
— PRESENT
Current date and time
- POWER-OFF
First power-off time
-  POWER-ON
First power-on time
- OVER
Last schedule time
— SCHEDULE OF 7 days NEXT
Schedule for one week

Imfarmation

Show Status of Schedule Entries displays schedules for seven days after the current day and time.
To check all schedules, use the apcsset command (-L option).
#/opt/FISVapcs/shin/apcsset -L 30 -f <return>

- |

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

3.2.10 eXtended System Control Facility (XSCF) Administration

This section describes how to operate the eXtended System Control Facility (XSCF) Administration
menus.
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Displaying the eXtended System Control Facility (XSCF) Administration menu

Operation

1. From the CUI menu, select [eXtended System Control Facility (XSCF) Administration].
The eXtended System Control Facility (XSCF) Administration menu opens.

eftended System Control Facility (XSCF) Administration

Metworl; Conf iguration

lzer fccount Administration
Conzole Administration

HECF Web Administration
SMMP Administration

Mail Administration

O N fm OO D —

q:buit biBack to previous menu t:Go to top menu hiHelp

Select. (1-B,q9.b,t.h):

3.2.10.1 Network Configuration

This section describes how to perform the Network Configuration operation.

Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [Network
Configuration].

2. Specify the following information in the menu:

— IP Address
Enter the IP address.

—  Subnet Mask
Enter the subnet mask.

—  Gateway Address
Enter the gateway.

—  XSCF Host Name
Enter the host name.
Specify the host name with a full domain.
The usable characters are alphanumeric characters (a-z, A-Z, and 0-9), - (hyphen), and .
(period).
Up to 63 characters can be used.
To send mail from XSCF, be sure to specify this item.

— Name Server 1
Enter name server 1.

— Name Server 2
Enter name server 2.

3. Select [Save Configuration].
The network setting information is reflected to XSCF.
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3.2.10.2 User Account Administration

This section describes how to perform the User Account Administration operation.

@Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [User Account
Administration].

2. Specify the following information in the menu:

Show User List
Lists the XSCF shell users and their subordinate groups.
The maximum number of user accounts is 8. The local group is either root or other.
Add User
Lists the registered users and their local groups.
Moreover, displays the following submenu:
— Add User

If the number of registered user accounts is less than eight, select a user from the
submenu.

Select this menu and enter a user name according to the guidance information.
Specify the user name as a string of up to eight alphanumeric characters.

Next, when the local group is selected, the user is added.
To enable the user to use the XSCF shell, set a password.
Delete User
Deletes the user selected from the list of the registered users.
Update Password
Sets or changes the password of the user selected from the list of registered users.

Characters that can be used for the password are alphanumeric characters and symbols
excluding space.

A password consists of 8 to 16 characters.

3.2.10.3 Console Administration

This section describes how to perform Console Administration.

@Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [Console
Administration].
2. Specify the following information in the menu:

Show User List
Lists the Console Administration information.

console : Input and output destinations of the standard console of the main unit

RW-port  : Current status of port 23 (standard console)

RO-port : Current status of port 8011 (read-only console)

SCF-port  : Current status of port 8010 (remote XSCF connection and XSCF shell)

timeout . <enable or disable> Status of the automatic no-communication
disconnection function of an XSCF shell

time . <time> Status of the automatic no-communication disconnection function of
an XSCF shell

However, time is displayed only when timeout is set to "enable."
Select Standard Console

Change the setting for the standard console.
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— Serial Port
Switches the input-output channels of the standard console to the ordinary serial
port.

— LAN Port
Switches the input-output channels of the standard console to the XSCF LAN.

Imfarmation

XSCF controls the standard console (/dev/console) of the main unit using a network via TCP port
23 of XSCF. The serial port can also be used as usual.
— Access Control of Read-only Console
Switches enabling and disabling of access to XSCF port 8011 (read only port used to
reference /dev/console output of the main unit).
— Access Control of XSCF remote control
Switches enabling and disabling of access to the XSCF port 8010 (XSCF shell port used to
remotely control XSCF itself).
— Auto-disconnect Administration of XSCF remote control
For the case that no communication occurs during a given time after login to the XSCF
shell, sets the disconnection time as 1 to 255 minutes. The default is "10 minutes."
If O is specified, using the automatic disconnection function with a timeout is disabled.

3.2.10.4 XSCF Web Administration

This section describes how to perform XSCF Web Administration.

@Operation

1. From the eXtended System Console Facility (XSCF) Administration menu, select [XSCF Web
Administration].

2. Specify the following information in the menu:

XSCF displays or makes various settings using the http protocol. Related to this operation,
specify the following:

—  Show Current Configuration
Lists various settings for the http protocol.
— Enable/Disable XSCF Web
Selects the access mode through the http protocol from the following:
—  Enable with Read/Write Mode
Enables change of settings using the http protocol.
— Enable with Read/Only Mode
Enables referencing information using the http protocol.
— Disable
Disables the use of the http protocol.
— Select Locale
Selects the locale of the displayed web page from the following:
— C (english)
— ja(japanese)
— Appearance of Web Page
Selects the Web page screen configuration from the following items:

156



3.2 PRIMEPOWER250/450

Text Only

Text and Images

— Access Control

Registers or changes the hosts that are allowed to access through the http protocol.

XSCF cannot be accessed from an IP address other than the allowed IP addresses through
the http protocol.

IP Address

Up to 16 IP addresses can be registered. A range of IP addresses cannot be

specified.

Host X

If a registered host is selected, changes the current setting.

If the Return key is pressed with no input, the current setting is deleted.
Add an Access-allowed Host

Adds a new host that is allowed to make accesses.

If the number of hosts that are already set is 16 or less, select items from the

submenu.
Save Configuration
Registers the access-allowed host information in XSCF.

3.2.10.5 SNMP Administration

This section describes how to perform the SNMP Administration operation.

@Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [SNMP
Administration].

2. Specify the following information:

XSCF manages networks using the SNMP protocol.

following:

—  Show Current Configuration
Lists settings for the SNMP.
— Enable/Disable SNMP
Select the SNMP protocol from the following items:

Enable SNMP Agent
Disable SNMP Agent

—  Management Information

Sets SNMP management information.

Any one of the items that can be specified in the menu can be omitted.

SysContact

Enter the administrator name in ASCII (up to 15 characters).

If the Return key is pressed with no input, the setting is deleted.
SysName

Enter the equipment name in ASCII (up to 15 characters).

If the Return key is pressed with no input, the setting is deleted.
SysLocation

Enter the equipment location in ASCII (up to 15 characters).

Related to this operation, specify the
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If the Return key is pressed with no input, the setting is deleted.
Save Configuration
Management information is reflected to XSCF.

Register Community

Displays the SNMP community registration and setting submenu opens.

Up to two communities can be registered.

- When a new community is registered:

Community Name

Enter the community hame in ASCII (up to 11 characters).
SNMP Manager Address

Specify the IP address of the SNMP manager.

When 0.0.0.0 is specified for manager's IP address, the access from all the managers
is permitted.

The trap is not issued regardless of the setting of the trap issue mode in this case.
Access Mode

Select the access method of the manager from the following:

- Read Only

- Read Write

SNMP Trap Notification

Select whether to send an SNMP trap notification to the manager.
- \alid

- Invalid

Save Configuration

The community-related information is reflected to XSCF.

- When aregistered community is changed:

Select a community name.
After selecting the community name, perform the same operation as when a new
community is registered.

Delete Community

Deletes the selected item from the list of the registered communities.

3.2.10.6 Mail Administration

This section describes how to perform the Mail Administration.

@Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [Mail
Administration].

2. Specify the following information in the menu:

XSCF sends out an E-mail about generated errors. Related to this operation, specify the
following:

Show Current Configuration

Lists settings for the mail report.
Details Setup of the Mail
- Enable Mail Report (and Setup)

To:
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Specify the address of the mail destination (system administrator).
If multiple mail destinations are specified, separate them with a comma (,).
Up to 255 characters (ASCII) can be entered.

This item is required. However, if the mail report function is disabled, this item is
cleared at that time.

—  From:
Specify the contents to be coded in the From header of mail.
Up to 47 characters (ASCII) can be entered.

This item is required. If the mail report function is disabled, this item is cleared at
that time.

—  SMTP Server 1and 2
Sets the SMTP server.
Up to two servers can be specified.
If the Return key is pressed with no input, the setting is deleted.
— Save Configuration
The mail report setting is reflected to XSCF.
- Disable Mail Report
Disables the mail report of XSCF.

If the mail report is disabled, the destination mail address, source mail address, and SMTP
server are cleared.

— Send Test Mail
Sends the test mail from XSCF.

3.2.11 RClI-related Settings

This section describes how to operate the RCI-related Settings menus.

Displaying the RCI-related Settings menu

Operation

1. From the CUI menu, select [RCI-related Settings].
The RCl-related Settings menu opens.

RCI-related Zettinzs

1. Dizplayving a List of RCI Devices

2. Confirming the RCI-connected Units

3. Reconfizuring the RCI Metwork(RCI Device Addition)
4. RCI Device Replacement

q:0uit biBack to previous menu t:Go to top menu hiHelp

Select{1-4,9,b.t.h):4

3.2.11.1 Display Current RCI Configuration

This section describes how to perform the Display Current RCI Configuration operation.
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@Operation

1. From the Remote Cabinet Interface (RCI) Administration menu, select [Display Current RCI
Configuration].
The RCI statuses of the local host are explained below.

— RCl address
RCI address of the main unit
—  Status
RCI status
Active . RCI active status
Mainte : RCI maintenance mode in effect
Configuring : RCI network construction in progress
ConfigError (reason) : RCI network construction error
reason indicates the reason for the error.
reason Reason for error
"Self Host Address Conflict" Local address duplication error
"Host Address Contradict" Inconsistency between the host count
and host addresses
"RCI Address Contradict" RCI address inconsistency
"Can't assign new Address" New registration impossible
"Error in Configuring" Error during installation
"Self configuration RCI AddressConflict" Error in self-configuration: RCI
address duplicate
"RCI Hardware Error" RCI hardware error

The following explains the list of the devices connected to RCI:

— address
RCI address
- pwr
Power status of the RCI device
ON : Power-on status
OFF  : Power-off status

— alm

Alarm generation status
ALM : Alarm generation

- : Noalarm
- F
I/F status of the RCI device
ACT . Active
INACT  : |Inactive
—  sys-phase
OS status
power-off : Power-off status
panic . Panic status
shdwn-start : Shutdown in progress
shdwn-cmplt . Shutdown completed
dump-cmplt :  Dump completed
initializing . Initial diagnosis in progress
booting : Booting in progress
running : In operation
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- ctgry
RCI device category

Host : Main unit
Rcic : External power control device
Disk : Disk unit
Linsw . Line switching unit
Other : Other devices

— dev-cls

RCI device class. Displayed as a 4-digit hexadecimal number.
— sub-cls
Subclass of the RCI device. Displayed as a 2-digit hexadecimal number.

3.2.11.2 Confirming the RCI-connected Units

This section describes how to perform the Confirming the RCI-connected Units operation.

@Operation
1.

From the RCl-related Settings menu, select [Confirming the RCI-connected Units].

2. From Display Current RCI Configuration, select the device whose connection is to be checked.
The check lamp of the specified device blinks.

3. Exit [Confirming the RCI-connected Units].
The check lamp of the specified device goes off.

3.2.11.3 Reconfiguring the RCI Network (RCI Device Addition)

This section describes how to perform the Reconfiguring the RCI Network operation.

@Operation

From the RCl-related Settings menu, select [Reconfigure the RCI Network (RCI Device
Addition)].
The RCI network is reconfigured.

Imfarmation

The time required for the setting to be completed depends on the number of cabinets connected to
the network.

3.2.11.4 RCI Device Replacement

This section describes how to make the settings for RCI device replacement.

@Operation
1.

From the RCl-related settings menu, select "RCI Device Replacement."

The RCI devices that can be replaced are listed.
2. Select the device to be replaced.
3. Make sure that the LED on the selected device is blinking, then replace the device.
4. After finishing replacement, display a listing of RCI devices.
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3.2.12 System-Specific Administration

This section describes how to operate the System-Specific Administration menus.

Displaying the Power System Administration menu

Operation

1. From the CUI menu, select [System Control Administration].
The Power System Administration menu opens.

Power System fdministration

Zetting the External Equipment Wait Time

Power Failure Recovery Waiting Time Setup (UPS)
duto Power Comtraol Swstem CAPCE) Adwinistration
Server CHECK-LED Operation

J 03 3 —

q:fuit biBack to previous memu t:iGo to top menu hiHelp

Select. (1-4,9.b.t.h):

3.2.12.1 Setting the External Equipment Wait Time

This section describes how to perform the Setting the External Equipment Wait Time operation.
When the power supply is turned on from the POWER switch of the operation panel, the External
Equipment Wait Time is invalid.

Operation
1. From the System Control Administration menu, select [Setting the External Equipment Wait
Time].

The RCI address list for the external power control device appears.
2. Select the device to which the external equipment is connected.
3. Set the external equipment wait time.

Specify the value in the range of 0 to 85 (minutes).

O

Note
If the external power control device is selected, the external equipment wait time is set for the
main unit at the same time.
If the main unit is selected, only the external equipment wait time of the main unit is valid.
All external equipment wait times of unselected external power control devices are invalid.

3.2.12.2 Setting waiting time for shutdown at power failure

This section describes how to perform the Setting Waiting Time for Shutdown at Power Failure operation.
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@Operation

1. From the System Control Administration menu, select [Setting waiting time for shutdown at power
failure]. The current wait time appears.

2. Specify the waiting time for shutdown at power failure.
Specify this value in the range of 0 to 9999 (seconds).
The default is "10 seconds."

3.2.12.3 Server CHECK-LED Operation

This section describes how to perform the Server CHECK-LED Operation operation.

@Operation
1.

From the System Control Administration menu, select [Server CHECK-LED Operation].
The CHECK-LED of the main unit comes on.

2. Close the System Control Administration menu.
CHECK-LED of the main unit goes off.

3.2.13 Setting Up and Testing the AP-Net

This section describes how to perform the Setting Up and Testing the AP-Net operation.

O

Note
The CE performs Setting Up and Testing the AP-Net.

Displaying Option Menu

@Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.

Opt ion Meru
1. Setting Up and Testing the AP-Net

qifuit b:Back to previous menu 1:Go to top menu hiHelp

Select. {1,q.b,t.h0:

Setting up the AP-Net

@Operation

1. From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)

2. Select the following items from the menu:
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—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
Select [Initialize and test of AP-Net case] from the menu.
From this point, perform operations according to the menu.
Check the setting.
If an error is detected, perform the setting again.

Testing AP-Net connection

@Operation
1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
From the menu, select [Connection test of MSC-RTC].
4. From this point, perform operations according to the menu.
When the AP-Net connection test finishes, [All tests ended (return)] appears.

3.2.14 Firmware Administration

O

Note
The following operation sould only be performed by a certified service engineer.

This section describes how to operate the Hardware Control Program (HCP) Administration menus.

Displaying the Hardware Control Program (HCP) Administration menu

@Operation

1. From the CUI menu, select [Hardware Control Program (HCP) Administration].
The Hardware Control Program (HCP) Administration menu opens.
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Hardware Control Program (HCP) Administration

1. HCF File Operation
2. Update Baseboard Firmware
3. Disk Firmware Adwinistrator

q:Euit biBack to previous menu t:Go to top menu hiHelp

Select. §1-3,d.q9.b.t.h):

3.2.141 HCP File Operation

This section describes how to use HCP File Operation.

O

Note

The following operation should only be performed by a certified service engineer.

Show/Delete the Registered HCP
Operation

1
2.

From the Hardware Control Program (HCP) Administration menu, select [HCP File Operation].
From the HCP File Operation menu, select [Show/Delete the Registered HCP].

A list of the registered firmware appears.

To delete firmware, select the firmware to be deleted from the list and perform operations
according to the menu.

The selected firmware is deleted.

Show/Register the Supply HCP
Operation

1.
2.

From the Hardware Control Program (HCP) Administration menu, select [HCP File Operation].
From the HCP File Operation menu, select [Show/Register the Supply HCP].

Information about firmware stored on the HCP CD-ROM or in the working directory appears.
Select the firmware to be registered from the list and perform operations according to the menu.

The selected firmware is registered.

3.2.14.2 Update Firmware of Main Unit

This section describes how to perform the Update Baseboard Firmware operation.

O

Note

The following operation should only be performed by a certified service engineer.
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Show/Update Current Baseboard Firmware

@Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Update Baseboard
Firmware].

2. From the Update Baseboard Firmware menu, select [Show/Update Current Baseboard Firmware].
Information about which firmware has been applied to the main unit is displayed.

3. Select the firmware to be applied to the current environment from among the registered firmware,
and perform the required operations according to the menu.

The selected firmware is applied to the main unit.

Update History

@Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Update History].
2. From the Update Baseboard Firmware menu, select [Update History].
The update history of the main unit firmware is displayed.

3.2.14.3 Disk Firmware Administrator

This section describes how to operate the Disk Firmware Administrator function.

Disk firmware is distributed as HCP data together with the main unit firmware, and is automatically
registered concurrently with registration of the main unit firmware. However, after the registration, the
disk firmware and main unit firmware are separately managed. The registered main unit firmware can be
deleted from the menu; however, the registered disk firmware cannot be deleted.

O

Note
The following operation should only be performed by a certified service engineer.

The Indication of the Update Applicable Disk List

@Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administrator menu, select [The indication of the update applicable disk
list].
A list of the disks registered as subject to firmware updating by Machine Administration is
displayed from among the disks currently connected.

The Indication of Update Log

@Operation
1.

From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administration menu, select [The indication of update log].
The update history of the disk firmware is displayed.

166



3.2 PRIMEPOWER250/450

The Practice of Update Firmware

@Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administrator menu, select [The practice of update firmware].
A list of the registered disk firmware appears.

3. Select the disk firmware to be applied.
A list of the disks to which the selected firmware can be applied appears.

4. Select the disk to which the firmware is to be applied. (Multiple disks can be selected.)
Firmware update is performed.

3.2.15 Diagnostic Program

This section describes how to operate the FJVTS Diagnostic Program menu.

Displaying the FJVTS Diagnostic Program menu (for the CUI menu)

@Operation

1. From the CUI menu, select [FIVTS Diagnostic Program].
The FIVTS Diagnostic Program menu opens.

FJYTE Diazgnostic Program

1. Executed from thiz terminal
2. Execution from the ¥ terminal specified by the DISPLAY ernwironment
variahle

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. {1-2,9,b,t.h):

Executed From This Terminal (for the CUI menu)

@Operation

1. From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Executed from
this terminal].
FIVTS is started as the diagnostic program.
2. From the FIVTS screen, select [START].
Diagnosis starts.
After diagnosis finishes, select [Quit Ul and Kernel] from [quit] of the FIVTS screen.
Press the [Return] key.
The original screen reappears.
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Execution From the X Terminal Specified by the DISPLAY Environment Variable (for
the CUI menu)

@Operation
1.

Specify the display name used by the diagnostic program during startup in the environment
variable.
2. From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Execution from
the X terminal specified by the DISPLAY environment variable].
FIVTS is started as the diagnostic program.
3. From the FJVTS screen, select [START].
Diagnosis starts.
After diagnosis finishes, select [Quit Ul and kernel] from [quit] of the FIVTS screen.
Press the [Return] key.
The original screen reappears.

“2u

See
For information on the method of using FIVTS, see the following manuals:

"SunVTS User's Manual"
"SunVTS Test Reference Manual”
"FJVTS Test Reference Manual™

O

Note

The following notes must be observed when Machine Administration executes the diagnostic
program (FIVTS):

— For execution with the OpenWindows interface from the GUI menu, select the FIVTS
Diagnostic Program menu or Diagnostic Program menu of Machine Administration and
then specify the display destination DISPLAY according to the screen.

At the display destination DISPLAY, set the X-Windows access permissions in advance
using the xhost command.

— For execution with the OpenWindows interface from the CUI menu, specify the display
destination DISPLAY in the environment variable before starting Machine Administration.
Example: setenv DISPLAY HOST_NAME:0
— When FIVTS is executed from the GUI menu, the user interface may fail to start due to an
X environment setting error (for example, because xhost was not specified). (Keep this in
mind because, if this happens, no error message may appear in some cases.) However, no
problem will occur if the X environment is set up later later and FIVTS is re-executed.

3.2.16 Remote Customer Support System (REMCS) Setup menu

This section describes how to operate the Remote Customer Support System (REMCS) Setup menu.
Service for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty
period and the contract, contact your Fujitsu sales representative.
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Starting Remote Customer Support System (REMCS) Setup menu (not registered)

@Operation

1. From the CUI menu, select [Remote Customer Support System (REMCS) Setup].
The Remote Customer Support System (REMCS) Setup menu opens.

Remote Customer Support Swetem(REMCS) Sstup menu
Series name @ PRIMEPOWERHPHH

Mode! rame @ PWOLBST114iH

Checl: code @ MB

Serial Mo @ 234567HiHRE

Setting of Connection Type

1. Internet Connection

Internet Conmection (Mail only)
Management Server Connection
Point-to-Point connect ion (ISDN)
Point-to-Point connect ion (YPND

M o 02 2

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. {1-b.q9.b,t.R):

2. Perform operations according to the menu.

Menu name Function
Internet Connection Connects to the REMCS Center using mail or HTTP via the Internet.
Internet Connection Connects to the REMCS Center via the Internet, using only mail.
(Mail only)
Management Server Connects to the REMCS Center via the management server. A separate
Connection management server must be set provided.
Point-to-Point Connects to the REMCS Center through ISDN.
Connection (ISDN)
Point-to-Point Connects to the REMCS Center through VPN.
Connection (VPN)

2

Gee
For information on REMCS Agent, see the following manual:

User's Guide for REMCS

Starting Remote Customer Support System (REMCS) Setup menu (registered)

@Operation

1. From the CUI menu, select [Remote Customer Support System (REMCS) Setup].
The Remote Customer Support System (REMCS) Setup menu opens.
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Checl code @ MB

Registration

REMCS Operation

OO N fm OO D —

Remote Customer Support Swyetem(REMCS) Setup menu
Zeries name : PRIMEPOWEREPHE
Mode| rmame @ PWOLBS1113HE

Serial Mo @ 2848R7HEHRES

REMCS Erwironment 3etting

Change Connection Tvpe
Software Inwvestigation Information Collection
REMCS Erwironment Setting wia HECF

q:Euit biBack to previous menu t:Go to top menu hiHelp

Zelect. €1-E,q,b,t.h):

Perform the required operations according to the menu.

Menu name

Function

Registration

Executes registration from REMCS Agent to send or register the
customer information and device information.

REMCS Environment Setting

Sets the environment for operating REMCS Agent.

REMCS Operation

Sets registration and the REMCS environment, and starts services
after successfully confirming connection to the REMCS Center.

Change Connection Type

Selects the method of connection between customers and the
REMCS Center.

The supported connection methods include Internet Connection,
Management Server Connection, and Point-to-Point connection.

Software Investigation
Information Collection

When a problem occurs that cannot be automatically detected (such
as a software operation error), collects investigation information
using a simple procedure and sends it to the REMCS Center.

REMCS Environment Setting
via XSCF

REMCS Agent always monitors the device status. If a hardware
failure occurs, the REMCS automatically detects it, reports the error
immediately to the REMCS Center, and also sends information
required for fault analysis (log, memory dump, etc.) to the center.
The agent continuously monitors device cabinet temperatures and
regularly sends the respective statistical information to the center.
The center analyzes the received information to identify the cause
of failures and for preventive failure monitoring.

2

See

For information on REMCS Agent, see the following manual:

User's Guide for REMCS
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3.2.17 Version Information

This section describes how to perform the Version Information referencing operation.

Operation

1. From the CUI menu, select [Version Information].
Version information is displayed.

<Example>

Yerzion Informat ion

Enhanced Zupport Facility  Software Rewision: 2.4.1 ----[1]
FJEYpmnd Yerzion: 1.1 Fevizion: 2003.12.0800 --
FJsYmadn Yersion: 1.1.2 Revizion: 2004.06.1100 '
FJeVmazy Yersion: 2.2.1 Revizion: 2003.11.1100  +--(2)
FJsYmaom Yersion: 1.8.1 Revizion: 2004.06.1300 '
FJEYpmrm Yerzion: 1.1 Revizion: 2003.12.0200 --°

Information about patches:
FJEYpmnd Patch: 913308-03 ----[3]
FJEYmadm Patch: 813802-01

Hit return kew

(1) ESF version
(2) Package version of machine administration
(3) Information of patches applied to machine administration
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3.3 PRIMEPOWERG650/850/900/1500/2500

This Section describes how to operate Machine Administration menu.

The operation method for the individual functions is described with the operations used when CUI menus
are used.

3.3.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e  Starting Machine Administration Menu
e  Exiting Machine Administration Menu

e How to read the Machine Administration Menu

3.3.1.1  Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu
IE]Operation
1.

Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:
# lusr/sbin/FISVmadm/madmin

The top menu of the CUI menu opens.

“au

Gee . .
See section 4.12, "madmin (1M)."

3.3.1.2  Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.

CUI menu

IE}Operaﬁon

1. Enter the number of "Exit".

Machine Administration menu exits.

3.3.1.3 How to read the CUI menu

@The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.
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When the main unit model is PRIMEPOWER650/850/900/1500/2500

Machine Administration Menu

1. Hardware Confizuration Displavs

2. Hardware Monitoring Information

3. PRemote Cabinet Interface (RCIY Administration
4, UPS Administration

9. 3Bwstem Log Administration

B. Maintenance/Swapping &dministration

7. Bwstem-Specific Adminiztration

8. FINTE Diagnostic Program

9. PRemote Setup

0. &uto Power Control System (APCS) Administration
11, Option Menu

12. Machine ddministration Yersion/Patch Information
13. Exit

q:Euit  biBack to previous menu tiGo to top menu hiHelp

Selecti1-13,9,h):

<Explanation of the display>
(1): Enter the desired item at the location of the cursor.

1-13: To select a menu, enter the menu number.

g : Ifyouwant to quit the operation, enter "q".
h : If youwant to display help, enter "h".
Note

Some menu items may be unusable even if they are displayed.

2

Sea

See Section 3.3.2, "Main Unit Models and Available Menus."

3.3.2 Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.

The tables below show the relationships between main unit models and available menus.

How to read the tables
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e The table below shows the meanings of the symbols.

Symbol Meaning
Y The appropriate function is available in the CUI menu and GUI menu.
N The appropriate function is unavailable.
*1 The appropriate function is available only in the CUI menu.
*2 The appropriate function is available only in the GUI menu.
*3 The appropriate function is available in System Management Console.
s |
See . .
For information about System Management Console, see the "System Console

Software User's Guide".

*4 The appropriate function is available but the appropriate menu is unavailable.

Log data is collected.
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Main unit models and available menus

Main unit Reference Reference
destination of | destination of
Menu name PRIMEPOWERG650/ | PRIMEPOWER900/ function operation
850 1500/2500 explanation | explanation
Hardware Monitoring Function
Hardware Configuration Display
Display Basic System Infomation *1 *1 211 3.35
Dls_p_lay Detal_led Hardware and *] - 211 335
Patition Infomation
Hardware Monitoring Information
Battery Life Monitoring *1 *3 2.1.2 3.3.6.1
Disk Monitoring *4 *4 212 3.3.6.2
Tape Unit Monitoring *4 *4 212 3.3.6.3
Setting _ Monitoring Notification *1 *] 212 33.6.4
Information
Savmg/F_Zestorlng _ Hardware - - 212 3365
Monitoring Information
Management of Hardware Error Event *1 *1 212 3.3.6.6
Dlsp!ayl_ng and _Settlng Memory *1 1 212 3367
Monitoring Information
Dlsp!ayl_ng and _ Setting  CPU *] - 212 336.8
Monitoring Information
Log Data Function
System Log Administration
Memory Error Information N *3 2.2 -
Display Operation System Message *] 1 29 3371
Log
Display Hardware Error Log *1 *1 2.2 3.3.7.2
SCF Error Log N *3 2.2 -
Thermal Error Log N *3 2.2 -
Fan Error Log N *3 2.2 -
Power Error Log N *3 2.2 -
Power-failure/Power-recovery log N *3 2.2 -
Display Power Log *1 *3 2.2 3.3.73
Display Report Log *1 *1 2.2 3374
Disk Error Statistics Information *1 *1 2.2 3.3.75
Save Log Data to a File *1 *1 2.2 3.3.7.6
]Eollectlng System Information with - - 29 3377
jsnap
Maintenance Guide Function
Maintenance/Swapping Administration
The Faulty Hard Disk Drive .
Replacement (Hot Swap) Y Y 2.3 Appendix B
Preventive Maintenance of the Hard - - .
Disk Drive (Hot Swap) 1 1 2:3 Appendix B
Include the Hard Disk Drive after the - * :
Cold Maintenance . ! 23 Appendix B
Pow_er Supply Unit of Expansion *] - 23 3382
Cabinet
Fan Unit of Expansion Cabinet *1 *1 2.3 3.3.83
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Main unit Reference Reference
Menu name PRIMEPOWERGS50/ | PRIMEPOWER00/ | 25nation of d‘*jg:j‘;t'?o”n"f
850 1500/2500 explanation | explanation
Automatic Power Control Function
Auto Power Control System (APCS) Administration
Start Schedule *1 *3 2.4 3391
Stop Schedule *1 *3 2.4 3.3.9.2
Add Schedule Entry *1 *3 24 3.3.9.3
Add Holiday *1 *3 2.4 3394
Select and Delete Schedule Entries *1 *3 2.4 3395
Delete all *1 *3 2.4 3.3.9.6
List Schedule Entries *1 *3 24 3.3.9.7
Show Status of Schedule Entries *1 *3 24 3.3.9.8
Hardware Opteration Setting Function
RCl-related Setting
Display Current RCI Configuration *1 *3 25.2 3.3.10.1
Confirming the RCI-connected Units *1 *3 2.5.2 3.3.10.2
gif,?g%gﬂ?o;?e RCI Network (RCI 1 *3 259 33103
Initial RCI Network Setup *1 *3 2.5.2 3.3.104
_?_(iertring the External Equipment Wait *] *3 252 33105
RCI Device Replacement *1 *3 252 3.3.10.6
System-Specific Administration
Warm-up Time Administration *1 *3 253 3.3.12.1
Extended Interleave Facility Set up *1 *3 253 3.3.12.2
UPS Administration
rs)gwgrgf;\ﬁirténg time for shutdown at *] - 253 33111
Option Menu
Setting Up and Testing the AP-Net *1 *1 25.4 3.3.13
Firmware Management Function
Option Menu
Rggm?srfraticogntrol Program (HCP) *1 3 26 33142
Disk Drive Firmware Administration *1 *1 2.6 3.3.14.3
aintenance Program Startup Function
FIVTS Diagnostic Program *1 *1 2.7 3.3.15
Remote Setup *1 *1 2.7 3.3.16
Other Functions
FST file Transfer *1 N 2.8 3.3.17
Version Information *1 *1 2.8 3.3.18

3.3.3 When to Make Settings

Machine Administration supports three types of settings.

main unit is installed. The second type of settings are made when the main unit is in operation.

third type of settings are made as required.

The first type of settings are made when the

The

The tables below show settings to be made and the persons in charge responsible for making these

settings.

The meanings of symbols in the "Person in charge" column are as follows.
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Y: The customer engineer or system administrator makes the appropriate setting.

-: Other persons in charge make the appropriate setting.

Person in charge

When to make the Contents of the setting Reference destination Customer System
setting engineer administrator
At installation of the main unit
Monitoring battery life (*1) 3.3.6.1 Monitoring battery life Y -

Setting Monitoring

3.3.6.4 Setting Monitoring

Notification Information Notification Information i Y
Add Schedule Entry 3.3.9.3 Add Schedule Entry - Y
Add Holiday 3.3.9.4 Add Holiday - Y
Warm-up Time 33122 Warm-up Time ) v
Administration Administration
Setting the External 3.3.10.5 Setting the External ) v
Equipment Wait Time Equipment Wait Time
Setting waiting time for 3.3.11.1 Setting waiting time for ) v
shutdown at power failure shutdown at power failure
Remote Customer Support 3.3.15 Remote Customer Support
System (REMCS) Setup System (REMCS) Setup Menu - Y
Menu
When the main unit is in operation

When an error | Disk Monitoring 3.3.6.2 Disk Monitoring

occurs/when a - Y

part is replaced

When an error | Tape Unit Monitoring 3.3.6.3 Tape Unit Monitoring i v

is occured

As required Add Schedule Entry 3.3.9.3 Add Schedule Entry - Y
Add Holiday 3.3.9.4 Add Holiday - Y
Reconfiguring The RCI | 3.3.10.3 Reconfiguring The RCI ) v
Network Network
Initial RCI Network Setup 3.3.10.4 Initial RCI Network Setup - Y
Setting Up and Testing the | 3.3.12 Setting Up and Testing the ) v
AP-Net AP-Net
HCP File Operation 3.3.13.1 HCP File Operation - Y

*1 Make this setting not only when installing the main unit but also when performing preventive
swapping.

3.3.4 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out

an e-mail notification whenever a change in the status occurs.

error message in the console and GUI menu.

Machine Administration also displays an

For information about how to set the e-mail notification function, see Section 3.3.6.4, "Setting Monitoring
Notification Information."

The following shows an example of the actions taken in response to changes of the hardware status.
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| *  Occurrence of hardware status change |

l

| 1. Recetve notficatdon of status change cecurrence by e-maifl |

J

2. Open the Machine Adminisiraton Mem.
Tdete: If the Machine Adwinistraticn Menn is already open, 4 comesponding emor message iz alzo

dizplayed in the windeos.

3. Belect "Hardware Conflsuraton™ from the main mem.
Checle the status of the hatdware in which the error cccurred from Basic Systern Infommation.

b

4. Select »System Log Administraton™ from the main menu.
Select ™ Display Operating System Massage Log" from the System Log Administratorn.

Eeference lor data in the hardwrare commponent swhere the emor oooumed.

1

| 3. Im Chapier 6, "Messages,” check for the message corresponding to the Jog data.

J

| &, Take the actdon Indkcated for the corresponding message. |

l

[ ¥ End of acton

3.3.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration Displays menu

Operation

1. From the CUI menu, select [Hardware Configuration Displays].

The Hardware Configuration Displays menu opens.

Hardware Configuration Dizplavs

1. Dizplay Bazic Swstem Information
2. Dizplay Detailed Hardware and Partition Information

q:Guit  biBack to previous menu tiGo to top menu hiHelp

Select{1-2,b,t,h):

Displaying the basic system information
The following describes how to operate the Basic System Information Display:

Operation

1. From the Hardware Configuration Displays menu, select [Display Basic System Information].
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The basic system information appears.

<Example>

Bazic Swstem Information

PRIMEPOWERAND : Serial WNo:33333
SB[dunits]
CRUCTI080MHz) [3unite]
CPUC1350MH=) [unit]
CPU-DOC [Bunit=]
DIMM[1Bunit=]: 16334 MB ; 1024 WB DIMM[1Bunits]
SB-00C[20units]
SCFA[2units]
SCF&-DOC [Bunits]
PCI_DISKEOX [Tunit]

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, system board,
adapter, devices, panel board, and RCI unit. If a hardware fault is detected, a symbol indicating
the status appears for the corresponding hardware.

> |

Ses
For information about the status symbols, see Section 2.1.1, "Hardware configuration

display function.”

O

Note

— For the PRIMEPOWER series and GP7000F model 200R/400A/400R, the following
information appears:
x in "0x-" coded before the hardware name indicates the number of the motherboard.

— Adisk managed by SynfinityDISK or PRIMECLUSTER GDS is displayed as "sfdsk™ after
sdn or hddvn.

— Adevice detected as faulty at main unit initialization and which is degraded is displayed in
"Failed Units."

Displaying detailed basic system information (partition information)
The following describes how to operate Partition and 1/O Information (partition information):

Operation

From the Hardware Configuration Displays menu, select [Detailed Hardware and Partition
Information].

The Display menu opens.
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Dizplay Detailed Hardware and Partition Information

1. Display Partition and I/0 Information
2. Dizplay Hardware-Specific Information

q:Buit  biBack to previouz menu t:Go to top menu hiHelp

Select (1-2.b,10:

2. From Display menu, select [Display Partition and 1/0 Information].

The detailed basic system information appears.

<Example>

Partition and I/0 Information
[PRIMEPOWERAOD 4-=lot 4x SPARCE4 ¥ ]

3B Count 4

B List oo 0n-0,00-1,00-2,00-3
DT Count |

OTU List I none

Host ID T BOF30B30

Host Mame : mie-emb-pl

CPU Count !

Memory 5ize . 16334 ME

Extended Interleave : Dizable

[I0 Device Information:/Cabinetd0/SBE00/ 2d0]

Btatus : Mormal
Vendor : FUJITSU
Product : MANISETMC
Serial : UFF4FPZEO0ACS
[I0 Device Information: /Rackf0/PCI_DISKBOXHO0/=d438]
Btatus : Mormal
Vendor : FIJITEL
Product T MAGIOATLC

<Explanation of the display>

Detailed status information (partition information) of the following hardware components appears:
CPU, memory, system board, adapter, devices, panel board, and RCI unit.

Displaying detailed basic system information (hardware information)
The following describes how to operate Partition and 1/O Information (hardware information):

Operation

1. From the Hardware Configuration Displays menu, select [Display Detailed Hardware and Partition
Information].

The Display Detailed Hardware and Partition Information menu opens.
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2.

Dizplay Detailed Hardware and Partition Information

1. Display Partition and I/0 Information
2. Dizplay Hardware-Specific Information

q:Buit  biBack to previouz menu t:Go to top menu hiHelp

Select (1-2.b,10:

From the Display Detailed Hardware and Partition Information menu, select [Display
Hardware-Specific Information].

The Display Hardware-Specific Information menu opens.

Dizplay Hardware-Specific Information

Sysgtem Board-Specific Information

SCFA-Zpecific Information

PCI_DISKBOX-Specific Informat ian

FEP Information

FANTRAY Information

ECF Information

RCI Information

Battery Information

Dizplay Detailed Hardware and Partition Information
DISE Cabinet Information

= 0 00 = 0o O e OO D —

—_

q:Buit  biBack to previouz menu tiGo to top menu hiHelp

Select. {1-10,q9,b,t.h):

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases when some of the displayed menu items may not be available for use.

= |

Ses
See Section 3.3.2, "Main Unit Models and Available Menus."
From the Display Hardware-Specific Information menu, select the hardware information to be
displayed.

The selected hardware information appears.

<Example>
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Svatem Board-Specific Infarmation

1 SEff00-0
2 SBfo0-1
3 SEfon-2
4 SBfo0-3

<Explanation of the display>

The detailed information on the hardware components selected from the
Hardware-Specific Information menu opens.

3.3.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.
See Section 3.3.2, "Main Unit Models and Available Menus."

Displaying the Hardware Monitoring Information menu

Operation

1. From the CUI menu, select [Hardware Monitoring Information].

The Hardware Monitoring Information menu opens.

Display

Hardware Monitoring Informat ion

Battery Life Monitoring

Zetting Monitoring MNotification Information
Savinz/Restoring Hardware Monitoring Information
Management of Hardware Error Event

Digplaving and Setting Memory Monitoring Information
Digplaving and Setting CPU Monitoring Information

OO N fm OO D —

q:Guit  biBaclk to previous menu t:Go to top menu hiHelp

Select. (1-B.b,t):

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

“2u

Ses

See Section 3.3.2, "Main Unit Models and Available Menus."
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3.3.6.1 Monitoring battery life

This section describes how to operate the Battery Life Monitoring function.

O

Note
For PRIMEPOWER900/1500/2500 models, this function is not supported.

Displaying the Battery Life Monitoring menu

Operation

1. From the Hardware Monitoring Information menu, select [Battery Life Monitoring].

The Battery Life Monitoring menu opens.

Battery Life Monitoring

fdding Batterw Life Information

Dizplaving and Setting Batterw Life Information
Deleting Battery Life Information

Setting Battery Life Motification

J 03 RO —

q:Buit  biBack to previous menu tiGo to top menu  hiHelp

Select. (1-4,9.b,t):

Adding Battery Life Information
The following describes how to operate the Adding Battery Life Information function:

Operation

1. From the Battery Life Information menu, select [Adding Battery Life Information].
The Adding Battery Life Information menu opens.
2. Specify the following information in the menu:
— Battery
Enter the battery identifier.
For the UPS battery: UPS-B#n (n is the battery identification number.)
For the disk array device battery: DARY-B#n (n is the battery identification number.)
—  Status
Select a battery status from the following:
Normal:  Normal status

Prepare: The expiration date of the battery life is approaching. A new battery needs to
be prepared for future replacement.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire:  The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

— Life
Enter the expiration date of the battery life.
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Prepare Notification

Selects whether a notification is issued to prompt for preparation of the replacement part
when the expiration date of the battery life is approaching.

Valid:  Notification.

Invalid:  No notification.

Replace Notification

Selects whether a notification is to be issued to prompt for replacement of the part when the
expiration date of the battery life is approaching.

Valid: Notification
Invalid:  No notification
Expire Notification

Selects whether a notification is to be issued to prompt for replacement of the part when the
expiration date of the battery life is approaching.

Valid: Notification (every day)

Invalid:  No notification

Battery Identification Number

Enter the battery identification number as a number in the range of 0 to 999.

The battery identification number is used to manage battery life.

Life

Enter the expiration date of battery life indicated on the label attached to the battery.

However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

Setting Valid/Invalid Notification

Select for each battery whether a notification is to be issued. The default is "Valid."

Valid: Notification

Invalid:  No notification

Make this selection for each of the following notifications:

Prepare Notification: Used to prompt for the preparation of a new battery when the
expiration date of battery life is approaching.

Replace Notification: Used to prompt for battery replacement when the expiration date of
battery life is approaching.

Expire Notification: Used to prompt for battery replacement when the expiration date of
battery life has passed. (Every day)

Displaying Battery Life Information
The following describes how to operate the Displaying Battery Life Information function:

IE]Operation

1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.

Select [Displaying Battery Life Information].

The battery life information appears.

This information includes:

Battery
The identifier of the battery

The battery identifier is displayed in the following formats:
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For the UPS battery: UPS-B#n (n is the battery identification number.)

For the disk array device battery: DARY-B#n (n is the battery identification number.)
—  Status

The battery status

Normal: Normal status

Error:  Abattery error was detected. The battery needs to be replaced.

Prepare: The expiration date of the battery life is approaching. A new battery for
replacement needs to be prepared.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire: The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

None: Not mounted.
— Life

Expiration date of the battery life
— Prepare Notification

Used to prompt for the preparation of a new battery for replacement when the expiration
date of the battery life is approaching.

Valid: Notification
Invalid:  No notification
— Replace Notification
Used to prompt for battery replacement when the expiration date of battery life is
approaching.
Valid: Notification
Invalid:  No notification
— Expire Notification
Used to prompt for battery replacement when the expiration date of the battery life has
passed.
Valid:  Notification (every day).
Invalid:  No notification

Setting Battery Life Information
The following describes how to perform the Setting Battery Life Information operation:

IE}Operaﬁon
1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.
2. Select [Setting Battery Life Information].
The Setting Battery Life Information menu opens.
3. Specify the following information in the menu:
- Life
Enter the expiration date of the battery life recorded on the label attached to the battery.

However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

—  Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each battery. The default is "Valid.”

185



Chapter 3 Model Family-Specific Information

Valid:  Notification

Invalid:  No notification

Make this setting for each of the following notifications:

Prepare Notification: Used to prompt for the preparation of a new battery for replacement
when the expiration date the battery life is approaching.

Replace Notification: Used to prompt for battery replacement when the expiration date
the battery life is approaching.

Expire Notification: Used to prompt for battery replacement when the expiration month
and year of the battery life has passed. (Every day)

Deleting Battery Life Information
The following describes how to perform the Deleting Battery Life Information operation:

I@]Oper
1.

From the Battery Life Monitoring menu, select [Deleting Battery Life Information].
The battery life information list appears.
Select the battery to be deleted.

Perform operations in accordance with the menu.

Setting Battery Life Notification
The following describes how to perform the Setting Battery Life Notification operation:

IE]Operation

1.

From the Battery Life Monitoring menu, select [Setting Battery Life Notification].

The Setting Battery Notification menu opens.

2. Specify the following information in the menu:

Setting Time Period of Notification

Specify the time period during which an automatic notification is to be issued.

Time period of prepare notification:
During this time period, a notification prompting for the preparation of a new
battery for replacement is issued because the expiration date of the battery life is
approaching.
A time period of 24 to 2 months before the expiration date of the battery life can be
specified. The default is "6 months prior to the expiration of battery life."

Time period of replace notification:
During this time period, a notification prompting for part replacement is issued
when the expiration date of the battery life is approaching. A time period of 23
months to 1 month prior to the expiration date of the battery life can be specified.
The default is "4 months prior to the expiration of the product life."

Life Notification Destination

Specify the destination to which an automatic notification is to be issued by Battery Life

Monitoring.

Life Notification Destination: Select whether the notification is to be issued, for each

notification destination, depending on whether a notification by Battery Life Monitoring is

required.

—  Output to the console
— Sending mail to the system administrator
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— Sending mail to the CE
Select whether a notification is to be issued.

Valid: Notification

Note

Invalid:  No notification

Set the mail address in the Setting Monitoring Notification Information menu of the Hardware
Monitoring Information menu.

3.3.6.2  Disk Monitoring
Disk Monitoring is not a Machine Administration Menu item.

The Disk Monitoring function is automatically enabled at main unit startup.

O

Note
The Disk Monitoring function automatically monitors all connected devices.

For this reason, an application or driver error may occur if an operational conflict with other
applications occurs or the disk array device is used.

If this happens, execute the following command to exclude the error-causing device from
monitoring.

# usr/sbin/FISVmadm/nocheckdev add device_pathname

If this command is executed, the relevant device is not monitored.

“2u

Ses

See Section 4.13, "nocheckdev (1M)."

3.3.6.3  Tape Unit Monitoring
Tape unit monitoring is not a Machine Administration Menu item.
The tape unit monitoring function is automatically enabled at main unit startup.

O

Note

The monitoring function automatically operates for all connected devices. For this reason, an
application or driver error to the effect that the device is indicated as busy may occur if a
device-open operation from another application conflicts with this function.

If this happens, execute the following command to exclude the error-causing device from
monitoring.

# lusr/sbin/FJISVmadm/nocheckdev add device_pathname
If this command is executed, the relevant device is not monitored.

2

Sea

See Section 4.13, "nocheckdev (1M)."
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3.3.6.4  Setting Monitoring Notification Information

This section describes how to perform the Setting Monitoring Notification Information operation.

O

Note
For PRIMEPOWER900/1500/2500 models, this function is not supported.

Displaying the Setting Monitoring Notification Information menu

Operation

1. From the Hardware Monitoring Information menu, select [Setting Monitoring Notification
Information].

The Setting Monitoring Notification Information menu opens.

Setting Monitoring Motification Information

1. Output to the conzole

2. Zendinz mail to the svstem administrator:
Mail address of the swstem administrator:
Memo: zvsten—administrator

3. Zending mail to the CE :
Mail address of the CE :
Memo: CE

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select. (1-2,q,b.t.h):

Output to the Console
The following describes how to operate the Output to the Console function:

Operation

1. From the Setting Monitoring Notification Information menu, select [Output to the console].
The Output to the Console menu opens.
2. Enter the following information in the menu:
— Notification Item

In the CUI menu, no notification item can be selected.  Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menu of the hardware
monitoring information indicates whether the console is set as the notification destination.

To change a notification item, select it and set it to "Valid" or "Invalid".

Sending Mail to the System Administrator
The following describes how to operate the Sending Mail to the System Administrator function:
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IE]Operation

1. From the Setting Monitoring Notification Information menu, select [Sending mail to the system
administrator].

The Sending Mail to the System Administrator menu opens.

2. Enter the following information in the menu:

Mail address
Enter the mail address of the system administrator.

To send a notification to multiple system administrators, separate their mail addresses with
acomma",".

Memo

Enter supplementary information. Use this information when sending memos to the
system administrator.

A colon ":" cannot be entered.
Notification Item

In the CUI menu, no notification item can be selected.  Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in each menu of the hardware monitoring
information indicates whether the system administrator is set as the notification destination.

To change a notification item, select it and set it to "Valid " or "Invalid".

Sending Mail to the CE

The following describes how to operate the Sending Mail to the CE function:

IE]Operation

1. From the Setting Monitoring Notification Information menu, select [Sending mail to the CE].

The Sending Mail to the CE menu opens.

2. Enter the following information in the menu:

Mail address

Enter the mail address of the CE.

To send a notification to multiple CEs, separate their mail addresses with a comma ",".
Memo

Enter supplementary information.  Use this information when sending memos to the CE.
A colon ":" cannot be entered.

Notification Item

In the CUI menu, no notification item can be selected. Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menu of the hardware
monitoring information indicates whether the CE is set as the notification destination.

To change a notification item, select it and set it to "Valid" or "Invalid".
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3.3.6.5 Saving/Restoring Hardware Monitoring Information
This section describes how to operate the Saving/Restoring Hardware Monitoring Information function.

Displaying the Saving/Restoring Hardware Monitoring Information menu

IE]Operation

1. From the Hardware Monitoring Information menu, select [Saving/Restoring Hardware Monitoring
Information].

The Saving/Restoring Hardware Monitoring Information menu opens.

Saving/Restoring Hardware Monitoring Informat ion

1. Saving Hardware Monitoring Information
2. BRestoring Hardware Monitaring Information

q:Buit  biBack to previous menu tiGo to top menu hiHelp

Select. (1-2,9.b,t):

Saving Hardware Monitoring Information
The following describes how to operate the Saving Hardware Monitoring Information function:

IE]Operation
1.

From the Saving/Restoring Hardware Monitoring Information menu, select [Saving Hardware
Monitoring Information].

2. Select the log data to be saved.
Enter the name of the save destination directory with the full path.
4. Enter the file name (FISVmadminfo.tar.Z) in the specified directory.

Infarmation

If the information was saved in a file used for reinstalling the main unit, it needs to be copied to
another main unit or storage medium.

Restoring Hardware Monitoring Information
The following describes how to operate the Restoring Hardware Monitoring Information function:

IE]Operation
1.

From the Saving/Restoring Hardware Monitoring Information menu, select [Restoring Hardware
Monitoring Information].

2. Enter the full path of the directory containing the original file to be restored.
3. FJSVmadminfo.tar.Z of the specified directory is restored.

3.3.6.6 Management of Hardware Error Event
This section describes how to operate the Management of Hardware Error Event function.
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Displaying the Current abnormalities menu

IE]Operation

1. From the Hardware Monitoring Information menu, select [Management of Hardware Error Event].

The Current abnormalities menu opens.

Current abnormalities

Filtering/Sorting conditions

1. Date
From:
To =
2. Time
From:
To =
3. Order: Present -» Past
d. Dizplay

Select. (1-3.d,q.b,t.h):

q:fuit  b:Back to previouz menu t:Go to top menu hiHelp

Retrieving hardware error events

Management of Hardware Error Event retrieves information indicating the part in the main unit where the

error occurred and the error details.

IE]Operation

1. Specify the following items according to the menu to retrieve hardware error information:
— Specify the display start date and display end date in Date.

Error information generated in the specified range appears.

If From is omitted, error information is displayed starting from the oldest information.

If To is omitted, error information is displayed up to the latest information.

If both From and To are omitted, all of the error information is displayed.

— Enter the display start time and display end time in Time.

The error log in the specified time range appears.

If From is omitted, the starting time is 00:00.
If To is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified in From and 08:00 is specified in To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to the end of the log file.

If 0501 to 0831 is specified for Date and 1700 to 0900 is specified for Time, the
information logged from 17:00 of a day to 09:00 of the next day appears in the range of

May 1 to August 31.
—  Specify the display order.

Select whether information is displayed in reverse chronological order or chronological

order.
The default is "Present -> Past."
2. Enter "d (display)".
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Error information matching the search conditions appears.
The following information appears as error information:
— Date
Displays a date (year, month, and day) and time when the error occurred in the part.
- Unit
Displays the part name and identification number.
3. Enter the number of the detailed information from the error information list.
The detailed faulty part information appears.
The detailed faulty part information includes:
— Location
Displays the location of the part in which the error occurred.
—  Status
Displays the part status.
- Date
Displays the date and time when the error occurred in the part.
— Reason
Displays the cause of the error that occurred in the part.
The following operations are also possible:
— Reset the status
Resets the status of the faulty part.

3.3.6.7 Displaying and Setting Memory Monitoring Information

This section describes how to operate the Memory Monitoring function.

Displaying Memory Monitoring Information
The following describes how to operate the Displaying Memory Monitoring Information function:

IE]Operation

1. From the Hardware Monitoring Information menu, select [Displaying and Setting Memory
Monitoring Information].
The memory monitoring information appears.
The memory monitoring information includes:
- Unit
Unit name. (Example: /Cabinet#0/SB#00/DIMM#A00)
— Status
Memory status
Normal: Normal status
Error: A memory error was detected. The part needs to be replaced immediately.
Replace: A memory error was detected. Preventive replacement of the part is required.

Setting Memory Monitoring Information
The following describes how to perform the Setting Memory Monitoring Information operation:

IE]Operation

1. From the Hardware Monitoring Information menu, select [Displaying and Setting Memory
Monitoring Information].
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The Memory monitoring information list appears.
2. Select the Memory whose settings need to be made.
3. Enter the following information in the menu:
— Resetting Monitoring Information
Reset the monitoring information when the memory is replaced.

3.3.6.8 Displaying and Setting CPU Monitoring Information

This section describes how to operate the CPU Monitoring function.

Displaying CPU Monitoring Information
The following describes how to operate the Displaying CPU Monitoring Information function:

IE}Operaﬁon

1. From the Hardware Monitoring Information menu, select [Displaying and Setting CPU
Monitoring Information].
The CPU monitoring information appears.
This information includes:
—  Unit
The CPU slot (example: /Cabinet#0/SB#00/CPU#0)
—  Status
The CPU status
Normal: Normal status
Error: A CPU error was detected. The part needs to be replaced immediately.

Replace: A CPU error was detected. Preventive replacement of the part is required.

Setting CPU Monitoring Information
The following describes how to perform the Setting CPU Monitoring Information operation:

IE]Operation
1.

From the Hardware Monitoring Information menu, select [Displaying and Setting CPU
Monitoring Information].
The Setting CPU Monitoring Information list appears.
2. Select the CPU whose settings need to be made.
3. Enter the following information in the menu:
— Resetting Monitoring Information
Reset the monitoring information when the CPU was replaced.

3.3.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu

IE]Operation

1. From the CUI menu, select [System Log Administration].
The System Log Administration menu opens.
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33.7.1

= T SN e OO RS —

Svstem Log Adwinistration

. Display Hardware Error Log

. Dizplay Power Log

. Display Report Log

. Display Operating Swstem Messasze Log

. Disk Error Statistics Information

. save Loz Data toa File

. Collect Svstem Information with fisnap

q:Euit biBack to previous menu t:Go to top menu hiHelp

Zelect{1-7,b,t0:

O

Note

The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

- |

See

See Section 3.3.2, "Main Unit Models and Available Menus."

Operating system message log
This section describes how to display the operating system message log.

Operation

1. From the System Log Administration menu, select [Display Operating System Message Log].

2. Specify the following items and retrieve log data in accordance with the menu:

Date Range

Displays the operating system message log data in the range of the specified date.
If Start Date is omitted, the starting day is January 1.

If End Date is omitted, the ending day is December 31.

If both Start Date and End Date are omitted, the log data in the range from the beginning to
end of the log file is displayed. If the log contains information spanning multiple years,
the information for all of the years in the specified range is displayed.

<Example>

If October 1 is specified as Start Date and March 31 is specified as End Date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.

Time Range

Displays the operating system message log data in the specified time range.
If Start Time is omitted, the starting time is 00:00.

If End Time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Start Time and 08:00 is specified as End Time, the information
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logged from 20:00 to 08:00 is displayed in the range from the beginning to end of the log
file.

If 0501 to 0831 is specified in Date Range and 1700 to 0900 is specified in Time Range,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.
If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are
to be displayed.
The default is "Any of the strings match."”

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines logged at the same time. The default is "in units of multiple
lines."

— Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

3.3.7.2 Hardware error log

This section describes how to display the hardware error log.

IE]Operation

1. From the Log Data menu, select [Hardware Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Date Range
Displays the hardware error log data in the range of the specified date.
If Start Date is omitted, the oldest information in the log file is displayed.
If End Date is omitted, the latest information in the log file is displayed.

If both Start Date and End Date are omitted, the log data in the range from the beginning to
end of the log file is displayed.

— Time Range
Displays the hardware error log data in the specified time range.
If Start Time is omitted, the starting time is 00:00.
If End Time is omitted, the ending time is 23:59:59.
<Example>
If 0501 to 0831 is specified in Date Range and 900 to 1700 in Time Range, the information
If 20:00 is specified as From and 08:00 is specified as To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to end of the log file.
If 0501 to 0831 is specified in Date and 1700 to 0900 is specified in Time, the information
logged from 17:00 of a day to 09:00 of the next day is displayed in the range from May 1 to
August 31.
—  Unit selection
Selects hardware whose error log is to be displayed.
The default is "All units."
All units . All error logs
SB : SBerror log
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3.3.7.3

CPU : CPU error log

MEMORY : Memory module error log

PCI . Error log of the PCI slot and PCI card

FAN : Error log of the fan built in the main units

PSU : Error log of the power supply unit built in the main unit
RCI . Error log of the equipment connected to the RCI network
DISK . Error log of the disk built in the main unit

TAPE : Error log of DAT built in the main unit

UPS . Error log of the uninterruptible power supply

PANEL : Panel error log

SCSI-BP 1 SCSI-BP error log

DDC : DDC error log

SDU . Error log of SDU file unit

BATTERY : Error log of the battery built in the UPS and disk array unit
OTHER . All error logs other than above

— Display format
Displays the following information in the format of 2 lines per event:

No. : Event number

Date : Log storage time

Code : Error code

Unit : Replacement unit classification

Error details : Details of an error

O

Note

If the clock setting of the operating system was changed by time resetting, the display order may
differ from the event generation order.

Power log

This section describes how to display the power log.

IE]Operation

1. From the Log Data menu, select [Power log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Date Range
Displays the power log data in the range of the specified date.
If Start Date is omitted, the oldest information in the log file is displayed.
If End Date is omitted, the latest information in the log file is displayed.

If both Start Date and End Date are omitted, the log data in the range from the beginning to
the end of the log file is displayed.

O

Note

If the clock setting of the operating system was changed by time resetting, the display order may
differ from the event generation order or some part of the data may not be displayed.
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3.3.7.4  Report log

This section describes how to display the report log.

IE]Operation

1. From the System Log Administration menu, select [Display Report Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Date Range
Displays the report log data in the range of the specified date.
If Start Date is omitted, the oldest information in the log file is displayed.
If End Date is omitted, the latest information in the log file is displayed.

If both Start Date and End Date are omitted, the log in the range from the beginning to end
of the log file is displayed.

— Time Range
Indicates the report log in the specified time range.
If Start Time is omitted, the starting time is 00:00:00.
If End Time is omitted, the ending time is 23:59:59.
<Example>
If 0501 to 0831 is specified in Date Range and 9000 to 1700 is specified in Time Range,

the information logged from 09:00 to 17:00 of a day is displayed in the range from May 1
to August 31.

3.3.7.5 Disk Error Statistics Information
This section describes how to display disk error statistics information.

IE]Operation

1. From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:
— Entering the name of the disk

Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:
— sd driver instance name
— logical device name (logical device name registered in /dev/rdsk)
— physical device name (Unit name as registered in a message column)
— Selecting the disk name from a list

Enter "L". A list displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.

3.3.7.6  Saving the log data
Log data is saved as follows:
Save Log Data to a File saves log data of various types. The following information can be saved:
o All
e Message Log
e Machine Administration Monitoring Log
e Hardware Event Log

e Display Hardware Error Log
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Machine Administration Event Log
Machine Administration Error Log

Power Log

Infarmation

The CE uses the file in which log data was saved, when hardware becomes faulty.

From the Log Data menu, select [Saving the Log Data].

Displaying the Save Log Data to a File menu

Operation

1.

From the Log Data menu, select [Save Log Data to a File].

The Save Log Data to a File menu opens.

Sawe Log Data to a File

Al
Mezzaze Loz
Machine Adminisztration Monitoring Loz
Hardware Event Log
Dizplaw Hardware Error Log
Machine Adwminiztration Event Loz
Machine Adminiztration Error Loz
8. Power Log
Zelect the log to be zaved.
To specify multiple logs to be saved, separate with a commmal, ).

== OO M . OO RO —
L R T

q:Euit  biBack to previous menu tiGo to top menu hiHelp

Do wou specify information to be saved? (1-8,b.t.RH):

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

- |

See

See Section 3.3.2, "Main Unit Models and Available Menus."

Save Log Data to a File

Operation

1.

From the Save Log Data to a File menu, select the log data to be saved.
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2. Enter the following information in the menu:
— Save destination
Specify the name of the save destination file with the full path.
The file is created in tar format and is compressed with the "compress" command.

3.3.7.7  Collecting system information
This section describes how to operate the Collecting System Information function.
If a main unit error occurs, Collecting System Information outputs the following information to a file:

e Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses

e Information such as command execution results

Infarmation

The CE uses the file in which system information was collected.

Displaying the Collecting System Information menu

Operation

1. From the System Log Administration menu, select [Collect System Information with fjsnap].

The Collecting System Information menu opens.

Collect ing Swstem Information
Svztem Information Menu

1. all

2. bazic software

3. hizh availability
4. lIp

9. netwaork

BE. storage array

If wou want to select more than one, please separate the number by comma ().

q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. {1-6,q,h,t):

Collecting System Information

Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
—  Collection Destination
Specify the name to the collection destination file with the full path.

The file is created in tar format and is compressed with the "compress" command.
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3.3.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note

The CE performs the hardware maintenance.

Displaying the Maintenance/Swapping Administration menu

Operation

1. From the CUI menu, select [Maintenance/Swapping Administration].

The Maintenance/Swapping Administration menu opens.

Maintenance/Swapping &dministration

The Faulty Hard Disk Drive Replacement (Hot Swap)
Prevent ive Maintenance of the Hard Disk Drive (Hot Swap)
Include the Hard Dizk Drive after the Cold Maintenance
Power Supply Unit of Expansion Cabinet

Fan Unit of Expansion Cabinet

= oo 3 —

qiluit  b:iBack to previous menu t:lGo to top menu hiHelp

Select. (1-3.b,t):

O

Note

If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping
operation again from the beginning.

3.3.8.1 The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk
Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement,” for information on how to use the menu for displaying the
disk drive swapping guidance information.

®

Mote
The CE replaces the hard disk.

3.3.8.2  Power Supply Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the power supply unit of
the expansion cabinet.
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O

Note

The CE replaces the power supply unit of the expansion cabinet.

IE]Operation
1

From the Hot Swapping Guide menu, select [Power Supply Unit of Expansion Cabinet].

2. From the Expansion Cabinet list Power Supply Unit list, select the power supply unit to be
replaced.
The list shows the device names and statuses.

3. Replace the power supply unit in accordance with the guidance information.

3.3.8.3  Fan Unit of Expansion Cabinet
This section describes how to display the guidance information on hot-swapping the fan unit of the
expansion cabinet.

O

Note

The CE replaces the fan unit of the expansion cabinet.

IE]Operation
1

From the Hot Swapping Guide menu, select [Fan Unit of Expansion Cabinet].
2. From the Expansion Cabinet Fan Unit list, select the fan unit to be replaced.
This list shows the device names and statues.
3. Replace the fan unit in accordance with the guidance information.

3.3.9 Auto Power Control System (APCS) Administration

This section describes how to operate the Auto Power Control System (APCS) Administration menus.

O

Note
For PRIMEPOWER900/1500/2500 models, this function is not supported.

Displaying APCS Setup Menu

IE]Operation

1. From the CUI menu, select [Auto Power Control System (APCS) Administration].
The APCS Setup menu opens.
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APCE Setup Menu

Start Echedule

top Zchedule

ddd Schedule Entry

Add Hol idaw

Zelect and Delete Echedule Entries
Delete all

Lizt Zchedule Entries

Show Ztatuz of Schedule Entries

OO =1 OO0 CF e OO RO —
= 2 = = = = = om

q:Guit biBack to previous menu t:Go to top menu hiHelp

Select. {1-%,49,b,t,h):

Infarmation

Use the apcsset command to set up forcible power-off mode and power recovery mode.

> |

Ses
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

3.3.9.1 Start Schedule

This section describes how to perform the Start Schedule operation.

Operation

1. From the APCS Setup Menu, select [Start Schedule].

Schedule operation starts.

3.3.9.2  Stop Schedule

This section describes how to perform the Stop Schedule operation.

Operation

1. From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.

3.3.9.3 Add Schedule Entry

This section describes how to perform the Add Schedule Entry operation.

Operation
1.

From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.
2. From the APCS Setup Menu, select [Add Schedule Entry].
3. Specify the following information in the menu:

—  Power On Time
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—  Power Off Time

—  Specific Day

—  Specific days in this month

—  From a specific day through another specific day
—  Specific day of the week

4. From APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries] in
that order.

Infarmation

After adding schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FISVapcs/sbin/apcesset -L 30 -f <return>

“2u

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

5. From the APCS Setup Menu, select [Start Schedule].

Schedule operation starts.

3.3.9.4 Add Holiday

This section describes how to execute the Add Holiday operation.

IE]Operation

1. From the APCS Setup Menu, select [Stop Schedule].
Schedule operation starts.
2. From the APCS Setup Menu, select [Add Holiday].
3. Specify the following information according to the menu:
— Holiday schedule (days when operation is not performed)

4. From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.

Infarmation

After adding holiday schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FISVapcs/shin/apcsset -L 30 -f <return>

2

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."
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5. From the APCS Setup Menu, select [Start Schedule].

Schedule operation starts.

3.3.9.5 Select and Delete Schedule Entries

This section describes how to perform the Select and Delete Schedule Entries operation.

IE]Operation

1. From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.

2. From the APCS Setup Menu, select [Select and Delete Schedule Entries].
The schedule list appears.

3. Perform operations according to the menu.
The selected schedule or holiday schedule is deleted.

4. From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.

Infarmation

After deleting schedule or holiday schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).
#/opt/FISVapcs/sbin/apcsset -L 30 -f <return>

2

Ses
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

5. To continue operation according to the new schedule after completing selection and deletion,
select [Start Schedule] from the APCS Setup Menu.

Schedule operation starts.

3.3.9.6 Delete all

This section describes how to perform the Delete All operation.

IE}Operaﬁon
1.

From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.
2. From the APCS Setup Menu, select [Delete all].
A message appears.
3. Perform operations according to the menu.
All schedules and holiday schedules are deleted.

4. From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.
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Imfarmation

After deleting all schedule and holiday schedule entries, verify that the results were correctly
reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).
#/opt/FISVapcs/sbin/apcesset -L 30 -f <return>

2

Sea

For information on the apcsset command, see Section 4.5, "apcsset (1M)."

5. From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

3.3.9.7 List Schedule Entries

This section describes how to perform the List Schedule Entries operation.

IE]Operation

1. From the APCS Setup Menu, select [List Schedule Entries].
The current schedule settings are displayed.

These settings include:

STATUS

Operation status of Auto Power Control System (APCS) Administration
daily

Schedule that is repeated day by day

weekly

Schedule that is repeated week by week

monthly

Schedule that is repeated month by month

holiday

Holiday schedule

special

Specific-day's schedule

forcedown

Indicates the immediate start of shutdown processing when the shutdown time has arrived.
normdown

Displays a warning message on the display indicating that shutdown processing will start
after three minutes.

Power-off processing can be stopped by executing the apcscancel command during this
three-minute period.

exception
Schedule not related to node stop
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3.3.9.8 Show Status of Schedule Entries

This section describes how to perform the Show Status of Schedule Entries operation.

IE]Operation

1. From the APSC Setup Menu, select [Show Status of Schedule Entries].
The schedule status is displayed.
The schedule status information includes:
- STATUS
Operation status of Auto Power Control System (APCS) Administration
—  PRESENT
Current date and time
- POWER-OFF
First power-off time
- POWER-ON
First power-on time
- OVER
Last schedule time
— SCHEDULE OF 7 days NEXT

Schedule for one week

Infarmation

Show Status of Schedule Entries displays schedules for seven days after the current day and time.
To check all schedules, use the apcsset command (-L option).
#/opt/FISVapcs/sbin/apcesset -L 30 -f <return>

2

Ses
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

3.3.10 RClI-related Settings

This section describes how to operate the RCI-related Settings menus.

®

Mote
For PRIMEPOWER900/1500/2500 models, this function is not supported.

Displaying the Remote Cabinet Interface (RCI) Administration menu

IE}Operaﬁon

1. From the CUI menu, select [Remote Cabinet Interface (RCI) Administration].

The Remote Cabinet Interface (RCI) Administration menu opens.
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RCI-related Settings

Dizplay Current RCI Configuration
Confirming the RCI-connected Units

Initial RCI Wetworl: Setup
3etting the External Equipment Wait fime
RCI Device Replacement

O N fm 0O D —

Select(1-6.b,t0:

Reconfizguring the RCI Metwork(RCI Device &ddition)

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

3.3.10.1 Display Current RCI Configuration

This section describes how to perform the Display Current RCI Configuration operation.

IE]Operation

1. From the Remote Cabinet Interface (RCI) Administration menu, select [Display Current RCI

Configuration].

The RCI statuses of the local host are explained below.

— RCI address
RCI address of the main unit
—  Status
RCI status
Active . RCI active status
Mainte : RCI maintenance mode in effect
Configuring . RCI network construction in progress
ConfigError (reason) : RCI network construction error

reason indicates the reason for the error.

reason

Reason for error

"Self Host Address Conflict"

Local address duplication error

"Host Address Contradict"

Inconsistency between the host count

and host addresses

"RCI Address Contradict"

RCI address inconsistency

"Can't assign new Address"

New registration impossible

"Error in Configuring"

Error during installation

"Self configuration RCI AddressConflict"

Error in self-configuration: RCI address

duplicate

"RCI Hardware Error"

RCI hardware error

The following explains the list of the devices connected to RCI:

— address
RCI address
- pwr
Power status of the RCI device

ON . Power-on status
OFF . Power-off status

- alm
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Alarm generation status
ALM : Alarm generation

- : Noalarm
- IF
I/F status of the RCI device
ACT . Active
INACT  : Inactive
—  sys-phase
OS status
power-off . Power-off status
panic : Panic status
shdwn-start : Shutdown in progress
shdwn-cmplt : Shutdown completed
dump-cmplt : Dump completed
initializing :Initial diagnosis in progress
booting . Booting in progress
running . Inoperation
- ctgry
RCI device category
Host : Main unit
Rcic . External power control device
Disk : Disk unit
Linsw . Line switching unit
Other . Other devices
— dev-cls

RCI device class. Displayed as a 4-digit hexadecimal number.
—  sub-cls
Subclass of the RCI device. Displayed as a 2-digit hexadecimal number.

3.3.10.2 Confirming the RCI-connected Units

This section describes how to perform the Confirming the RCI-connected Units operation.

IE]Operation
1.

From the RCl-related Settings menu, select [Confirming the RCI-connected Units].
2. From Display Current RCI Configuration, select the device whose connection is to be checked.
The check lamp of the specified device blinks.

3. Exit [Confirming the RCI-connected Units].
The check lamp of the specified device goes off.

3.3.10.3 Reconfiguring the RCI Network (RCI Device Addition)

This section describes how to perform the Reconfiguring the RCI Network operation.

IE}Operaﬁon

From the RCl-related Settings menu, select [Reconfigure the RCI Network (RCI Device
Addition)].

The RCI network is reconfigured.
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Infarmation

The time required for the setting to be completed depends on the number of cabinets connected to
the network.

3.3.10.4 Initial RCI Network Setup

This section describes how to perform the Initial RCI Network Setup operation.

IE]Operation

1. From the RClI-related Settings menu, select [Initial RCI Network Setup].
Initial RCI Network Setup is performed.

0

Infarmation

The time required for the setting to be completed depends on the number of cabinets connected to
the network.

3.3.10.5 Setting the External Equipment Wait Time
This section describes how to perform the Setting the External Equipment Wait Time operation.
When the power supply is turned on from the POWER switch of the operation panel, the External
Equipment Wait Time is invalid.

IE]Operation
1.

From the RCl-related Settings menu, select [Setting the External Equipment Wait Time].
The RCI address list for the external power control device appears.
2. Select the device to which the external equipment is connected.
Specify the external equipment wait time.
Specify this item in the range of 0 to 255 (minutes).

3.3.10.6 RCI Device Replacement

This section explains the setting procedure for RCI device replacement.

IE]Operation
1.

From the RCl-related Settings menu, select [RCI Device Replacement].
Alist of RCI devices that can be replaced appears.

2. Select the device to be replaced.

3. Confirm that the LED of the selected device blinks, and perform the replacement.
After the replacement, a list of RCI devices appears.

3.3.11 UPS Administration

This section describes how to operate the UPS Administration menus.

Displaying the UPS Administration menu

IE}Operation

1. From the CUI menu, select [UPS Administration].
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The UPS Administration menu opens.

UPE Administrat ion
1. Set shutdown delay at power failure
q:fuit biBack to previous menu t:Go to top menu hiHelp

Zelect. (1.b.t.h):

3.3.11.1 Set shutdown delay at power failure
This section describes how to perform the Set shutdown delay at power failure operation.

Operation

1. From the UPS Administration menu, select [Set shutdown delay at power failure].
The current wait time appears.

2. Specify the waiting time for shutdown at power failure.
Specify this value in the range of 0 to 9999 (seconds).
The default is "10 seconds."

3.3.12 System-Specific Administration

This section describes how to operate the System-Specific Administration menus.

Displaying the System-Specific Administration menu

Operation

1. From the CUI menu, select [System-Specific Administration].

The System-Specific Administration menu opens.

Swstem-Specific Adwinistrat ion

1. Warm-up Time fAdministration
2. Extended Facility Setup

q:fuit  biBack to previous menu tiGo to top menu hiHelp

Select. (1-2,b,t,h):

3.3.12.1 Warm-up Time Administration

O

MNote
For PRIMEPOWER900/1500/2500 models, this function is not supported.

This section describes how to perform Warm-up Time Administration.
When the warm-up time is specified, the main unit is powered on. After the specified warm-up time
elapses, OpenBoot PROM (OBP) of the main unit starts.
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When the power supply is turned on from the POWER switch of the operation panel, the Warm-up Time is
invalid.

IE]Operation

1. From the System-Specific Administration menu, select [Warm-up Time Administration].
The warm-up time appears.
2. Specify the warm-up time.

Specify this value in the range of 0 to 255 (minutes).
The default is "0 minutes."

3.3.12.2 Setting Extended Interleave Mode

O

MNote
For PRIMEPOWER900/1500/2500 models, this function is not supported.

This section describes how to perform the Setting Extended Interleave Mode operation.

IE]Operation

1. From the System-Specific Administration menu, select [Extended Facility Setup].
2. From the Extended Facility Setup menu, select [Setting Extended Interleave Mode].
The extended interleave mode becomes effective.

O

Note

— By setting this mode, the initialization time of the main unit increases.
— If memory degradation occurs, the extended interleave mode becomes disabled.

—  After completing the setting, be sure to restart the main unit.

3.3.13 Setting Up and Testing the AP-Net

This section describes how to perform the Setting Up and Testing the AP-Net operation.

®

Mote

The CE performs Setting Up and Testing the AP-Net.

Displaying Option Menu

IE]Operation

1. From the CUI menu, select [Option Menu].
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The Option menu opens.

— For PRIMEPOWER650/850 models

Option Menu

1. Disk Drive Firmware &dministration

2. Hardware Control Program (HOP) Adwinistration
3. Field Support Stratesy Solution Tool (FST) Meru
4, Zettinz Up and Testing the &P-Het

qiluit  b:iBack to previous menu t:lGo to top menu hiHelp

Select. (1-4.b,t):

— For PRIMEPOWER900/1500/2500 models

Option Meru

1. Dizk Drive Firmware Adninistrat ion
2. Settimg Up and Testing the AP-Net

q:Guit  biBack to previous menu t:iGo to top menu hiHelp

Select. (1-2.B,t):

Setting up the AP-Net

Operation
1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
Select [Initialize and test of AP-Net case] from the menu.
4. From this point, perform operations according to the menu.
Check the setting.

If an error is detected, perform the setting again.

Testing AP-Net connection

Operation

1. From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:

—  When the version number of the AP-Net basic software is 1.0.2:
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Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
3. From the menu, select [Connection test of MSC-RTC].
4. From this point, perform operations according to the menu.

When the AP-Net connection test finishes, [All tests ended (return)] appears.

3.3.14 Firmware Administration

O

MNote

The following operation sould only be performed by a certified service engineer.

The following explains how to operate the Hardware Control Program (HCP) Administration menus and
the Disk Firmware Administrator menus.

Displaying the Disk Firmware Administrator menu
Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.
— For a PRIMEPOWERG650/850 main unit

Option Menu

1. Disk Drive Firmware &dministration

2. Hardware Control Program (HOP) Adwinistration
3. Field Support Stratesy Solution Tool (FST) Meru
4, Zettinz Up and Testing the &P-Het

qiluit  b:iBack to previous menu t:lGo to top menu hiHelp

Select. (1-4.b,t):

— For a PRIMEPOWER900/1500/2500 main unit

Opt ion Menu

1. Dizk Drive Firmware Administrat ion
2. Setting Up and Testing the AP-Net

q:Guit  biBack to previous menu t:Go to top menu hiHelp

Select. (1-2.b,t):

2. From the Option menu, select [Disk Drive Firmware Administration].
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The Disk Drive Firmware Administration menu opens.

Disk Drive Firmware Administration

Dizplay Updateable Disk Drives

Dizplaw Disle Drive Firmware Update Loz
Update Disk Drive Firmware from CO-ROM
Update Disk Drive Firmware from a Remote host

fu 0o D —
" e e s

q:Buit biBack to previous menu tiGo to top menu hiHelp

Select. (1-4,d.q9.b.t.h):

Displaying the Hardware Control Program (HCP) Administration menu

The Hardware Program (HCP) Administration menu can be displayed only for a PRIMEPOWERG650/850

main unit.

Operation

1.

2.

From the CUI menu, select [Option Menu].

The Option menu opens.

Option Menu

1. Diszk Drive Firmware Administration

2. Hardware Control Program (HCP) Administration
3. Field Support Stratesgy Solution Tool (FST) Menu
4, Zetting Up and Testing the AP-Net

q:Buit  biBack to previous menu tifo to top menu hiHelp

Select, (1-4,b,t):

From the Option menu, select [Hardware Control Program (HCP) Administration].
The Hardware Control Program (HCP) Administration menu opens.

Hardware Contral Program (HCP) Administration

1. Display of Hardware Control Program (HCP) Imaze(s) Stored in the
machine adniniztration progzram

2. Hardware Control Program (HCP) Image &dminiztration

Current Hardware Contraol Program (HCP) Revizion Display & Update

Hardware Contral Program (HCP) Update Histaory

I o

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select. {1-4,q,b,t.h):
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3.3.14.1 HCP File Operation

O

Mote
For PRIMEPOWER900/1500/2500 models, this function is not supported.

The following describes how to perform Hardware Control Program (HCP) Administration.

O

Mote
The following operation should only be performed by a certified service engineer.

Using Display of Hardware Control Program (HCP) Image(s) Stored in the Machine
Administration Program

IE]Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Display of Hardware
Control Program (HCP) Image(s) Stored in the Machine Administration Program].

A list of the registered firmware appears.

2. To delete firmware, select the firmware to be deleted from the list and perform the required
operations according to the menu.
The selected firmware is deleted.

Hardware Control Program (HCP) Image Administration

IE}Operaﬁon

1. From the Hardware Control Program (HCP) Administration menu, select [Hardware Control
Program (HCP) Image Administration].
Information about firmware stored on the HCP CD-ROM or in the working directory appears.

2. Select the firmware to be registered from the list and perform the required operations according to
the menu.

The selected firmware is registered.

3.3.14.2 Update Firmware of Main Unit

O

Mote
For PRIMEPOWER900/1500/2500 models, this function is not supported.

The following describes how to perform Hardware Control Program (HCP) Administration:

O

MNote
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The following operation should only be performed by a certified service engineer.

Current Hardware Control Program (HCP) Revision Display & Update

IE]Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Current Hardware
Control Program (HCP) Revision Display & Update].

The information about which firmware has been applied to the main unit is displayed.

2. Select the firmware to be applied to the current environment from the registered firmware and
perform the required operations according to the menu.

The selected firmware is applied to the main unit.

Hardware Control Program (HCP) Update History

IE]Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Hardware Control
Program (HCP) Update History].

The update history of the main unit firmware is displayed.

3.3.14.3 Disk Firmware Administrator
This section describes how to operate the Disk Firmware Administrator function.

Disk firmware is distributed as HCP data together with the main unit firmware, and is automatically
registered concurrently with registration of the main unit firmware. However, after the registration, the
disk firmware and main unit firmware are separately managed. The registered main unit firmware can be
deleted from the menu; however, the registered disk firmware cannot be deleted.

O

Mote

The following operation should only be performed by a certified service engineer.

The Indication of the Update Applicable Disk List

IE}Operaﬁon

1. From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administrator menu, select [The indication of the update applicable disk
list].
A list of the disks registered as subject to firmware updating by Machine Administration is
displayed from among the disks currently connected.

The Indication of Update Log

IE]Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administration menu, select [The indication of update log].
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The update history of the disk firmware is displayed.

The Practice of Update Firmware

I@]Oper
1.

ation

From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

From the Disk Firmware Administrator menu, select [The practice of update firmware].

A list of the registered disk firmware appears.

Select the disk firmware to be applied.

A list of the disks to which the selected firmware can be applied appears.

Select the disk to which the firmware is to be applied. (Multiple disks can be selected.)

Firmware update is performed.

3.3.15 Diagnostic Program

This section describes how to operate the FJVTS Diagnostic Program menu.

Displaying the FIVTS Diagnostic Program menu (for the CUI menu)

IE]Operation

1.

From the CUI menu, select [FIVTS Diagnostic Program].

The FJVTS Diagnostic Program menu opens.

FI¥TS Diagnostic Program

1. Executed from thiz terminal
2. Execution from the ¥ terminal specified by the DISPLAY environment
variable

q:Quit biBack to previous menu t:Go to top menu hiHelp

Select. {1-2,q,b,t.h):

Executed From This Terminal (for the CUI menu)

IE}Operaﬁon
1.

From the FJVTS Diagnostic Program menu, select [Start FIVTS on this terminal].
FIVTS is started as the diagnostic program.

From the FJVTS screen, select [START].

Diagnosis starts.

After diagnosis finishes, select [Quit Ul and Kernel] from [quit] of the FIVTS screen.
Press the [Return] key.

The original screen reappears.
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Execution From the X Terminal Specified by the DISPLAY Environment Variable (for
the CUI menu)

IE]Operation
1.

Specify the display name used by the diagnostic program during startup in the environment
variable.

2. From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Execution from
the X terminal specified by the DISPLAY environment variable].
FJVTS is started as the diagnostic program.

3. From the FIVTS screen, select [START].

Diagnosis starts.
4. After diagnosis finishes, select [Quit Ul and kernel] from [quit] of the FJVTS screen.
5. Press the [Return] key.

The original screen reappears.

2

Sea
For information on the method of using FIVTS, see the following manuals:

"SunVTS User's Manual”
"SunVTS Test Reference Manual”

"FJVTS Test Reference Manual”

O

Note
The following notes must be observed when Machine Administration executes the diagnostic
program (FJVTS):

— For execution with the OpenWindows interface from the GUI menu, select the FIVTS
Diagnostic Program menu or Diagnostic Program menu of Machine Administration and
then specify the display destination DISPLAY according to the screen.

At the display destination DISPLAY, set the X-Windows access permissions in advance
using the xhost command.

—  For execution with the OpenWindows interface from the CUI menu, specify the display
destination DISPLAY in the environment variable before starting Machine Administration.

Example: setenv DISPLAY HOST_NAME:0

— When FIVTS is executed from the GUI menu, the user interface may fail to start due to an
X environment setting error (for example, because xhost was not specified). (Keep this in
mind because, if this happens, no error message may appear in some cases.) However, no
problem will occur if the X environment is set up later later and FIVTS is re-executed.

3.3.16 Remote Setup menu

This section describes how to operate the Remote Setup menu.
Service for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty
period and the contract, contact your Fujitsu sales representative.
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Starting Remote Setup menu (not registered)
If the main unit is PRIMEPOWER900/1500/2500, the following menu is not displayed.

Operation

1.

From the CUI menu, select [Remote Setup].

The Remote Customer Support System (REMCS) Setup menu opens.

O e OO D —

miosl Remote Customer Support Swetem (REMCS) Setup menu
Series name:PRIMEPYRHCTHE. Mode!l name: PWSSORHEREHE
Check code:DE, Serial Wo:200a50Rfifdt

Setting of Connection Twpe

Internet Connection

Internet Connection(Mail Onlw)
Marazement Server Connection
Point-to-Point Connect ionf TSDN)
Point-to-Point Connect fonYPM)

q:Euit biBack to previous menu t:Go to top menu hiHelp

Zelect one. (1-5.q,b,t.h):

O

Note

The menu items displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

- |

See

See Section 3.3.2, "Main Unit Models and Available Menus."

Perform operations according to the menu.

Menu name

Function

Internet Connection

Connects to the REMCS Center using mail or HTTP via the Internet.

Internet Connection

Connects to the REMCS Center via the Internet, using only mail.

(Mail only)
Management Server Connects to the REMCS Center via the management server. A separate
Connection management server must be set provided.

Point-to-Point
Connection (ISDN)

Connects to the REMCS Center through ISDN.

Point-to-Point
Connection (VPN)

Connects to the REMCS Center through VPN.

2

Sea

For information on REMCS Agent, see the following manual:
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User's Guide for REMCS

Starting Remote Setup menu (registered)
If the main unit is PRIMEPOWER900/1500/2500, the following menu is not displayed.

IE]Operation

From the CUI menu, select [Remote Setup].

The Remote Customer Support System (REMCS) Setup menu opens.

nfos! Remote Customer Support System (REMCS) Setup menu
Series name:PRIMEPWRECIE, Mode! name:PNSSORRGHEGH
Check code:DE, Serial No:2008508HHHITHE

Reziztration

REMCE Environment Zetting

REMCS Operation

Change Connection Twpe

Software Inwestization Information Collection

A o OO PO —
= = = = m

q:Euit biBack to previous menu t:Go to top menu hiHelp

Zelect one. (1-5,q.b,t.h):

O

Note

The menu items displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

“au

See

See Section 3.3.2, "Main Unit Models and Available Menus."

Perform the required operations according to the menu.

Menu name Function

Registration Executes registration from REMCS Agent to send or register the
customer information and device information.

REMCS Environment Setting | Sets the environment for operating REMCS Agent.

REMCS Operation Sets registration and the REMCS environment, and starts services
after successfully confirming connection to the REMCS Center.

Change Connection Type Selects the method of connection between customers and the
REMCS Center.

The supported connection methods include Internet Connection,
Management Server Connection, and Point-to-Point connection.

Software Investigation When a problem occurs that cannot be automatically detected (such
Information Collection as a software operation error), collects investigation information
using a simple procedure and sends it to the REMCS Center.
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“2u

See
For information on REMCS Agent, see the following manual:

User's Guide for REMCS

Starting the Remote Maintenance Setting menu (for a main unit for which connection is
set up with SMC)
If the main unit is PRIMEPOWERG650/850, the following menu is not displayed.

Operation

1. From the CUI menu, select [Remote Setup].

The Remote Maintenance Setting menu opens.

Remote maintenance setting menu
1. Software investigation information collection
q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. {1,9.b,t.h):

2. From the Remote Maintenance setting menu, select [Software investigation information
collection].

3. Perform the required operations according to the menu.

- |

See
For information on REMCS Agent, see the following manual:

User's Guide for REMCS

3.3.17 Field Support Strategy Solution Tool (FST) Menu

This section describes how to operate the Field Support Strategy Solution Tool (FST) menu.
The CE uses the Field Support Strategy Solution Tool (FST) menu to collect hardware information.

The system administrator must not use this menu.

Operation

1. From the CUI menu, select [Option Menu].

The Option menu opens.
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Opt ion Meru

1. Disk Drive Firmware Administration

2. Hardware Contraol Program CHCP) Adwinistration
3. Field Support Stratesy Solution Tool (FST) Meru
4, Zettinz Up and Testing the &P-Het

q:tuit  biBaclk to previous memu tiGo to top menu hiHelp

2. From the Option Menu, select [Field Support Strategy Solution Tool (FST) Menu].
The Field Support Strategy Solution Tool (FST) menu opens.

Field Support Strategy Solution Tool (FET) Menu
Current FET Zettings:

FET IP Address

Remote Directory Path

lzer Name (to lozin to FST)
Login Password

Local File Mame

Put Data

O oom g on R —

q:Euit biBack to previous menu t:Go to top menu hiHelp

Select. (1-5,q.b,t):

3. Perform the required operations according to the menu.

3.3.18 \ersion Information

This section describes how to perform the Version Information referencing operation.

Operation

1. From the CUI menu, select [Version Information].
Version Information appears.

<Example>

Machine &dministration Yersion/Patch Information

Version: 1.4.0,FEN=2003.12.0200 = owomowos i)
Patches :
no patches installed = e e (2]

Hit Return Kew
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(1) Package version of machine administration

(2) Information of patches applied to machine administration
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3.4 PRIMEPOWERS800/1000/2000, GP7000F
model1000/2000

This Section describes how to operate Machine Administration menu.

The operation method for the individual functions is described with the operations used when CUI menus
are used.

The functions that can be used only via the GUI menus are described using the GUI menus.

3.4.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e Starting Machine Administration Menu
e Exiting Machine Administration Menu
e How to read the Machine Administration Menu

3.4.1.1 Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu

IE]Operation
1.

Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:

# fusr/sbin/FJSVmadm/madmin

The top menu of the CUI menu opens.

“au

See
See section 4.12, "madmin (1M)."

GUI menu
GUI

Operation

1. Enter http://<host-name>:8081/Plugin.cgi as the address in the browser window.
The Web-Based Admin View login window opens.

& Web-Basad Adsi

User name:r

=10] %[

FasmrH:E

ok

[.J-zll.-'-:l Spplet Windaw

O

Note
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If the IP address of the server was changed, this setting must be changed as well. For
information on the method of changing this setting, see the Section "Changing an IP
address on the Public LAN" in the Web-Based Admin View Operation Guide.

@

Infarmation

About <host-name> entered as the address in the browser window
If Web-based Admin View cannot be started although a host name was entered in

<host-name>, enter the IP address of the business LAN on the secondary management
server directly.

2. Enter your user name and password and click the [Confirm] button.
The Web-Based Admin View menu window opens.

Langusn | english = Sonwar: ®| Primary | 10.20,89,20
Laok &Feek |Metal  *  Logout | b Secontary |
B Machine Administration |
4 Gomman |

3. Select "Machine Administration" from the Web-Based Admin View menu window.
The Select Host window opens.

% L S i =10 x|
Select Host
Please select the host o invoks Machine Administration and press the =Exsc= bulton.
T I e .
)itz [NORMAL 00010102

[ dava Applet Windaw
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3.4.1.2

<Explanation of the display>
The Host names, status, and RCI addresses are listed which the management server monitors.
The following keywords may appear in the "Status" column:
FATAL
WARNING: A warning-level error or preventive maintenance event occurred.
NORMAL: Normal
DOWN The host is down or communication with the host is not possible.
UNKNOWN: The status is unknown

O

Note

Fatal error

— If the appropriate host name is not recognized because it was changed, "DOWN" appears in
the Status column.

— To delete a host name select the host name that you want to delete and click the [Exec]
button.

The selected host name is deleted from the list.

—  If the main unit to be monitored does not support the GUI menu (Web-Based Admin View),
"DOWN" or "UNKNOWN" appears in the Status column and the GUI menu is not
displayed. In this case, the GUI menu cannot be displayed.

4. Click the "host name" for the host that you want to monitor.
5. Click the [Exec] button.
The GUI menu of the selected host opens.

& fujitsul Machine Adminie

| B RC1.rokated Sottings

! Diagreostsc Froge s
2 hlachne fodrranestral

Wt sicn bnifod hatig

- LTk
O B4 L12Pa3n
G4 LIZPE3A

| = Lag Informatian @ 4 LR e

| = Hat Swrappitg Guide 4 -LI2P A

| -—

| Ruatomastic Puower Conti B4R {2)

[lsws fepiet Windew

Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.
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CUI menu
Operation

1. Enter the number of "Exit".

Machine Administration menu exits.

GUI menu

GUI Operation
1. Click the [End] button the GUI menu.

Machine Administration menu exits and the Select Host window opens again.
2. Click the [End] button in the Select Host window.

The Web-Based Admin View menu opens again.
3. Click [x] in the upper right of the Web-Based Admin View menu.

The Web-Based Admin View menu closes.

3.4.1.3 How to read the CUI menu

The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.

When the main unit model is PRIMEPOWER800/1000/2000 or GP7000F mode| 1000/2000

Machine Administration Menu

Hardware Configuration

Hardware Monitoring Information
RCI-related Settings

PZ Setup

Log Data

Hot Swapping Guide

Diagnost ic Program

Remote Setup

Option Menu

Yerzion Informat ion

. Exit

q:Buit  b:Back to previous menu t:Go to top menu hiHelp

_— 0 OO 00 m=d O M e 0O RO —

Select{1-11,q,h):

<Explanation of the display>

(1):  Enter the desired item at the location of the cursor.
1-11:  To select a menu, enter the menu number.
q : Ifyou want to quit the operation, enter "q".

h : Ifyou want to display help, enter "h".
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34.14

O

Note

Some menu items may be unusable even if they are displayed.

2

Sea

See Section 3.4.2, "Main Unit Models and Available Menus."

How to read the GUI menu

GUI

The GUI menu is shown below.

In the GUI menu, the main menu consists of the following three areas:
—  Menu display area
— Hardware configuration display area

— Monitoring information message display area

| B RC1podkated Sottings
| = Lag Informatian

| = Hat Swragping Guide
| Automatic Powes Cont
i Diagenstic Froge s
2= M Rdrranestral

= M LIZPEDR
M-LU2ZPE0A

4LZPEIB 4 (2)
B4-LE2Po 1A

¢ B4.L2Pe3B
G4 LIZPE3A

(1)

(2
(4)

rL-’a Appist Windowe

<Explanation of the display>

(1):  Menus are displayed in tree format.
By default, only the top-level of menus are displayed.
Clicking ® displays subsequent levels of the menu.

Selecting a menu displays the appropriate menu window in another window.

(2): Hardware configuration is always displayed.

It displays the name of each hardware component (such as CPU, memory, and battery), and

the symbols representing hardware component in detail.
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(3): If the status of the hardware component to be monitored changes, a message appears in this

area.

(4):  The each buttons have the following functions:

3.4.2

[Open] button:

[End] button:
[Clear] button:

[Refresh] button:

[Status] button:

[Configuration]

button:

[Log] button:

[Add] button:

[Delete] button:

[Swap] button:

[LED] button:

Selecting this button enables you to display the new-lower level of the
menu for the selected menu item. Selecting the lowest level of the
menu displays the appropriate window as a new window.

Selecting this button ends Machine Administration.

Selecting this button clears the message displayed in the Monitoring
message area.

Selecting this button updates the information displayed in the Hardware
Configuration area.

Selecting this button displays the status and detailed node information
for the node selected in the Hardware Configuration area.

Selecting this button opens the notification settings window for the node
selected in the Hardware Configuration area. This button is active only
when a battery, UPS unit, fan, power supply unit, disk, memory, CPU or
tape unit is selected.

Selecting this button opens the log information window for the node
selected in the Hardware Configuration area. This button is active only
when a disk, memory, fan, or power supply unit is selected.

Selecting this button opens the addition window for the node selected in
the Hardware Configuration area. This button is active only when a
battery is selected.

Selecting this button opens the deletion window for the node selected in
the Hardware Configuration area. This button is active only when a
battery is selected.

Selecting this button opens the Hot Swapping Guide window for the
node selected in the Hardware Configuration area. This button is active
only when a hot swappable disk, power supply unit, or fan is selected.
Selecting this button opens the Confirming the RCI-connected Units
window for the node selected in the Hardware Configuration area. This
button is active only when an RCI node is selected.

Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.

The tables below show the relationships between main unit models and available menus.

How to read the tables

e The table below shows the meanings of the symbols.

Symbol

Meaning

Y

The appropriate function is available in the CUI menu and GUI menu.

N

The appropriate function is unavailable.

*1

The appropriate function is available only in the CUI menu.

*2

The appropriate function is available only in the GUI menu.

*3

The appropriate function is available in System Management Console.

2

Gee
For information about System Management Console, see the "System Console

Software User's Guide".

*4

The appropriate function is available but the appropriate menu is unavailable.
Log data is collected.

229




Chapter 3 Model Family-Specific Information

Main unit models and available menus

Main unit Reference Reference
Menu name PRIMEPOWERS00/1000/2000 destinat?on of destinatifm of
function operation
GP7000F model 1000/2000 explanation explanation
Hardware Monitoring Function
Hardware Configuration Display
Hardware Configuration Display Y 2.1.1 345
Hardware Detailed Configuration Display Y 2.1.1 345
Hardware Monitoring Information Function
Battery Life Monitoring *3 2.1.2 -
Fan Monitoring *3 2.1.2 -
Disk Monitoring Y 2.12 3.3.6.1
Tape Unit Monitoring Y 2.1.2 34.6.2
CPU Monitoring *3 2.1.2 -
Memory Monitoring *3 2.1.2 -
Power Supply Unit Monitoring *3 2.1.2 -
UPS Monitoring *3 2.1.2 -
Degradation Monitoring *3 2.1.2 -
Setting Monitoring Notification Information *3 2.1.2 -
IS;f}(l)irr;ﬁg{izsntoring Hardware =~ Monitoring v 212 3463
Log Data Function
Log Data
Message Log Y 2.2 34.7.1
Disk Error Information Y 2.2 3472
Disk Error Statistics Information *1 22 3473
Memory Error Information *3 2.2 -
Hardware Error Log *3 2.2 -
Machine Administration Monitoring Log Y 2.2 34.74
SCF Error Log *3 2.2 -
Thermal Error Log *3 22 -
Fan Error Log *3 2.2 -
Power Error Log *3 2.2 -
Power-failure/Power-recovery log *3 2.2 -
Power Log *3 22 -
Saving the Log Data to a File Y 2.2 3475
Collecting System Information *1 22 34.7.6
Maintenance Guide Function
Hot Swapping Guide
The Faulty Hard Disk Drive Replacement (Hot v 23 Appendix B
Swap)
grrf;zzn(tlilvci Sl\v/‘[;;n)tenance of the Hard Disk - 23 Appendix B
Incl.ude the Hard Disk Drive after the Cold - 23 Appendix B
Maintenance
Power Supply Unit of Main Cabinet *3 23 -
Fan Unit of Main Cabinet *3 23 -
Power Supply Unit of Expansion Cabinet *3 23 -
Fan Unit of Expansion Cabinet *3 23 -
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Main unit Reference Reference
Menu name PRIMEPOWERS00/1000/2000 destination of destinatifm of
function operation
GP7000F model 1000/2000 explanation explanation
Automatic Power Control Function
Start Schedule *3 2.4 -
Stop Schedule *3 24 -
Add Schedule Entry *3 2.4 -
Add Holiday *3 24 -
Select and Delete Schedule Entries *3 2.4 -
Delete all *3 24 -
List Schedule Entries *3 24 -
Show Status of Schedule Entries *3 2.4 -
Hardware Operation Setting Functions
RCl-related Settings
Displaying a List of RCI Devices *3 252 -
Confirming the RCI-connected Units *3 252 -
Reconfiguring the RCI Network (RCI Device %
Addition) 3 232 i
Setting the RCI Host Address *3 2.5.2 -
Initial RCI Network Setup *3 2.5.2 -
Setting the External Equipment Wait Time *3 252 -
RCI Device Replacement *3 252 -
System Control Administration
Setting the External Equipment Wait Time *3 253 -
Warm-up Time Administration *3 253 -
UPS Setup
?;tlﬁ?eg waiting time for shutdown at power ] 253 3491
Option Menu
Setting Up and Testing the AP-Net *1 254 3.4.10
Firmware Management Function
HCP File Operation *3 2.6 -
Update firmware of main unit *3 2.6 -
Option Menu
Disk Firmware Administrator *1 2.6 34.11.1
Maintenance Program Setup Function
Diagnostic Program Y 2.7 3.4.12
Remote Setup *1 2.7 34.13
Other Functions
Machine Administration Environment
Setting of Management Server Log *2 2.8 3.4.14
\S;itrtlicrllfw of Hardware Information Display %9 23 3415
Version Information Y 2.8 3.4.16
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3.4.3

When to Make Settings

Machine Administration supports three types of settings.

main unit is installed. The second type of settings are made when the main unit is in operation.

third type of settings are made as required.

The first type of settings are made when the

The

The tables below show settings to be made and the persons in charge responsible for making these

settings.

The meanings of symbols in the "Person in charge" column are as follows.

Y: The customer engineer or system administrator makes the appropriate setting.

-: Other persons in charge make the appropriate setting.

Person in charge

When to make Contents of the setting Reference destination Customer System
the setting engineer | administrator
At installation of the main unit
Monitoring battery life (*1) Refer to the "System Console Software v )
User's Guide."
Setting Monitoring Refer to the "System Console Software i %
Notification Information User's Guide."
Warm-up Time Administration | Refer to the "System Console Software i v
User's Guide."
Setting the External Equipment | Refer to the "System Console Software i %
Wait Time User's Guide."
Remote Customer Support 34.13 Remote Customer Support ) v
System (REMCS) Setup Menu | System (REMCS) Setup Menu
When the main unit is in operation
When  an | Fan Monitoring Refer to the "System Console Software )
error User's Guide."
occurs/ Disk Monitoring 3.4.13 Disk Monitoring -
When a part CPU MONITORING Refer to the "System Console Software
e Ao User's Guide." )
Memory Monitoring Refer to the "System Console Software )
User's Guide."
When  an | Tape Unit Monitoring 3.4.6.2 Tape Unit Monitoring -
CITor OCCUTS | Power Supply Unit Monitoring | Refer to the "System Console Software i v
User's Guide."
UPS MONITORING Refer to the "System Console Software ) v
User's Guide."
Degradation Monitoring (*2) Refer to the "System Console Software ) v
User's Guide."
As required | Setting Management Server 3.4.14 Setting Management Server ) v
Logging Logging
Hardware Information Display | 3.4.15 Hardware Information Display i %
Settings Settings
Reconfiguring The RCI Refer to the "System Console Software ) v
Network User's Guide."
Setting The RCI Host Address | Refer to the "System Console Software ) v
User's Guide."
Setting Up and Testing the 3.4.10 Setting Up and Testing the ) v
AP-Net AP-Net
HCP File Operation Refer to the "System Console Software ) v

User's Guide."

*1 Make this setting not only when installing the main unit but also when performing preventive

swapping.

*2  Degradation Monitoring must be set up if an error is detected during initialization.
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3.4.4 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out
an e-mail notification whenever a change in the status occurs. Machine Administration also displays an

error message in the console and GUI menu.

The e-mail notification setting needs to be made. Use SMC to make this setting. For information about

how to make the e-mail notification setting, see the "System Console Software User's Guide."

The following shows an example of the actions taken in response to changes of the hardware status.

| *  Occurrence of hardware status change |

1

| 1. Eeeelve notfication of stadus change oceurrence by e-mafl |

1

2.  Open the Machine Administraton Memu.
Tdote: If the Machine Admirdstratics Meto is already cpen, a comespending ermor message is also

played i the windos.
l

3. Seleet "Hardware Configuraton” from the main menu.
Checle the statuz of the hardware in which the emmor cocurmed freen Basic System Information.

)

4. SZeleet "Log Data®™ from the matn menu.
Select "Messase Los™ from the Jos data menw

Eeference lor data in the hardwrare commponent svhere the ermor occurred.

1

| 3. Im Chapier 6, "Messages," eheck for the message eorresponding to the bog data.

1

| é. Take the acdon Indieated for the eorresponding message. |

1

[ ¥z End of acton

3.4.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration menu

Operation

1. From the CUI menu, select [Hardware Configuration].

The Hardware Configuration menu opens.
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Select. (1-2,q.b,t.h):

Hardware Confizuration

1. Hardware Confizuration Display
2. Hardware Detailed Configuration Display

q:Guit  biBack to previous menu tiGo to top menu hiHelp

Displaying hardware configuration information
The following describes how to operate the Hardware Configuration Display:

Operation

1.

From the Hardware Configuration menu, select [Hardware Configuration Display].

The hardware configuration information appears.

<Example>

CPLU

PRIMEPOWER2O0D

04-CPUZN
04-CPU$1

Memory

04-SLOTHAND
04-SLOTHAN
04-SLOTHADZ
04-SLOTHADD
04-SLOTHATD
04-SLOTHAT
04-SLOTHA12
04-3L0THA1S
04-SLOTHAZD
04-SLOTHA
04-SLOTHAZZ
04-SLOTHAZS
04-SLOTHAID
04-SLOTHA
04-SLOTHAIZ
04-3L0THA33

04-U2P40E

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, disk, channels,

adapter, and devices.

If a hardware fault is detected, a symbol indicating the status is displayed

for the corresponding hardware component.

“au

See

For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

O

Note

— For the PRIMEPOWER series and GP7000F model 200R/400A/400R, the following
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information appears:
x in "0x-" coded before the hardware name indicates the number of the motherboard.

— A disk managed by SynfinityDISK or PRIMECLUSTER GDS is displayed as "sfdsk" after
sdn or hddvn.

— A device detected as faulty at main unit initialization and which is degraded is displayed in
"Failed Units."

Displaying the detailed hardware configuration information
The following describes how to operate the Hardware Detailed Configuration Display:

Operation

1. From the Hardware Configuration menu, select [Hardware Detailed Configuration Display].
The detailed hardware configuration information appears.

<Example>

PRIMEPOWERZ000 Mode Mame:laiser?;Host ID:20f3004b

CPU
04-CPURD Status:normalzFreq:300;Cache:8.0: Inpl. 23 Mask:4.0
04-CPUK1 Statusinormal:Freq:300;Cache:8.0:Inpl. 23 1 Mask:4.0
Memary

04-SLOTHADD 25BME used:Statusinormal
04-SLOTHADT 25BME used:=Statusinormal
04-3LOTHADZ 256ME used:Statusinormal
04-SLOTHADS 25BME used:Statusinormal
04-SLOTHA10 25EME used:Statusinormal
04-SLO0THA1T 25BME used:Status:inormal
04-SLOTHA1Z 25BME used:Statusinormal
04-3LOTHA1S 256ME used:Statusinormal
04-SLOTHA20 25BME used:Statusinormal
04-SLOTHA21 25BME used:Statusinormal
04-3L0THA22 256ME used:Statusinormal
04-SLOTHA2S 25BME used:Statusinormal
04-SLOTHAI0 25EME used:Status:inormal
04-SLOTHAZT 25BME used:Status:inormal
04-SLOTHAZE 25BME used:Statusinormal
04-3L0OTHAIS 256ME used:Statusinormal
n4-U2Fitoe

<Explanation of the display>
The status of the following hardware components is displayed: CPU, memory, disk, channels,
adapter, and devices. If a hardware fault is detected, a symbol indicating the status appears for
the corresponding hardware.

“au

See
For information about the status symbols, see Section 2.1.1, "Hardware configuration

display function."

3.4.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.
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Displaying the Hardware Monitoring Information menu

Operation

1. From the CUI menu, select [Hardware Monitoring Information].

The Hardware Monitoring Information menu opens.

Hardware Monitoring Infaormat ion

Battery Life Monitoring

UPE Monitoring

Fan Monitoring

Power Supply Unit Monitoring

Dizk Monitoring

Memory Monitoring

Degradat ion Monitoring

Tape Unit Monitoring

Zetting Monitoring Motification Information
Savinz/Restoring Hardware Monitoring Information

=W 20 - T N fa 2O D —
= = = = = = = = = m

q:Guit  biBack to previous menu t:Go to top menu hiHelp

Select. {1-10,49,b,t,h):

O

Note
The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

“au

See

See Section 3.4.2, "Main Unit Models and Available Menus."

3.4.6.1 Disk Monitoring

O

Note

The Disk Monitoring function automatically monitors all connected devices.

For this reason, an application or driver error may occur if an operational conflict with other

applications occurs or the disk array device is used.

If this happens, execute the following command to exclude the error-causing device from

monitoring.
# /usr/sbin/FJSVmadm/nocheckdev add device pathname
If this command is executed, the relevant device is not monitored.

= |

Ses

See Section 4.13, "nocheckdev (1M)."
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Displaying the Disk Monitoring menu
Operation

1.

From the Hardware Monitoring Information menu, select [Disk Monitoring].
The Disk Monitoring menu opens.

Dizk Monitoring

1. Displaving and Setting Disk Monitoring Information
2. Setting Disk Monitoring Motification

q:Buit  biBack to previous menu t:Go to top menu hiHelp

Select. (1-2,9.b,t):

O

Note

The menu items to be displayed depend on the main unit model. Moreover, there are cases where
displayed menu items may not be available for use.

= |

Ses

See Section 3.4.2, "Main Unit Models and Available Menus."

Displaying Disk Monitoring Information
The following describes how to operate the Displaying Disk Monitoring Information function:

Operation

1.

From the Disk Monitoring menu, select [Displaying and Setting Disk Monitoring Information].
The disk monitoring information appears.
This information includes:
—  Unit
The instance name of the disk device
—  Status
The disk status
Normal: Normal status
Error: A disk error was detected. The part needs to be replaced immediately.
Replace: A disk error was detected.  Preventive replacement of the part is required.
— Immediate Replacement Notification Destination
Indicates whether a notification is to be issued to prompt for immediate replacement when
an error was detected.
Valid:  Notification
Invalid: No notification
—  Preventive Replacement Notification Destination
Indicates whether a notification is to be issued to prompt for preventive replacement when
replacement is required.
Valid:  Notification
Invalid: No notification
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Setting Disk Monitoring Information
The following describes how to perform the Setting Disk Monitoring Information operation.
The main units of PRIMEPOWERS800/1000/2000 and GP7000F model 1000/2000 do not support the
setting of [Setting Valid/Invalid Notification].

IE]Operation
1.

From the Disk Monitoring menu, select [Displaying and Setting Disk Monitoring Information].
The disk monitoring information list appears.
2. Select the disk to be set.
3. Enter the following information in the menu:
—  Setting Valid/Invalid Notification
Specify whether a notification to be is issued, for each device. The default is "Valid."
Valid: Notification
Invalid: No notification
The above setting can be made for the following types of notifications:
— Immediate Replacement Notification Destination

Used to prompt for the immediate replacement of a disk when a hardware error was
detected.
— Preventive Replacement Notification Destination
Used to monitor the threshold managed by the SMART function and to prompt for
preventive replacement of a disk before a hardware error is detected.
— Resetting Monitoring Information

Reset the monitoring information when a disk was replaced.

Setting Disk Monitoring Notification
The following describes how to perform the Setting Disk Monitoring Notification operation:

IE]Operation

1. From the Disk Monitoring menu, select [Setting Disk Monitoring Notification].
The Setting Disk Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination
If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.
Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator
— Sending mail to the CE
—  Preventive Replacement Notification Destination

If preventive replacement notification is required, specify the destination to which that

notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator

— Sending mail to the CE
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O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the

Hardware Monitoring Information menu.

3.4.6.2 Tape Unit Monitoring

O

Note

The monitoring function automatically operates for all connected devices. For this reason, an

application or driver error to the effect that the device is indicated as busy may occur if a

device-open operation from another application conflicts with this function.

If this happens, execute the following command to exclude the error-causing device from

monitoring.
# /usr/sbin/FJSVmadm/nocheckdev add device pathname

If this command is executed, the relevant device is not monitored.

“au

See
See Section 4.13, "nocheckdev (1M)."
Displaying the Tape Unit Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [Tape Unit Monitoring].

The Tape Unit Monitoring menu opens.

Tape Unit Monitoring

1. Displaving and 3etting Tape Unit Monitoring Information
2. =etting Tape Unit Monitoring Motification

g:Quit b:Back to previous menu t:Go to top menu hiHelp

Select. {1-2,9,b,t):

O

Note

Menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2l

Cee
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See Section 3.4.2, "Main Unit Models and Available Menus."

Displaying Tape Unit Monitoring Information

The following describes how to operate the Displaying Tape Unit Monitoring Information function:

IE]Oper
1.

ation

From the Tape Unit Monitoring menu, select [Displaying and Setting Tape Unit Monitoring

Information].

The tape unit monitoring information appears.

This information includes:

Unit

The instance name of the tape unit

Status

The tape unit status

Normal: Normal status

Error:  An error was detected. The part needs to be replaced immediately.
Cleaning Required: The part needs to be cleaned.

Immediate Replacement Notification Destination

Specify whether a notification is to be issued to prompt for immediate replacement of the
tape unit if a hardware error was detected.

Valid:  Notification.
Invalid: No notification.
Cleaning Request Notification Destination

Specify whether a notification is to be issued to prompt for cleaning when the part needs to
be cleaned.

Valid: Notification.

Invalid: No notification.

Setting Tape Unit Monitoring Information
The following describes how to perform the Setting Tape Unit Monitoring Information operation:

IE}Oper
1.

ation

From the Tape Unit Monitoring menu, select [Displaying and Setting Tape Unit Monitoring

Information].

The tape unit monitoring information list appears.

Select the tape unit to be set.

Enter the following information in the menu:

Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each device. The default is "Valid."
Valid: Notification.

Invalid: No notification.

The above setting can be made for the following types of notifications:

Immediate Replacement Notification Destination: Used to prompt for the immediate
replacement of the tape unit if a hardware error was detected.
Cleaning Request Notification Destination: Used to prompt for cleaning if the part needs

to be cleaned.

The main units of PRIMEPOWERS800/1000/2000 and GP7000F model 1000/2000 do not
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support this function.
—  Resetting Monitoring Information

Reset the monitoring information when the tape unit was replaced.

Setting Tape Unit Monitoring Notification

The following explains how to perform the Setting Tape Unit Monitoring Notification operation:

Operation

1. From the Tape Unit Monitoring menu, select [Setting Tape Unit Monitoring Notification].
The Setting Tape Unit Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator
— Sending mail to the CE
—  Cleaning Request Notification Destination

If cleaning notification is required, specify the destination to which that notification is
automatically sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator

— Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.4.6.3 Saving/Restoring Hardware Monitoring Information

This section describes how to operate the Saving/Restoring Hardware Monitoring Information function.

Displaying the Saving/Restoring Hardware Monitoring Information menu

Operation

1. From the Hardware Monitoring Information menu, select [Saving/Restoring Hardware Monitoring
Information].

The Saving/Restoring Hardware Monitoring Information menu opens.
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Saving/Restoring Hardware Monitoring Information

1. Saving Hardware Monitaring Information
2. Restoring Hardware Monitaring Information

q:Euit  biBack to previous menu tiGo to top menu hiHelp

Select. (1-2,q.b,t):

Saving Hardware Monitoring Information
The following describes how to operate the Saving Hardware Monitoring Information function:

Operation

1.

From the Saving/Restoring Hardware Monitoring Information menu, select [Saving Hardware
Monitoring Information].

Select the log data to be saved.
Enter the name of the save destination directory with the full path.

Enter the file name (FJSVmadminfo.tar.Z) in the specified directory.

Infarmation

If the information was saved in a file used for reinstalling the main unit, it needs to be copied to
another main unit or storage medium.

Restoring Hardware Monitoring Information
The following describes how to operate the Restoring Hardware Monitoring Information function:

Operation

1.

From the Saving/Restoring Hardware Monitoring Information menu, select [Restoring Hardware

Monitoring Information].
Enter the full path of the directory containing the original file to be restored.
FJSVmadminfo.tar.Z of the specified directory is restored.

3.4.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu
Operation

1.

From the CUI menu, select [Log Data].

The Log Data menu opens
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Log Data

Dizk Erraor Information

1.

2. Dizk Error Statistics Information
3. Memorw Error Information

4. Mezsaze Loz

5. Thermal Error Log

E. Fan Error Log

7. Power Error Loz

8. ECF Error Log

9. Power-failure/Power-recovery Log

10, Power Loz

11, Machine Adminiztration Monitoring Log
12. 3aving the Log Data

13. Collecting Swstem Information

q:Buit  biBack to previous menu tiGo to top menu  hiHelp

Select. (1-13,4.b,t0:

O

Note

The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.
Menu items to be displayed differ between the CUI and GUI menus.

2l

Cee

See Section 3.4.2, "Main Unit Models and Available Menus."

3.4.7.1 Message logs

This section describes how to display message logs.

Operation

1. From the Log Data menu, select [Message Log].
2. Specify the following items and retrieve log data in accordance with the menu:
—  Specification of range
Displays the message log data in the range of the specified dates.
If Starting date is omitted, the starting day is January 1.
If Completion date is omitted, the ending day is December 31.

If both Starting date and Completion date are omitted, the log in the range from the
beginning to the end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If October 1 is specified as Starting date and March 31 is specified as Completion date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.
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3.4.7.2

Specification of Time (only)

Displays the message logs in the specified time range.
If Starting time is omitted, the starting time is 00:00.

If Completion time is omitted, the ending time is 23:59.
<Example>

If 20:00 is specified as Starting time and 08:00 is specified as Completion time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Specification of Range and 1700 to 0900 is specified in
Specification of Time (Only), the log data from 17:00 of a day to 09:00 of the next day is
displayed in the range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

Display order
Selects whether information is displayed starting from the latest or the oldest information.

The default is "latest information."

Disk error information

This section describes how to display disk error information.

IE]Operation

1. From the Log Data menu, select [Disk Error Information].

2. Specity the following items and retrieve log data in accordance with the menu:

Display range

Displays the disk error information in the range of the specified date.
If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to end of the log file.

Time period

Displays the disk error information in the specified time range.
If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>
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If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

I£ 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.
If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.
The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is

"in units of multiple lines."
— Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

3.4.7.3 Disk Error Statistics Information

This section describes how to display disk error statistics information.

IE}Operation

1. From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:
— Entering the name of the disk
Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:
— sd driver instance name
— logical device name (logical device name registered in /dev/rdsk)
— physical device name (Unit name as registered in a message column)
—  Selecting the disk name from a list
Enter "L". A list displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.

3.4.7.4 Machine Administration monitoring log

This section describes how to display the Machine Administration monitoring log.

IE]Operation

1. From the Log Data menu, select [Machine Administration Monitoring Log].
2. Specity the following items and retrieve log data in accordance with the menu:
— Display Range
Displays the Machine Administration monitoring log in the range of the specified date.
If Display start date is omitted, the starting day is January 1.
If Display end date is omitted, the ending day is December 31.
If both Display start date and Display end date are omitted, the log data in the range from
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the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to the end of the log file.

—  Time period
Displays the Machine Administration monitoring log data in the specified time range.
If Start Time is omitted, the starting time is 00:00.
If End Time is omitted, the ending time is 23:59.
<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

I 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are
to be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines for messages logged at the same time. The default is "in units
of multiple lines."

— Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

3.4.7.5 Saving the log data

This section describes how to operate the Saving the Log Data function.

Saving the Log Data saves log data of various types. The following types of log data can be saved:

All

Message Log

Machine Administration Monitoring Log
SCF Error Log

Power Log

Infarmation

The CE uses the file in which the log data was saved, when hardware is faulty.
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Displaying the Saving the Log Data menu
Operation

1.

From the Log Data menu, select [Saving the Log Data].
The Saving the Log Data menu opens.

saving the Log Data

1. &l
2. Messzaze Log
3. Machine Administration Monitoring Log

q:fuit biBaclk to previous menu t:Go to top menu hiHelp
To specify more than one, use a comma to delimit the number such as 2,3.
Do wou specify information to be saved? (q,b,t.hi:

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

“au

See

See Section 3.4.2, "Main Unit Models and Available Menus."

Save Log Data to a File
Operation

3.4.7.6

1.

From the Save Log Data to a File menu, select the log data to be saved.

2. Enter the following information in the menu:

— Save destination
Specify the save destination file name with the full path.
The file is created in tar format and is compressed with the "compress" command.

Collecting system information

This section describes how to operate the Collecting System Information function.

If a main unit error occurs, Collecting System Information outputs the following information to a file:

Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses

Information such as command execution results

Infarmation

The CE uses the file in which system information was collected.
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Displaying the Collecting System Information menu
Operation

1. From the Log Data menu, select [Collecting System Information].

The Collecting System Information menu opens.

Collecting Swstem Information
Svetem Information Menu

all
bazic software
hizh availability
Ip
network
storage array
you want to select more than one, please separate the number by comma ).

= O3 T e 00 O —

I

q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. {1-8,9,h,t):

Collecting System Information

Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
—  Collection Destination
Specify the name to the collection destination file with the full path.
The file is created in tar format and is compressed with the "compress" command.

34.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note

The CE performs the hardware maintenance.

Displaying the Hot Swapping Guide menu

Operation

1. From the CUI menu, select [Hot Swapping Guide].
The Hot Swapping Guide menu opens.
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Hot Ewapping Guide

.The Faulty Hard Disk Drive Replacement [Hot Swap)

. Prevent ive Maintenance of the Hard Disk Drive (Hot Swap)
- Include the Hard Disk Drive after the Cold Maintenance

- Power Supply Unit of Main Cabinet

- Fan Unit of Main Cabinet

- Power Supply Unit of Expanzion Cabinet

. Fan Unit of Expansion Cabinet

g T o e 0 R —

q:Buit biBack to previous menu LiGo to top menu hiHelp

Select. (1-B,q.b,t):

O

Note

The menu items depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

- |

See

See Section 3.4.2, "Main Unit Models and Available Menus."

O

Note
If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping

operation again from the beginning.

3.4.8.1 The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk
Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement," for information on how to use the menu for displaying the
disk drive swapping guidance information.

O

Mote
The CE replaces the hard disk.

3.4.9 UPS Setup

This section describes how to operate the UPS Setup menus.
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Displaying the UPS Setup menu
Operation

1. From the CUI menu, select [UPS Setup].
The UPS Setup menu opens.

P =zetting menu
1. Setting waiting time for shutdown at power failure
q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. (1,q.b.t.h):

3.4.9.1 Setting waiting time for shutdown at power failure

This section describes how to perform the Setting Waiting Time for Shutdown at Power Failure operation.
Operation

1. From the UPS setting menu, select [Setting waiting time for shutdown at power failure].
The current wait time appears.

2. Specify the waiting time for shutdown at power failure.
Specify this value in the range of 0 to 9999 (seconds).
The default is "10 seconds."

3.4.10 Setting Up and Testing the AP-Net

This section describes how to perform the Setting Up and Testing the AP-Net operation.

O

Mote
The CE performs Setting Up and Testing the AP-Net.

Displaying Option Menu
Operation

1. From the CUI menu, select [Option Menu].

The Option menu opens.

Option Meru

1. Setting Up and Testing the AP-het
2. Disk Firmware &dwinistrator

q:Buit  biBack to previous menu t:Go to top menu hiHelp

Select. (1-2,9.b,1):
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O

Mote
The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

The menu items differ between the CUI and GUI menus.

2

See

See Section 3.4.2, "Main Unit Models and Available Menus."

Setting up the AP-Net

IE}Operation
1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
Select [Initialize and test of AP-Net case] from the menu.
4. From this point, perform operations according to the menu.
5. Check the setting.

If an error is detected, perform the setting again.

Testing AP-Net connection

IE]Operation
1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens. (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
From the menu, select [Connection test of MSC-RTC].
4. From this point, perform operations according to the menu.

When the AP-Net connection test finishes, [All tests ended (return)] appears.
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3.4.11 Firmware Administration

O

Mote

The following operation sould only be performed by a certified service engineer.

The following describes how to operate the Disk Firmware Administrator menus.

Displaying the Disk Firmware Administrator menu

Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.
2. From the Option menu, select [Disk Firmware Administrator].

The Disk Firmware Administrator menu opens.

Dizk Firmyare Administrator

The indication of the update applicable disk list

The indication of update log

The practice of update firmware{use media:CO-ROM)

The practice of update firmware{use media:Remote host)

fo 0T 3 —

g:Quit biBack to previous menu t:Go to top menu hiHelp

Select. {1-4,d,q,b.t,h):

3.4.11.1 Disk Firmware Administrator

This section describes how to operate the Disk Firmware Administrator function.

Disk firmware is distributed as HCP data together with the main unit firmware, and is automatically
registered concurrently with registration of the main unit firmware. However, after the registration, the
disk firmware and main unit firmware are separately managed. The registered main unit firmware can be

deleted from the menu; however, the registered disk firmware cannot be deleted.

O

Mote

The following operation should only be performed by a certified service engineer.

The Indication of the Update Applicable Disk List

Operation
1. From the Disk Firmware Administrator menu, select [The indication of the update applicable disk
list].

A list of disks registered as subject to firmware updating by Machine Administration is displayed
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from among the disks currently connected.

The following items are displayed:

Disk name . Disk instance name
Firmware Revision No : Disk firmware revision number
Status . Current disk status

ACT (in use)

LOCK (maintenance in progress)
STOP (unused, revisable)

Serial No . Disk serial number
VendorID . Disk vendor ID
ProductID : Disk product ID

The Indication of Update Log
Operation

1. From the Disk Firmware Administrator menu, select [The indication of update log].
The update history of the disk firmware appears.

The following items are displayed:

Time-Stamp : Year, month, day, and time

Revision Result : Revision result (success or failure)

Disk Name : Disk instance name. An item in ( ) is a logical
name.

Previous Revision No . Previous revision number. If revision fails, the
current revision number is used.

Revision Result Mark : -> (Displayed for successful revision)

-* (Displayed for unsuccessful revision)
-? (Displayed for a disk error)

Applicable Revision No : Revision number to be applied this time. If
revision fails, the current revision number is used.

Serial No . Disk serial number
VendorID . Disk vendor ID
ProductID : Disk product ID
Remarks . Error code

The Practice of Update Firmware (Use Media:CD-ROM)
Operation

1. From the Disk Firmware Administrator menu, select [The practice of update firmware (use
media:CD-ROM)].
2. Perform operations according to the menu.

Disk revision is performed.

The Practice of Update Firmware (Use Media:Remote host)
Operation

1. From the Disk Firmware Administrator menu, select [The practice of update firmware (use
media:Remote host)].

2. Perform the required operations according to the menu.

Disk revision is performed.
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3.4.12 Diagnostic Program

This section describes how to operate the Diagnostic Program menu.

Displaying the Diagnostic Program menu (for the CUI menu)
Operation

1. From the CUI menu, select [Diagnostic Program].
The Diagnostic Program menu opens.

Diagnost ic Program

1. Executed from this terminal
2. Execution from the ¥ terminal specified by the DISPLAY environment
variable

g:Quit biBack to previous menu t:Go to top menu hiHelp

Select. {1-2,9,b,t,h}:

Executed From This Terminal (for the CUI menu)
Operation

1. From the FIJVTS Diagnostic Program menu or Diagnostic Program menu, select [Executed from
this terminal].
FJVTS is started as the diagnostic program.
2. From the FJVTS screen, select [START].
Diagnosis starts.
3. After diagnosis finishes, select [Quit Ul and Kernel] from [quit] of the FJVTS screen.
Press the [Return] key.

The original screen reappears.

Execution From the X Terminal Specified by the DISPLAY Environment Variable (for
the CUI menu)

Operation

1. Specify the display name used by the diagnostic program during startup in the environment
variable.

2. From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Execution from
the X terminal specified by the DISPLAY environment variable].
FJVTS is started as the diagnostic program.

3. From the FIVTS screen, select [START].
Diagnosis starts.

4. After diagnosis finishes, select [Quit UI and kernel] from [quit] of the FIVTS screen.
Press the [Return] key.

The original screen reappears.

- |

See
For information on the method of using FJVTS, see the following manuals:
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"SunVTS User's Manual”
"SunVTS Test Reference Manual”
"FJVTS Test Reference Manual”

O

Note
The following notes must be observed when Machine Administration executes the diagnostic
program (FJVTS):

— For execution with the OpenWindows interface from the GUI menu, select the FIVTS
Diagnostic Program menu or Diagnostic Program menu of Machine Administration and
then specify the display destination DISPLAY according to the screen.

At the display destination DISPLAY, set the X-Windows access permissions in advance
using the xhost command.

— For execution with the OpenWindows interface from the CUI menu, specify the display
destination DISPLAY in the environment variable before starting Machine Administration.

Example: setenv DISPLAY HOST NAME:0

—  When FJVTS is executed from the GUI menu, the user interface may fail to start due to an
X environment setting error (for example, because xhost was not specified). (Keep this in
mind because, if this happens, no error message may appear in some cases.) However, no
problem will occur if the X environment is set up later later and FIVTS is re-executed.

3.4.13 Remote Setup menu

This section describes how to operate the Remote Setup menu.
Service for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty
period and the contract, contact your Fujitsu sales representative.

Starting the Remote Maintenance Setting menu (for a main unit for which connection is
set up with SMC)

Operation

1. From the CUI menu, select [Remote Setup].

The Remote Maintenance Setting menu opens.

Remote maintenance setting menu
1. Software investization information collection
q:tuit biBack to previous menu t:Go to top menu hiHelp

Select. (1,4,b,t.h):

2. From the Remote Maintenance setting menu, select [Software investigation information
collection].

3. Perform the required operations according to the menu.
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“au

See
For information on REMCS Agent, see the following manual:

User's Guide for REMCS

3.4.14 Setting Management Server Logging

This section describes how to operate the Setting Management Server Logging menu.

Displaying the GUI menu
EﬂJOperation

1. Click [Machine Administration Environment] on the GUI menu.

The next level of the menu appears.

fugitsu
= Hardware Monstaring Information
E= RCI-related Settings
= Loug Indorration
= Mot Sywapsing Gubise
Automatic Poveer Confrol
Dianostic Program
T Maching Adminkstration Emdronsment
= Sty Managerment Server Lo
Setting Hardware Information Display
Version information

2. Click [Setting Management Server Logging] on the GUI menu.

The next level of the menu appears.

fujtsud
©= Hardware Monitoring information
= BC-ralated Sattings
= Log Informeation
2= Hot Sweapping Guide
Automatic Power Control
i agrnStc: Progean
- Maching Admdnistration Emaronmet
D Setting Management Server Logaging
Dispianani and Setting Management Senver Logging Intensal
DispanAng and Setting Management Server Log Size
Rixsedting Managemeal Server Lig
Setting Hardware iformation Display
YVarsion Infarmation

Displaying and Setting Management Server Logging Interval
E%JOperation

1. Click [Displaying and Setting Management Server Logging Interval] on the GUI menu.

The [Displaying and Setting Management Server Logging Interval] screen appears.
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2. To change [time interval], enter a value.
Specify the time interval for collecting logs in the range of 10 to 600 seconds.
The default is "60 seconds."

3. Click the [Complete] button.

Display and Setting the Log Size

-Operation

1. Click [Display and Setting the Log Size] on the GUI menu.
The [Display and Setting the Log Size] screen appears.
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2. To change [log data size], enter a size.
Specify the size in the range of 24 to 256 KB.
The default is 48 KB.

3. Click the [Complete] button.

Resetting the Log

-Operation

1. Click [Resetting the Log] in the GUI menu.
The [Resetting the Log] screen appears.
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& fujitzul Resettiog the Log - B = o =f
Resetting Log Data

Maching Sdrministeation MonRorng Log data on he Mansgament Sefer
Tar this monitoned-node will be cleanad. Contents ofhe foliewing
log@ing file will be clearad. If ready, prass =Complates= Buthon.

Svarfopd fFISVmede |og/Ful Lzl 29bytes

r E 1 I F
| Cancel | Complete frack Meut Help
Java Applet Windav

2. Click the [Complete] button.

The machine administration monitoring log on the management server is cleared.

®»

MNote

To use the same IP host name after replacing the device of the node to be monitored, clear the log.
If the log is not cleared, the log information after device replacement is added to the machine

administration monitoring log used before device replacement.

3.4.15 Hardware Information Display Settings

This section describes how to make the Hardware Information Display settings.

Displaying the GUI menu

@Operation

1. Click [Machine Administration Environment] in the GUI menu.
The next menu level appears.
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fugtsu
2= Hardware Montoring Informsation
E= RCI-related Settings
E= Liogg Indormation
= Mt Swapging Gube
Aumnrnathc Powser Control
[Dmgnostic Program
% Maching Administration Emdronsent
= Sitting Mansgement Server Logding
Setting Hardwar e Informsation Display
Version information

Making the Hardware Information Display settings
@Operation

1. Click [Hardware Information Display Settings] in the GUI menu.
The Hardware Information Display Settings menu opens.

£ fujitzul Selting of Hardware oo mation Displsy = 0] =
Setting of [nfomaton Update Interval
Input the tirme inbanrdal of updating the maonitaring information
and harndyrare stalus.
10-600 seconds can be spaciied 38 updating intancal.
| Intereal: | A0l seconds
| Cancel | Complete | flack Hext Help
Java Applet Windaw

2. To change the [interval] setting used for updating hardware information, enter a value.

Specify the interval for updating hardware information in the range of 10 to 600 seconds.
The default is "60 seconds."

3. Click the [Complete] button.
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3.4.16 Version Information

This section describes how to perform the Version Information referencing operation.

Operation

1. From the CUI menu, select [Version Information].
Version Information appears.

<Example>
Version: 2.1.1,REY=2003. 111800 =« = v - i
Patches :
Mo patches e e e 23
Hit return kew

(1) Package version of machine administration
(2) Information of patches applied to machine administration
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3.5 Model for SPARC Enterprise Txxxx series, SPARC
T series

This Section describes how to operate Machine Administration menu.

The operation method for the individual functions is described with the operations used when CUI menus
are used.

3.5.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e Starting Machine Administration Menu
e Exiting Machine Administration Menu

e How to read the Machine Administration Menu

3.5.1.1  Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu

Operation

1. Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:

# /usr/sbin/FISVmadm/madmin

The top menu of the CUI menu opens.

“2l

See . .
See section 4.12 "madmin (1M)."

3.5.1.2  Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.

CUI menu

Operation

1. Enter the number of "Exit".

Machine Administration menu exits.
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3.5.1.3 How to read the CUI menu

The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.

When the main unit model is a model for SPARC Enterprise Txxxx series, SPARC T
series

Machine Adwinistration Menu

Hardware Conf izuration

Hardware Monitoring Information
RCI-related Settinzs

Loz Data

Hot Swapping Guide

Diagnostic Prozram

Remote Setup

Option Menu

Yerzion Information

Exit

q:0uit  biBacl to previous menu tiGo to top menu  hiHelp

= D0 0D m-d 0o CT e OO0 RO —

—_

Select{1-10,9,h):

<Explanation of the display>
(1): Enter the desired item at the location of the cursor.

1-10: To select a menu, enter the menu number.

g : Ifyouwant to quit the operation, enter "q".
h : If youwant to display help, enter "h".
Note

Some menu items may be unusable even if they are displayed.

2

Sea

See Section 3.5.2, "Main Unit Models and Available Menus."
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3.5.2 Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.
The tables below show the relationships between main unit models and available menus.

How to read the tables

e The table below shows the meanings of the symbols.

Symbol Meaning
Y The appropriate function is available in the CUI menu and GUI menu.
N The appropriate function is unavailable.
*1 The appropriate function is available only in the CUI menu.
*2 The appropriate function is available only in the GUI menu.
*3 The appropriate function is available in System Management Console.
2l
See . .
For information about System Management Console, see the "System Console
Software User's Guide".
*4 The appropriate function is available but the appropriate menu is unavailable.
Log data is collected.
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Main unit models and available menus

Main unit Reference Reference
Menu name SPARC Enterprise TxXXxX series destinat_ion of destinati_on
A function of operation
SPARC T series explanation | explanation
Hardware Monitoring Function
Hardware Configuration Display
Hardware Configuration Display *1 2.1.1 3.5.5
Hardware Detailed Configuration Display *1 2.1.1 355
Hardware Monitoring Information
Setting Monitoring Notification Information *1 212 3564
Savmg/R_estorlng Hardware Monitoring *1 212 3565
Information
Log Data Function
Log Data
Message Log *1 2.2 3.5.7.1
Disk Error Information *1 2.2 3572
Disk Error Statistics Information *1 2.2 35.7.3
Machine Administration Monitoring Log *1 2.2 3574
Saving the Log Data *1 2.2 3.5.75
Collecting System Information *1 2.2 35.7.6
Maintenance Guide Function
Hot Swapping Guide
The Faulty Hard Disk Drive Replacement 1 23 35101
(Hot Swap)
Preventive Maintenance of the Hard Disk
Drive (Hot Swap) 1 2.3 35101
Incl_ude the Hard Disk Drive after the Cold *1 23 35101
Maintenance
Power Supply Unit of Expansion Cabinet *1 2.3 3.5.10.2
Maintenance Program Startup Function
[Remote Setup *1 2.7 358
Other Functions
[Version Information *1 2.8 3.5.9
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3.5.3 When to Make Settings

Machine Administration supports three types of settings.
main unit is installed. The second type of settings is made when the main unit is in operation.

type of settings is made as required.

The first type of settings is made when the
The third

The tables below show settings to be made and the persons in charge responsible for making these
settings.

The meanings of symbols in the "Person in charge" column are as follows.

Y: The customer engineer or system administrator makes the appropriate setting.

-: Other persons in charge make the appropriate setting.

Contents of the setting

Reference destination

Customer
engineer

System
administrator

At installation of the main unit

Remote Customer Support System

3.5.9 Remote Setup menu

(REMCS) Setup Menu i Y
When the main unit is in operation

When an Fan Monitoring 3.5.6.1 Fan Monitoring - Y
error ; . - o
occurs/ Disk Monitoring 3.5.6.2 Disk Monitoring
when a part - Y
is replaced
When an Power Supply Unit Monitoring 3.5.6.3 Power Supply Unit i v
error occurs Monitoring

*1 These settings are made when installing the main unit as well as when carrying out

preventive maintenance.
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3.5.4 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out
an e-mail notification whenever a change in the status occurs. Machine Administration also displays an
error message in the console and GUI menu.

For information about how to set the e-mail notification function, see Section 3.5.6.5, "Saving/Restoring
Hardware Monitoring Information."

The following shows an example of the actions taken in response to changes of the hardware status.

| Occurrence of hardware status change

| 1. Receive notification of status change occurrence by e-mail.

v

| 2. Open the Machine Administration Menu.

3. Select “Log Data” from the main menu.
Select “Messages Log” from the log data menu.
Reference log data in the hardware component where the error occurred.

| 4. In Chapter 5, “Messages,” check for the message corresponding to the log data.

| 5. Take the action indicated for the corresponding message.

v

| End of action
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3.5.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration menu

Operation

1. Select [Hardware Configuration] from the CUI menu.

The Hardware Configuration menu opens.

Hardware Configuration

1. Hardware Confizuration Display
2. Hardware Detailed Configuration Display

q:Buit  biBack to previous menu tiGo to top menu hiHelp

Select. (1-2,q.b,t.h):

268



3.5 Model for SPARC Enterprise Txxxx series, SPARC T series

Displaying hardware configuration information
The following describes how to operate the Hardware Configuration Display:

IE]Operation

1. From the Hardware Configuration menu, select [Hardware Configuration Display].
The hardware configuration information appears.
<Example>

SPARC Enterprise T2000
CPU
CPU#0
CPU#1
Memory
PCIO
ebus0
auxio
power
SUNW, p! |
SC
sel
se
su0
sul
ecpp
eeprom
flashprom
SUNW, envetr [two0
network0
scsi0
sd10
sd11
sd2
sd6
sd7
sd8
sd9
SCSi
SUNW, hme1
PCI1

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, disk, battery,
channels, adapter, and devices.

- |

Sea
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function.”

O

Note
— Adisk managed by PRIMECLUSTER GDS is displayed as "sfdsk" after sdn.
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Displaying detailed hardware configuration information

The fol

I@]Oper
1.

lowing describes how to operate the Hardware Detailed Configuration Display:

ation

From the Hardware Configuration menu, select [Hardware Detailed Configuration Display].
The detailed hardware configuration information appears.

<Example>

SPARC Enterprise T2000 Node Name:domainO;Host ID:80000000
CPU
CPU#0
CPU#1
Memory
PCIO
ebus0
auxio
power
SUNW, pl |
sC
sel
se
su0
sul
ecpp
eeprom
flashprom
SUNW, envetr [ two0
networkO Compatible:SUNW, hme
scsi0 Compatible:pci1000, f;Model:Symbios, 53C875
sd10 c0t11d0;Vendor :FUJITSU;Product:MAJ3182MC;Revision:3702;SerialN
o: ;Status:normal
sd11 ¢c0t12d0;Vendor : SEAGATE ; Product : ST336704LSUN36G;Revision:032C;S
erialNo:0052D1D3AL :Status:normal
sd2 c0t0d0;Vendor : SEAGATE ; Product:ST118273LC;Revision:5772;SerialNo
: ;Status:normal
sd6 c0t6d0;Vendor :TOSHIBA;Product :DVD-ROM SD-M1401;Revision:1009;St
atus:normal
sd7 ¢0t8d0;Vendor :FUJITSU; Product :MAP3367NC;Revision:3701;SerialNo:
;Status:normal
sd8 ¢0t9d0;Vendor :FUJITSU; Product :MAN3735MC;Revision:3703;SerialNo:
;Status:normal
sd9 ¢0t10d0;Vendor :FUJITSU;Product :MAP3735NGC;Revision:3701;SerialNo
. ;Status:normal
scsi Compatible:pci1000, f;Model:Symbios, 53C875
SUNW, hme1 Compatible:pci108e, 1001;Model :SUNW, gsi—cheerio
PCI1

<Explanation of the display>
Detailed status information of the following hardware components appears: CPU, memory, disk,
battery, channels, adapter, and devices
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“2u

See
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."”

3.5.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.

Displaying the Hardware Monitoring Information menu

Operation

1. From the CUI menu, select [Hardware Monitoring Information].
The Hardware Monitoring Information menu opens.

Hardware Monitoring Information

Battery Life Monitoring

PE Monitoring

Fan Monitoring

Power Supply Unit Monitoring

Dizk Monitoring

Memory Monitoring

CPU Monitoring

Tape Unit Monitoring

Dezradat ion Monitoring

Setting Monitoring MNotification Information
Savinz/Restaring Hardware Monitaring Infarmation

—_— O 00 m-d 00 O OO RO —
= &« = = = = = = = = =

q:Guit  biBack to previous menu tiGo to top menu hiHelp

Select. {1-11,9,b,t,h):

O

Note

The menu items to be displayed depend on the main unit model.

However, displayed menu items may not be available for use in some cases.

“au

See

See Section 3.5.2, "Main Unit Models and Available Menus."
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3.5.6.1 Fan Monitoring

The Machine Administration menu does not include an item for FAN monitoring.

FAN monitoring is performed automatically at startup of the main unit, and the built-in FAN status of the
expansion disk unit is monitored.

3.5.6.2 Disk Monitoring

The disk monitoring is not included in the Machine Administration menu.

The disk error monitoring is performed automatically at the start of the main unit.

The preventive monitoring of the disk that is specified as the target of monitoring is performed
automatically at the start of the main unit.

To add a disk to the preventing monitoring targets, execute the following command:
Jusr/sbin/FISVmadm/checkdev add /dev/rdsk/cXtXdXsX

The Machine Administration accesses the target disk for the preventive monitoring every six hours.

If this access conflicts with the operation of any other application, or if the RAID disk array unit is used,
an application or driver error may occur.

When error occurs in applications or drivers, exclude the disk causing the error from the monitoring
targets.

Jusr/shin/FISVmadm/checkdev del /dev/rdsk/cXtXdXsX

The preventive monitoring of the disk supports the disk of the Expansion File Unit. Even if the disk of off
the subject is registered, the preventive monitoring is not done.

= |

Ces

See Section 4.6, "checkdev (1M)."

3.5.6.3  Power Supply Unit Monitoring

The Machine Administration menu does not include power supply monitoring.

Power supply monitoring is performed automatically at startup of the main unit, and the status of the
power supply built into the main unit, as well as the status of the power supply of the expansion disk unit
are monitored.
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3.5.6.4  Setting Monitoring Notification Information

This section describes how to perform the Setting Monitoring Notification Information operation.

Displaying the Setting Monitoring Notification Information menu

Operation

1. From the Hardware Monitoring Information menu, select [Setting Monitoring Notification
Information].
The Setting Monitoring Notification Information menu opens.

Setting Monitoring Notification Information

1. Output to the console @ root

2. Mail address of the svstem administrator:
Memo

3. Mail address of the CE @ nobody
Memo

q:Guit  biBack to previous menu t:iGo to top menu hiHelp

Zelect. (1-3,q.b,t.h):

Mail Address of the System Administrator
The following describes how to set the mail address of the system administrator:

Operation
1.

From the Setting Monitoring Notification Information menu, select [Mail address of the system
administrator].
The Mail Address of the System Administrator menu opens.
2. Enter the following information in the menu:
— Mail address
Enter the mail address of the system administrator.
To send a notification to multiple system administrators, separate their mail addresses with

acomma",".
-  Memo

Enter supplementary information. Use this information when sending memos to the
system administrator.

A colon ":" cannot be entered.

— Notification Item
In the CUI menu, no notification item can be selected. Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.
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Mail Address of the CE

The following describes how to specify a mail address of the CE:

IE]Operation

1. From the Setting Monitoring Notification Information menu, select [Mail address of the CE].
The Mail Address of the CE menu opens.
2. Enter the following information in the menu:
— Mail address
Enter the mail address of the CE.
To send a notification to multiple CEs, separate their mail addresses with a comma ",".
-  Memo
Enter supplementary information. Use this information when sending memos to the CE.
A colon ":" cannot be entered.
— Notification Item

In the CUI menu, no notification item can be selected.  Specify whether a notification is to
be issued for all items individually.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

3.5.6.5 Saving/Restoring Hardware Monitoring Information

This section describes how to operate the Saving/Restoring Hardware Monitoring Information function.

Displaying the Saving/Restoring Hardware Monitoring Information menu

IE}Operation

1. From the Hardware Monitoring Information menu, select [Saving/Restoring Hardware Monitoring
Information].
The Saving/Restoring Hardware Monitoring Information menu opens.

Saving/Restoring Hardware Monitoring Information

1. Saving Hardware Monitoring Information
2. Restoring Hardware Monitoring Information

q:Buit  biBack to previous menu tiGo to top menu hiHelp

Select. (1-2,9,b,t):

Saving Hardware Monitoring Information
The following describes how to operate the Saving Hardware Monitoring Information function:

IE]Operation
1.

From the Saving/Restoring Hardware Monitoring Information menu, select [Saving Hardware
Monitoring Information].

Select the log data to be saved.

Enter the name of the save destination directory with the full path.

Enter the file name (FJSVmadminfo.tar.Z) in the specified directory.

274



3.5 Model for SPARC Enterprise Txxxx series, SPARC T series

Imformation

If the information was saved in a file used for reinstalling the main unit, it needs to be copied to
another main unit or storage medium.

Restoring Hardware Monitoring Information
The following describes how to operate the Restoring Hardware Monitoring Information function:

IE}Operation
1.

From the Saving/Restoring Hardware Monitoring Information menu, select [Restoring Hardware
Monitoring Information].

2. Enter the full path of the directory containing the original file to be restored.
FJSVmadminfo.tar.Z of the specified directory is restored.
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3.5.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu

Operation

1. From the CUI menu, select [Log Data].

The Log Data menu opens

Log Data

Disk Error Information

Disk Error Statistics Information
Memory Error Information

Mezsaze Loz

Thermal Error Log

Fan Error Log

Power Error Loz

3CF Error Log
Power-failure/Power-recovery Log
10, Power Loz

11, Machine Adminiztration Monitoring Log
12. 3aving the Log Data

13. Collecting Swstem Information

20 =1 00 M f 2O D —
= 2 = = = =2 = om

=)
.

q:Buit  biBack to previous menu tiGo to top menu  hiHelp

Select. (1-13,4.b,t0:

O

Note
The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.
Menu items to be displayed differ between the CUI and GUI menus.

“au

See

See Section 3.5.2, "Main Unit Models and Available Menus."
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3.5.7.1 Message logs

This section describes how to display message logs.

IE]Operation

1. From the Log Data menu, select [Message Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Specification of range
Displays the message log data in the range of the specified dates.
If Starting date is omitted, the starting day is January 1.
If Completion date is omitted, the ending day is December 31.

If both Starting date and Completion date are omitted, the log in the range from the
beginning to the end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If October 1 is specified as Starting date and March 31 is specified as Completion date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.

— Specification of Time (only)
Displays the message logs in the specified time range.
If Starting time is omitted, the starting time is 00:00.
If Completion time is omitted, the ending time is 23:59.
<Example>

If 20:00 is specified as Starting time and 08:00 is specified as Completion time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Specification of Range and 1700 to 0900 is specified in
Specification of Time (Only), the log data from 17:00 of a day to 09:00 of the next day is
displayed in the range from May 1 to August 31.

— Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.
If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.
The default is "Any of the strings match."”

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

— Display order
Selects whether information is displayed starting from the latest or the oldest information.

The default is "latest information."
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35.7.2

Disk error information

This section describes how to display disk error information.

IE]Operation

1. From the Log Data menu, select [Disk Error Information].

2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays the disk error information in the range of the specified date.
If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to end of the log file.

Time period

Displays the disk error information in the specified time range.
If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.
<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."”

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."
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3.5.7.3 Disk Error Statistics Information

This section describes how to display disk error statistics information.

IE]Operation

1. From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:

Entering the name of the disk
Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:

— sd driver instance name

— logical device name (logical device name registered in /dev/rdsk)

— physical device name (Unit name as registered in a message column)
Selecting the disk name from a list
Enter "L". A list displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.

3.5.7.4  Machine Administration monitoring log

This section describes how to display the Machine Administration monitoring log.

IE]Operation

1. From the Log Data menu, select [Machine Administration Monitoring Log].
2. Specify the following items and retrieve log data in accordance with the menu:

Display Range

Displays the Machine Administration monitoring log in the range of the specified date.

If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to the end of the log file.

Time period

Displays the Machine Administration monitoring log data in the specified time range.

If Start Time is omitted, the starting time is 00:00.

If End Time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.
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35.75

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are

to be displayed.
The default is "Any of the strings match."

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines for messages logged at the same time. The default is "in units

of multiple lines."

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information.”

Saving the log data

This section describes how to operate the Saving the Log Data function.
Saving the Log Data saves log data of various types. The following types of log data can be saved:
o All
e Message Log
e Machine Administration Monitoring Log
e SCF Error Log
e Power Log

Infarmation

The CE uses the file in which the log data was saved, when hardware is faulty.

Displaying the Saving the Log Data menu

Operation

1. From the Log Data menu, select [Saving the Log Data].
The Saving the Log Data menu opens.

saving the Log Data

1. &l
2. Messzaze Log
3. Machine Administration Monitoring Log

q:fuit biBaclk to previous menu t:Go to top menu hiHelp
To specify more than one, use a comma to delimit the number such as 2,3.
Do wou specify information to be saved? (q,b,t.hi:

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.
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= |

Ses

See Section 3.5.2, "Main Unit Models and Available Menus."

Save Log Data to a File

Operation

1. From the Save Log Data to a File menu, select the log data to be saved.
2. Enter the following information in the menu:
— Save destination
Specify the save destination file name with the full path.
The file is created in tar format and is compressed with the "compress" command.

3.5.7.6  Collecting system information

This section describes how to operate the Collecting System Information function.
If a main unit error occurs, Collecting System Information outputs the following information to a file:
e Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses
e Information such as command execution results

Infarmation

The CE uses the file in which system information was collected.

Displaying the Collecting System Information menu

Operation

1. From the Log Data menu, select [Collecting System Information].

The Collecting System Information menu opens.

Collect ing Swstem Information
Svztem Information Menu

1. all

2. bazic software

3. hizh availability
4. lIp

9. netwaork

BE. storage array

If wou want to select more than one, please separate the number by comma ().

q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. {1-6,q,h,t):
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Collecting System Information

IE]Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
— Collection Destination
Specify the name to the collection destination file with the full path.
The file is created in tar format and is compressed with the "compress" command.

3.5.8 Remote Setup menu

This section describes how to operate the Remote Setup menu.

Service for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty
period and the contract, contact your Fujitsu sales representative.

Starting Remote Setup menu (not registered)

IE]Operation
1.

From the CUI menu, select [Remote Setup].
The Remote Setup menu opens.

Remote Setup Menu
Series Name:SPARCEPSH#LE#, Model| Name:Txxxxiittttt
Check code:XX, Serial No. :80000000###H

Setting to Connection Type

Internet Connection

Internet Connection(Mail Only)

Management Server Connection
Point-to—Point Connection (ISDN)
Point-to-Point Connection (VPN)
Point-to—Point Connection(ISDN:Mail Only)
Point-to-Point Connection(VPN:Mail Only)

Nooawh -~

g:Quit b:Back to previous menu t:Go to top menu h:Help

Select(1-7,09,b, t):

O

Note
The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

2

Sea

See Section 3.5.2, "Main Unit Models and Available Menus."
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2. Perform operations according to the menu.

Menu name

Function

Internet Connection

Connects to the REMCS Center using mail or HTTP via the Internet.

Internet Connection

Connects to the REMCS Center via the Internet, using only mail.

(Mail only)
Management Server Connects to the REMCS Center via the management server. A separate
Connection management server must be set provided.

Point-to-Point
Connection (ISDN)

Connects to the REMCS Center through ISDN.

Point-to-Point
Connection (VPN)

Connects to the REMCS Center through VPN.

Point-to-Point
Connection(ISDN:Mail
Only)

Connects to the REMCS Center through ISDN, using only mail.

Point-to-Point
Connection(VPN:Mail
Only)

Connects to the REMCS Center through VPN using only mail.

|

Ses

For information on REMCS Agent, see the following manual:

User's Guide for REMCS

Starting Remote Setup menu (registered)

IE}Operation

1. From the CUI menu, select [Remote Setup].
The Remote Setup menu opens.

Reziztration

A e 0O D —

Femote Setup Menu
Series Mame:PRIMEPOWERHT. Mode!l MName:PPOOB1S13EH
Check code:HD, Serial Mo.:000234ftt4d

REMCS Ervironment Setting

REMCE Operation

Chanze Connect ion Twpe

Software Investigation Information Collection

q:Euit biBack to previous menu t:Go to top menu hiHelp

Select one. (1-5,q.b.t.h):

O

Note

The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

“2u

Ses

See Section 3.5.2, "Main Unit Models and Available Menus."

283




Chapter 3 Model Family-Specific Information

Perform the required operations according to the menu.

Menu name

Function

Registration

Executes registration from REMCS Agent to send or register the
customer information and device information.

REMCS Environment Setting

Sets the environment for operating REMCS Agent.

REMCS Operation

Sets registration and the REMCS environment, and starts services
after successfully confirming connection to the REMCS Center.

Change Connection Type

Selects the method of connection between customers and the
REMCS Center.

The supported connection methods include Internet Connection,
Management Server Connection, and Point-to-Point connection.

Software Investigation
Information Collection

When a problem occurs that cannot be automatically detected (such
as a software operation error), collects investigation information
using a simple procedure and sends it to the REMCS Center.

“2l

See

For information on REMCS Agent, see the following manual:

User's Guide for REMCS

3.5.9 Version Information

This section describes how to perform the Version Information referencing operation.

IE}Operation

1.

From the CUI menu, select [Version Information].

Version Information appears.
<Example>

Hit return kew

Version: 2.1.1,FEN=2003.11.1800 = e e e s ]
Patches :
Mo patches e e e 2

(1) Package version of machine administration

(2) Information of patches applied to machine administration
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3.5.10 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note
The CE performs the hardware maintenance.

Displaying the Hot Swapping Guide menu

IE]Operation

1. From the CUI menu, select [Hot Swapping Guide].
The Hot Swapping Guide menu opens.

Hot Swapping Guide

The Faulty Hard Disk Drive Replacement (Hot Swap)
Preventive Maintenance of the Hard Disk Drive (Hot Swap)
Include the Hard Disk Drive after the Cold Maintenance
Power Supply Unit of Expansion Cabinet

=

g:Quit b:Back to previous menu t:Go to top menu h:Help

Select(1-4,09,b, t):

O

Note
The menu items depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

= |

Ses

See Section 3.5.2, "Main Unit Models and Available Menus."

O

Note

If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping
operation again from the beginning.
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3.5.10.1 The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk

Drive after the Cold Maintenance
See Appendix B, "Disk Drive Replacement,” for information on how to use the menu for displaying the
disk drive swapping guidance information.

®

Mote
The CE replaces the hard disk.

3.5.10.2 Power Supply Unit of Expansion Cabinet
This section describes how to display the guidance information on hot-swapping the power supply unit of

the expansion cabinet.

O

Note
The CE replaces the power supply unit of the expansion cabinet.

IE]Operation
1.

From the Hot Swapping Guide menu, select [Power Supply Unit of Expansion Cabinet].

2. From theExpansion Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names.

3. Replace the power supply unit in accordance with the guidance information.
If the redundant PSU is not installed, perform hot system expansion to add the power supply unit
to the expansion cabinet.
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3.6 Model for SPARC Enterprise Mxxxx series

This Section describes how to operate Machine Administration menu.
The operation method for the individual functions is described with the operations used when CUI menus

are used.

3.6.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e  Starting Machine Administration Menu
e Exiting Machine Administration Menu
e How to read the Machine Administration Menu

3.6.1.1 Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu

@Operation
1.

Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:

# usr/sbin/FISVmadm/madmin

The top menu of the CUI menu opens.

2

Gee i i
See section 4.12, "madmin (1M)."

3.6.1.2  Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.

CUI menu

@Operation

1. Enter the number of "Exit".
Machine Administration menu exits.

3.6.1.3 How to read the CUI menu

@The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.
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3.6.2

When the main unit model is SPARC Enterprise Mxxxx series

Machine Administration Menu

S

g:Quit b:Back to previous menu t:Go to top menu h:Help

Hardware Configuration

Management of Hardware Error Event

Log Data

Hot Swapping Guide

Remote Customer Support System (REMCS) Setup
Auto Power Control System (APCS) Administration

Select (1-6, g, h) :

<Explanation of the display>

(2):

Enter the desired item at the location of the cursor.
1-6: To select a menu, enter the menu number.
g : If youwant to quit the operation, enter "q".
h : If you want to display help, enter "h".

Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.
The tables below show the relationships between main unit models and available menus.

How to read the tables

e The table below shows the meanings of the symbols.

Symbol Meaning
Y The appropriate function is available in the CUI menu and GUI menu.
N The appropriate function is unavailable.
*1 The appropriate function is available only in the CUI menu.
*2 The appropriate function is available only in the GUI menu.
*3 The appropriate function is available in System Management Console.
2l
Gee
For information about System Management Console, see the "System Console
Software User's Guide".
*4 The appropriate function is available but the appropriate menu is unavailable.
Log data is collected.
*5 For details of the menu, see the User's Guide for Machine Administrarion Automatic power
control function (Supplement edition)
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Main unit models and available menus

Main unit

Reference destination

Reference destination

Function/Menu name Model for SPARC of function of operation
Enterprise Mxxxx explanation explanation
series
Hardware Monitoring Function
Hardware Configuration Display
Hardware Configuration Display *1 2.1.1 3.6.5
Hardware Detailed Configuration Display *1 211 3.6.5
Hardware Monitoring Information
Management of Hardware Error Event *1 212 3.6.6.1
Fan Monitoring *4 2.1.2 3.6.6.2
Disk Monitoring *4 212 3.6.6.3
Power supply monitoring *4 2.1.2 3.6.6.4
g Data Function
Log Data
Message Log *1 2.2 3.6.7.1
Disk Error Statistics Information *1 2.2 3.6.7.2
Saving the Log Data *1 2.2 3.6.7.3
Collecting System Information *1 2.2 3.6.7.4
Maintenance Guide Function
Hot Swapping Guide
The Faulty Hard Disk Drive Replacement *1 2.3 3681
(Hot Swap) R
Prgventive Maintenance of the Hard Disk - 2.3 3681
Drive (Hot Swap) '
Include the Hard Disk Drive after the Cold - 2.3
Maintenance ! 3681
Power Supply Unit of Expansion Cabinet *1 2.3 3.6.8.2
Maintenance Program Startup Function
Remote Customer Support System (REMCS) - 27 36.9
Setup
Automatic Power Control Function
Auto Power Control System (APCS) Administration
Start Schedule *1 24 *5
Stop Schedule *1 24 *5
Add Schedule Entry *1 24 *5
Add Holiday *1 2.4 *5
Select and Delete Schedule Entries *1 2.4 *5
Delete all *1 2.4 *5
List Schedule Entries *1 2.4 *5
Show Status of Schedule Entries *1 2.4 *5
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3.6.3 When to Make Settings

Machine Administration supports three types of settings.

The first type of settings are made when the

main unit is installed. The second type of settings are made when the main unit is in operation. The

third type of settings are made as required.

The tables below show settings to be made and the persons in charge responsible for making these
settings.

The meanings of symbols in the "Person in charge™ column are as follows.
Y: The customer engineer or system administrator makes the appropriate setting.
-: Other persons in charge make the appropriate setting.

When to make the
setting

Contents of the setting

Reference destination

Custome
r
engineer

System
administrator

At installation of the

main unit (*1)

Remote Customer Support
System (REMCS) Setup Menu

3.6.9 Remote Customer Support
System (REMCS) Setup menu

Add Schedule Entry *2 - Y
Add Holiday *2 - Y
When the main unit is in operation
When an Fan Monitoring 3.6.6.2 Fan Monitoring - Y
Ay Disk Monitoring 3.6.6.3 Disk Monitoring - v
S:ﬁ:r:s; part Tape Unit Monitoring &6.6_.4 _Power Supply i v
is replaced onitoring
Add Schedule Entry *2 - Y
Add Holiday *2 - Y

*1 See the User's Guide for REMCS.

*2 See the User’s Guide for Machine Administrarion Automatic power control function (Supplement

edition)
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3.6.4 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out
an e-mail notification whenever a change in the status occurs. Machine Administration also displays an
error message in the console and menu.

For using the e-mail notification function, the settings must be made using XSCF.
For information about how to set the e-mail notification function, see the SPARC Enterprise

M3000/M4000/M5000/M8000/M9000 Server eXtended System Control Facility (XSCF) User's Guide.

The following shows an example of the actions taken in response to changes of the hardware status.

| Occurrence of hardware status change

v

| 1. Receive notification of status change occurrence by e-mail. |

| 2. Show logs by showlogs error command in XSCF |

3. In Chapter 5, “Messages,” check for the message corresponding to the log data which
the Machine Administration detected.

| 4. Take the action indicated for the corresponding message.

| End of action
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3.6.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration menu

@Operation
1.

Select [Hardware Configuration] from the CUI menu.
The Hardware Configuration menu opens.

Hardware Configuration

1. Hardware Configuration Display
2. Hardware Detailed Configuration Display

g:Quit b:Back to previous menu t:Go to top menu h:Help

Select(1-2,q,b,t,h):
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Displaying hardware configuration information

The following describes how to operate the Hardware Configuration Display:

@Oper
1.

ation

From the Hardware Configuration menu, select [Hardware Configuration Display].
The hardware configuration information appears.
<Example>

SPARC-Enterprise4000
10U#0

pcid
FJSV, edtab
FJSV, edta7
pci6
FJSV, edtad
FJSV, edtab
fibre-channel0
fp0
fibre-channel1
fp2
em|x2
fp3
eml x4
fp4
pci’
FJSV, e4tal
FJSV, edtatl
pci8
FJSV, edta2
FJSV, e4ta3
sd0
sd1

<Explanation of the display>

Starting with 10U, the elements including channels, adapter, and devices are shown in the tree

view.

O

Note

— Adisk managed by PRIMECLUSTER GDS is displayed as "sfdsk" after sdn.
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Displaying detailed hardware configuration information
The following describes how to operate the Hardware Detailed Configuration Display:

@Operation

1.

From the Hardware Configuration menu, select [Hardware Detailed Configuration Display].
The detailed hardware configuration information appears.

<Example>

SPARC-Enterpr ise4000 Host Name:domain0;Host ID:80000000
10U#0
pcib Component name:/I0U#0/PCI#1;Compatible:pciex1033, 125. 4
FJSV, e4ta6 Component
name : /10U#0/PCI#1;Compatible:fjgi;Model :Broadcom, BCM5704C
FJSV, e4ta7 Component
name : /10U#0/PCI#1;Compatible:fjgi;Model :Broadcom, BCM5704C
pci6 Component name:/I10U#0/PCI#1;Compatible:pciex1033,125. 4
FJSV, e4tad Component
name:/10U#0/PCI#1;Compatible:fjgi;Model :Broadcom, BCM5704C
FJSV, e4ta5 Component
name:/10U#0/PCI#1;Compatible:fjgi;Model :Broadcom, BCM5704C
fibre-channe |0 Component
name : /10U#0/PCI#2;Compatible:pciex10df, fe00. 10df. fe00. 2;Mode| : LPe11002-M4
fp0 Component name:/I10U#0/PCI#2
fibre-channel1 Component
name : /10U#0/PCI#2;Compatible:pciex10df, fe00. 10df. fe00. 2;Mode| : LPe11002-M4
fp2 Component name:/I10U#0/PCI#2
emlx2 Component
name :/10U#0/PCI#3;Compatible:pcil0df, fe00;Mode | :LPe11002-M4
fp3 Component name:/I10U#0/PCI#3
emlx4 Component
name :/10U#0/PCI#3;Compatible:pcil0df, fe00;Mode | :LPe11002-M4
fp4 Component name:/I0U#0/PCI#3
pci7 Component name:/I0U#0/PCI#4;Compatible:pciex1033, 125. 4
FJSV, e4ta0 Component
name :/10U#0/PCI#4;Compatible:fjgi;Model :Broadcom, BCM5704C
FJSV, e4tal Component
name :/10U#0/PCI#4;Compatible:fjgi;Model :Broadcom, BCM5704C
pci8 Component name:/I0U#0/PCI#4;Compatible:pciex1033, 125. 4
FJSV, e4ta2 Component
name :/10U#0/PCI#4;Compatible:fjgi;Model :Broadcom, BCM5704C
FJSV, e4ta3 Component
name :/10U#0/PCI#4;Compatible:fjgi;Model :Broadcom, BCM5704C
sd0
¢0t0d0; Vendor : SEAGATE ; Product : ST973401LSUN72G; Ser ialNo:05211050RD ;Revision:0556
sd1
c0t1d0; Vendor : SEAGATE ; Product :ST973401LSUN72G; Ser ialNo:0522104Y97 ;Revision:0356

<Explanation of the display>
Starting with 10U, the elements including channels, adapter, and devices are shown in the tree
view.
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3.6.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.

3.6.6.1 Management of Hardware Error Event

This section describes how to operate the Management of Hardware Error Event function.

Displaying the Current abnormalities menu

@Operation
1.

From the Hardware Monitoring Information menu, select [Management of Hardware Error Event].
The Current abnormalities menu opens.

Current abnormalities

Filtering/Sorting conditions

1. Date
From:
To :
2. Time
From:
To :
3. Order: Present -> Past
d. Display

g:Quit b:Back to previous menu t:Go to top menu h:Help

Select. (1-3,d,q,b, t,h):

Retrieving hardware error events
Management of Hardware Error Event retrieves information indicating the part in the main unit where the
error occurred and the error details.

@Operation

1. Specify the following items according to the menu to retrieve hardware error information:

— Specify the display start date and display end date in Date.
Error information generated in the specified range appears.
If From is omitted, error information is displayed starting from the oldest information.
If To is omitted, error information is displayed up to the latest information.
If both From and To are omitted, all of the error information is displayed.

—  Enter the display start time and display end time in Time.
The SCF error log in the specified time range appears.
If From is omitted, the starting time is 00:00.
If To is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified in From and 08:00 is specified in To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to the end of the log file.
If 0501 to 0831 is specified for Date and 1700 to 0900 is specified for Time, the
information logged from 17:00 of a day to 09:00 of the next day appears in the range of
May 1 to August 31.
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3.6.6.2

3.6.6.3

—  Specify the display order.
Select whether information is displayed in reverse chronological order or chronological
order.
The default is "Present -> Past.”

2. Enter "d (display)".
Error information matching the search conditions appears.
The following information appears as error information:
— Date
Displays a date (year, month, and day) and time when the error occurred in the part.
—  Unit
Displays the part name and identification number.

3. Enter the number of the detailed information from the error information list.
The detailed faulty part information appears.
The detailed faulty part information includes:
— Location
Displays the location of the part in which the error occurred.
—  Status
Displays the part status.
— Date
Displays the date and time when the error occurred in the part.
— Reason
Displays the cause of the error that occurred in the part.
The following operations are also possible:
— Hot swap
Performs hot swapping of the part in which the error occurred.
— Reset the status
Resets the status of the faulty part and deletes the status symbol displayed in "Hardware
Configuration Display."
The following message appears when the status is reset for a part in which the error status
remains in effect.
FISVmadm:X:XXXX:Firm:Notification (Parts Status Reset Failure) occurred at MMM DD
hh:mm:ss TZ

Fan Monitoring

The FAN monitoring is not included in the Machine Administration menu.
The FAN monitoring is performed automatically at the start of the main unit, and the status of FAN of the
expansion disk unit is monitored.

Disk Monitoring

The disk monitoring is not included in the Machine Administration menu.

The disk error monitoring is performed automatically at the start of the main unit.

The preventive monitoring of the disk that is specified as the target of monitoring is performed
automatically at the start of the main unit.

To add a disk to the preventing monitoring targets, execute the following command:
Jusr/shin/FISVmadm/checkdev add /dev/rdsk/cXtXdXsX

The Machine Administration accesses the target disk for the preventive monitoring every six hours.
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If this access conflicts with the operation of any other application, or if the RAID disk array unit is used,
an application or driver error may occur.

When error occurs in applications or drivers, exclude the disk causing the error from the monitoring
targets.

{usr/sbin/FISVmadm/checkdev del /dev/rdsk/cXtXdXsX

In addition, if preventing monitoring by Machine Administration is performed during DR/PHP execution,
the DR/PHP execution may fail. When the DR/PHP is executed, exclude the disk that is connected to the
DR/PHP target IOU or PCI card from the monitoring target.

The preventive monitoring of the disk supports the disk of the Expansion File Unit. Even if the disk of off
the subject is registered, the preventive monitoring is not done.

2

See

See Section 4.6, "checkdev (1M)."

3.6.6.4 Power Supply Monitoring

Power supply monitoring is not included in the Machine Administration menu.
Power supply monitoring is performed automatically at the start of the main unit, and the status of the
power supply of the expansion disk unit is monitored.

3.6.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu

@Operation
1.

From the CUI menu, select [Log Data].
The Log Data menu opens.

Log Data

Message Log

Disk Error Statistics Information
Saving the Log Data

Collecting System Information

bl o

g:Quit b:Back to previous menu t:Go to top menu h:Help

Select (1-4,q,b, t):

297



Chapter 3 Model Family-Specific Information

3.6.7.1

Message logs

This section describes how to display message logs.

@Operation

1. From the Log Data menu, select [Message Log].
2. Specify the following items and retrieve log data in accordance with the menu:

Specification of range

Displays the message log data in the range of the specified dates.

If Starting date is omitted, the starting day is January 1.

If Completion date is omitted, the ending day is December 31.

If both Starting date and Completion date are omitted, the log in the range from the
beginning to the end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>

If October 1 is specified as Starting date and March 31 is specified as Completion date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.

Specification of Time (only)

Displays the message logs in the specified time range.

If Starting time is omitted, the starting time is 00:00.

If Completion time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Starting time and 08:00 is specified as Completion time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Specification of Range and 1700 to 0900 is specified in
Specification of Time (Only), the log data from 17:00 of a day to 09:00 of the next day is
displayed in the range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

Display order

Selects whether information is displayed starting from the latest or the oldest information.
The default is "latest information."
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3.6.7.2 Disk Error Statistics Information

This section describes how to display disk error statistics information.

Operation

1. From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:
— Entering the name of the disk
Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:
— sd driver instance name
— logical device name (logical device name registered in /dev/rdsk)
— physical device name (Unit name as registered in a message column)
—  Selecting the disk name from a list
Enter "L".  Alist displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.

3.6.7.3  Saving the log data

This section describes how to operate the Saving the Log Data function.
Saving the Log Data saves log data of various types. The following types of log data can be saved:
o All
e Message Log
e Machine Administration Monitoring Log
e SCF Error Log
e Power Log

Imfarmation

The CE uses the file in which the log data was saved, when hardware is faulty.

Displaying the Saving the Log Data menu
Operation

1. From the Log Data menu, select [Saving the Log Data].
The Saving the Log Data menu opens.

Saving the Loz Data

1. A&ll
2. Messaze Loz
3. Machine Administration Monitoring Loz

q:Euit biBack to previous menu t:Go to top menu hiHelp
To zpecify more than one, use a comma to delimit the number such as 2,3.
Do you specify information to be saved? (g,b,t,h):
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O

Note
The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

“2u

Ses

See Section 3.6.2, "Main Unit Models and Available Menus."

Save Log Data to a File

@Operation

1. From the Save Log Data to a File menu, select the log data to be saved.
2. Enter the following information in the menu:
— Save destination
Specify the save destination file name with the full path.
The file is created in tar format and is compressed with the “"compress" command.

3.6.7.4  Collecting system information

This section describes how to operate the Collecting System Information function.
If a main unit error occurs, Collecting System Information outputs the following information to a file:
e Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses
¢ Information such as command execution results

Imfarmation

The CE uses the file in which system information was collected.

Displaying the Collecting System Information menu

@Operation

1. From the Log Data menu, select [Collecting System Information].

The Collecting System Information menu opens.
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Collect ing Swstem Information
Swstem Informat ion Menu

all
bazic software
high availability
Ip
netwarl
storaze array
you want to select more than one, plesse separate the rumber by comma O, ).

= 00 M o 2 D —

I

q:fuit biBack to previous memu t:iGo to top menu hiHelp

Select. (1-B,9,h,t):

Collecting System Information
Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
— Collection Destination
Specify the name to the collection destination file with the full path.
The file is created in tar format and is compressed with the "compress™ command.
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3.6.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note
The CE performs the hardware maintenance.

Displaying the Hot Swapping Guide menu

@Operation

1. From the CUI menu, select [Hot Swapping Guide].
The Hot Swapping Guide menu opens.

Hot Swapping Guide

el

Power Supply Unit of Expansion Cabinet

The Faulty Hard Disk Drive Replacement (Hot Swap)
Preventive Maintenance of the Hard Disk Drive (Hot Swap)
Include the Hard Disk Drive after the Cold Maintenance

g:Quit b:Back to previous menu t:Go to top menu h:Help

Select (1-4,q,b,t,h):

O

Note
The menu items depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.6.2, "Main Unit Models and Available Menus."

O

Note

If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping

operation again from the beginning.
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3.6.8.1 The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk
Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement,” for information on how to use the menu for displaying the
disk drive swapping guidance information.

O

Note
The CE replaces the hard disk.

3.6.8.2  Power Supply Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the power supply unit of
the expansion cabinet.

O

Note
The CE replaces the power supply unit of the expansion cabinet.

@Operation
1.

From the Hot Swapping Guide menu, select [Power Supply Unit of Expansion Cabinet].

2. From theExpansion Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.

3. Replace the power supply unit in accordance with the guidance information.
If the redundant PSU is not installed, perform hot system expansion to add the power supply unit
to the expansion cabinet.
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3.6.9 Remote Customer Support System (REMCS) Setup menu

This section describes how to operate the Remote Customer Support System (REMCS) Setup menu.

Service

for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty
period and the contract, contact your Fujitsu sales representative.

Starting Remote Customer Support System (REMCS) Setup menu

@Oper
1.

ation

From the CUI menu, select [Remote Customer Support System (REMCS) Setup].
The Remote Customer Support System (REMCS) Setup menu opens.

Remote Customer Support System (REMCS) Setup menu

1. Software Investigation Information Collection

g:Quit b:Back to previous menu t:Go to top menu h:Help

select(1,q,b, t, h):

From the REMCS Agent menu, select "Software Investigation Information Collection."
Perform operations according to the menu.

- |

See
For information on REMCS Agent, see the following manual:

User's Guide for REMCS
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This Chapter contains information common to all models.

Machine administration provides commands supporting hardware-dependant maintenance tasks for
maintenance of the main unit. Some of these commands cannot be used on some models of the main
unit.
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Overview of commands and availability of contextual menu
The following table shows the main unit model names corresponding to the main units A to H that are
indicated next to the commands listed below.

Main unit Main unit model name

A PRIMEPOWER1

PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R

PRIMEPOWER250/450

PRIMEPOWERG650/850

PRIMEPOWER800/1000/2000, GP7000F model 1000/2000

PRIMEPOWER900/1500/2500

Model for SPARC Enterprise Txxxx series, SPARC T series

ITOMMO|O|®

Model for SPARC Enterprise Mxxxx series

The meanings of the symbols that appear in the "availability of contextual menu" column of the
subsequent table are as follows:

Y : A contextual menu exists.

*1: A contextual menu exists, but some of its functions are slightly different.

*2: A contextual menu exists, but the display of the menu varies depending on the model.

*3: This command is not supported in PRIMEPOWERL.

*4: This command is not supported inPRIMEPOWER900/1500/2500

*5: For details of the commands, see the User's Guide for Machine Administrarion Automatic

power control function (Supplement edition)
N : No contextual menu exists.

The following table outlines each command and the availability of the contextual menu.

Availability of contextual menu

Command name Overview (name) [For information on operation, see: |
A/B C D/F E G H
addevhost (1M) Command for setting the host
name of the administration N N N N N N
LAN
apcscancel (1M) Interrupts power-off by N N N N N N

automatic power control

apcschmod (1M) Sets and displays whether to
use cron for implementation N N N N N N
of automatic power control.

apcsflush (1M) Reflects the system schedule
of each partition on the main N N N N N N
unit.

apcsset (1M) Starts or ends automatic
power control, or sets

. *2,*3 *2 *4
schedule and operation N N *5
. . 3.1.9 3.2.9 3.3.9
information about power
recovery.

checkdev (1M) Command for adding
periodic-monitoring targets

cmdevsnd (1M) System console
communication control N N N N N N
command
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Command name

Overview (name)

Availability of contextual menu
[For information on operation, see: ]

A/B C D/F E G H
diskswap (1M Hot swappable disk
PM) . PP . N N N N N N
display/setting command
hcpversion (1M) Displays HCP version. N N N N N N
hrdconf (1M) Hardware configuration Y Y Y Y Y Y
display command 3.15 3.25 3.35 345 3.55 3.6.5
inst2comp (1M) Physical slot name change
N N N N N N
command
madmin (1M) Machine administration CUI Y Y Y Y Y Y
menu start command 3111 | 3211 | 3311 | 3411 | 3511 | 36.11
nocheckdev (1M) Regular monitoring device
. N N N N N N
exclusion command
ostphp (1M PCI Hot Plug post-processin
postphp (1M) g post-p g N N N N N N
command
rephp (1M PCI Hot Plug pre-processin
prephp (1M) g pre-p 9 N N N N N N
command
rterrlog (1M SCF error log displa Y Y
p g (1M) g display N N N N
command 3.1.76 | 34.7.2
prtmadmlog (1M) Machine administration
. . Y Y Y Y
monitoring log display N N
3175 | 3272 3474 | 3574
command
prtmsglog (1M) Message log display Y Y Y Y Y Y
command 3171 | 3271 | 3371 | 3471 | 3571 | 36.7.1
prtpwrlog (1M) . Y Y *4
Power log display command N N N
3.1.7.10 | 3273 | 3.3.73
remcsmain (1M) Executes registration with the *1 Y *4 *1 *1 N
REMCS Center. 3.1.14 3.2.16 3.3.16 3.4.13 3.5.8
resethardstat (1M) Machine administration
o . *1 *1 *1 *1 *1 *1
monitoring information reset
3.1.6 3.2.6 3.3.6 3.4.6 3.5.6 3.6.6
command
savelogs (1M) Saves the hardware log *1 *1 *1 *1 *1 *1
information. 31712 | 3275 | 3376 | 3475 | 3575 | 36.7.3
scfconsole (1M) . Y
Configures XSCF network
N 3.2.10.1 N N N N
and console.
3.2.10.3
scfhttp (1M) Configures XSCF http Y
. N N N N N
service. 3.2.104
scfmail (1M) . . Y
Configures XSCF mail report. N N N N N
3.2.10.6
scfreset (1M) Y
Reboots XSCF. N N N N N
3.2.10.1
scfshkey (1M) Sets and displays the XSCF
. N N N N N N
shell login keyword.
scfsnmp (1M) Configures XSCF SNMP Y
. N N N N N
service. 3.2.105
scfstat (1M) Displays the various settings Y
N N N N N
of XSCF. 3.2.10
scfuser (1M) Y
Operates XSCF user account. N 32102 N N N N
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Availability of contextual menu
Command name Overview (name) [For information on operation, see: |
A/B C D/F E G H
scslset (1M) System console setting
N N N N N N
command
scslspareset (1M) Automatic redundancy system
. N N N N N N
console setting command
setbattlife (1M) Battery life monitoring Y Y *4 N N N
display/setting command 3.16.1 | 3.26.1 | 336.1
setexrdy (1M) Command for displaying or
setting external power control *3 Y *4 N N N
device EXRDY 3.1.105 | 3.2.12.1 | 3.3.10.5
monitoring-timeout time
setexwait (1M) External equipment wait time *3 Y *4 N N N
display/setting command 3.1.105 | 3.2.12.1 | 3.3.105
setfandly (1M Fan stop delay time
y (M . P . y N N N N N N
display/setting command
setfanlife (1M) Fan life monitoring Y Y N N N N
display/setting command 3.16.2 | 3.26.3
setpwrmode (1M) Interlocking mode setting
N N N N N N
command
setrci (1M) . *3 Y *4
RCl-related setting command N N N
3.1.10 3.2.11 3.4.11
setups (1M) Sets the power recovery time. N N N N N N
updateunitinfo Configuration information
N N N N N N
am) update command

Main unit models and available commands
The following table shows the main unit model names corresponding to main units A to F that are listed in
the command list.

Main unit Main unit model name

A PRIMEPOWER1

PRIMEPOWER?200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R

PRIMEPOWER250/450

PRIMEPOWERG650/850

PRIMEPOWERS800/1000/2000, GP7000F model 1000/2000

PRIMEPOWER900/1500/2500

Model for SPARC Enterprise Txxxx series, SPARC T series

IT|IOMmMmO|O|®

Model for SPARC Enterprise Mxxxx series

The following shows the meaning of symbols that appear in the column for main unit Ato F.

Y : Can be used.

N : Cannot be used.

*1: For details of the commands, see the System Console Software User's Guide.

*2:  For details of the commands, see the User's Guide for Machine Administrarion Automatic
power control function (Supplement edition)
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The following table shows the main unit models and availability of the commands.

Main unit See:
Command name
A B C D E F G H
addevhost (1M) N N N N Y Y N N 41
apcscancel (1M) Y 4.2
N Y Y Y N N N
(*2)
apcschmod (1M) N N Y 4.3
N Y Y Y N
1 | D (*2)
apcsflush (1M) N N Y 44
N Y Y Y N
1 | D (*2)
apcsset (1M) N N Y 45
N Y Y Y N
1) | D (*2)
checkdev (1M) N N N N N N Y Y 4.6
cmdevsnd (1M) N N N N Y Y N N 4.7
diskswap (1M) Y Y Y Y Y Y Y Y 4.8
hcpversion (1M) N N Y Y N N N N 4.9
hrdconf (1M) Y Y Y Y Y Y Y Y 4.10
inst2comp (1M) N N Y Y N Y N Y 411
madmin (1M) Y Y Y Y Y Y Y Y 4.12
nocheckdev (1M) Y Y Y Y Y Y N N 4.13
postphp (1M) N N Y Y N Y N N 4.14
prephp (1M) N N Y Y N Y N N 4.15
prterrlog (1M) Y Y Y Y N N N N 4.16
ptmadmlog (1M) Y Y Y Y Y Y Y N 4.17
prtmsglog (1M) Y Y Y Y Y Y Y Y 4.18
prtpwrlog (1M) Y Y Y Y N N N N 4.19
remcsmain (1M) N N Y Y N N N N 4.20
resethardstat (1M) Y Y Y Y Y Y Y Y 4.21
savelogs (1M) Y Y Y Y Y Y Y Y 4.22
scfconsole (1M) N N Y N N N N N 4.23
scfhttp (1M) N N Y N N N N N 4.24
scfmail (1M) N N Y N N N N N 4.25
scfreset (1M) N N Y N N N N N 4.26
scfshkey (1M) N N Y N N N N N 4.27
scfsnmp (1M) N N Y N N N N N 4.28
scfstat (1M) N N Y N N N N N 4.29
scfuser (1M) N N Y N N N N N 4.30
scslset (1M) N N N N Y Y N N 4.31
scslspareset (1M) N N N N Y Y N N 4.32
setbattlife (1M) Y Y Y Y N N N N 4.33
setexrdy (1M) N Y Y Y N N N N 4.34
setexwait (1M) N Y Y Y N N N N 4.35
setfandly (1M) N N Y N N N N N 4.36
setfanlife (1M) Y Y Y N N N N N 4.37
setpwrmode (1M) N Y Y Y Y N N Y 4.38
setrci (1M) N Y Y Y N N N N 4.39
setups (1M) N Y Y N N N N N 4.40
updateunitinfo (1M) N N Y Y N Y N Y 441

*] For details of the commands,

see the System Console Software User’ s Guide.
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*2  For details of the commands, see the User’ s Guide for Machine Administrarion Automatic

power control function (Supplement edition)

O

MNote
The chgdisk (1M) command must not be used in the command line.
For hot swapping of a disk, use the madmin (1M) command to open the machine administration
menu.

Mote
The command is executable by the root user as long as there is no note.

Imfarmation

— Regarding the "(1M)" notation accompanying the described command names
(1M) indicates that the command is provided for maintenance and management
purposes.
For machine administration, use only the commands for maintenance.
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4.1 addevhost (1M)

Name
addevhost - Command for setting the host name of the administration LAN

Format
fusr/sbin/FISVmadm/addevhost <administration-lan-host-name>

Function
The addevhost command sets the host name of the administration LAN.
For connection with SMC using a setting other than hme0, specify the host name of the
administration LAN using this command.
Specify the host name of the administration LAN in <administration-lan-host-name>.

End status
The end status can be:
0: Normal end
Other than 0:  Error

O

Mote
o If the following message appears on startup of a partition, use this command to specify the host
name of the administration LAN.
My IP is not found.
e Inthe SPARC Enterprise Mxxxx series, information on an I0Boat that does not contain a PCI card
is not displayed.

Related item
scslset (1M), scslspareset (1M)
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4.2 apcscancel (1M)

Name
apcscancel - Interrupts power-off by automatic power control.

Format
lopt/FISVapcs/sbin/apcscancel

Function
The apcscancel command interrupts normal-mode power-off processing in progress.
Power-off processing in normal mode means to start shutdown processing three minutes after the
display of a warning message about power-off.

End status
The end status can be:
0: Normal end
Other than 0:  Abnormal end
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4.3 apcschmod (1M)

Name
apcschmod - Sets and displays whether to use cron for implementation of automatic power
control.

Format
Jopt/FISVapcs/sbin/apcschmod [{cron | daemon}]

Function
The apcschmod command sets whether to use cron for implementation of automatic power control.
The default is "Use cron."
If you select daemon, the system uses the special daemon for automatic power control.
If you omit the option, the current settings are displayed.

Option
If you specify cron, the system uses cron to implement the automatic power control function.
The default is "Use cron."
If you specify daemon, the system uses the daemon provided in the package of automatic power
control, instead of cron, for implementation of the automatic power control function.
If you omit the option, the current settings are displayed.

End status
The end status can be:
0: Normal end
Other than 0:  Abnormal end

313



Chapter 4 Command Reference

4.4 apcsflush (1M)

Name
apcsflush - Reflects the system schedule of each partition on the main unit.

Format
lopt/FISVapcs/shin/apcsflush

Function
The apcsflush command is to be executed on each partition of the main unit. It reflects on the
partition the system schedule set from the system console.
If the power is already being supplied to the main unit when a system schedule is added or deleted,
execute the system schedule reflection command (/opt/FISVapcs/shin/apcsflush) from the console
of each partition.

End status
The end status can be:
0: Normal end
Other than 0:  Abnormal end
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4.5 apcsset (1M)

Name
apcsset - Starts or ends automatic power control, or sets schedule and operation information about
power recovery.

Format
lopt/FISVapcs/sbin/apcsset -S|-T
lopt/FISVapcs/shin/apcsset -I [-f] [-n]
lopt/FISVapcs/shin/apcsset -L [days] [-f]
Jopt/FISVapcs/sbin/apcsset -a {[-s time][-e time -t type]} schedule_date
Jopt/FISVapcs/sbin/apcsset -a -h yymmdd
lopt/FISVapcs/sbin/apcsset -d {[-s time][-e time -t type]} schedule_date
lopt/FISVapcs/sbin/apcsset -d -h yymmdd
Jopt/FISVapcs/sbin/apcsset -d -n num[,num*] [-y]
lopt/FISVapcs/shin/apcsset —D
lopt/FISVapcs/shin/apcsset -P [mode]
Jopt/FISVapcs/shin/apcsset -F [mode [time] ]
lopt/FISVapcs/sbin/apcsset -C

Function
Starts or ends power control according to the set schedule.
Also displays or sets operation information about power recovery.
The automatic power control supplies power to the machine at the specified time (-s time).
This function shuts off the power supply following the specified power-off procedure (-t type) at
the specified time (-e time).
Information about power recovery includes the power recovery mode. The power recovery mode
is for determining the operation on power recovery after power supply to the main unit in
operation has been shut off by a cause such as a power failure.

“2u

See the following manual for information about automatic power control of the GP7000F
M1000/M2000 and PRIMEPOWER 800/1000/2000.
System Console Software User's Guide

Option
The options are:

-S
Starts automatic power control.

-T
Stops automatic power control.

-1 [-f] [-n]
Displays the status (start/stop) of automatic power control and the set schedule
information.
Specifying the -f option displays the year in four digits.
By default, only the last two digits are displayed (ex: 00 for 2000).
Specifying the -n option displays the schedule information together with the item
numbers. These item numbers are used for deletion of schedule information.
The details are described in the explanation of the -d option.

-L days [-f]
Displays the planned execution of automatic power control after the current time.

315



Chapter 4 Command Reference

In days, specify the number of days for which you want to display information.
If you omit days, the system displays the information for seven days.
Specifying the -f option displays the year in four digits.

By default, only the last two digits are displayed (ex: 00 for 2000).

Adds an automatic power control schedule. Adding a schedule after the number
of schedules reaches 1024 results in an error.

Deletes an automatic power control schedule.
There are two ways to specify a schedule to be deleted.
One is to specify the same option (schedule_date) you specified when you added
the schedule.  The other is to use the -n [num] option to specify the item number
of the schedule that was given when you displayed the schedule information by
specifying the -n option. ~ When you specify the -n [num] option, a confirmation
message appears asking whether you really want to delete this schedule.  If you
do not want this confirmation message displayed, specify the -y option.
-D
Deletes all automatic power control schedules that are currently set.
-s time
Specify the power supply time. The format of time is HHMM.
Specify the value of HH within the range of 00 - 23, and MM within the range of
00 - 59.
-e time
Specify the power-off time. The format of time is HHMM.
Specify the value of HH within the range of 00 - 23, and MM within the range of
00 - 59.
-t type
Specify the type of power-off processing. The following two types can be
specified as type.
The default setting is "norm".  Specifying this option without specifying "-e"
results in an error.
norm
Outputs a warning on the display and starts power-off processing three
minutes after such display.
Executing the apcscancel command within these three minutes interrupts
the power-off processing.

“2u

Ses . . . . .
For information on the interruption of power-off processing, see

the explanation of apcscancel(1M).
force
Starts power-off processing immediately.
schedule_date
Sets an automatic power control schedule.
-c yymmdd|mm21dd1-mm2dd2|dd1-dd2
Specify the dates of power-on and power-off for a specified day or days, or
on a monthly basis.
If you specify this, you cannot specify "-w".
yymmdd
Specify the date of power-on or power-off for a specified day.
If -r is specified when the date is specified in this format, an error
occurs.
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mm2ldd1-mm2dd2
Specify the date of power-on or power-off on a daily basis (mm21dd1 -
mm2dd?2).
If -r is specified when the date is specified in this format, an error
occeurs.

dd1-dd2
Specify the date of power-on or power-off on a monthly basis (dd1 -
dd2).
Omitting "-r" makes the system assume a schedule from dd1 to dd2 of
the month when you execute the command.

-w SUN,MON,....
Specify the day of the week when the schedule is executed every week.
Specify the day of the week in the following format.
For this specification, you must specify "-r".
You cannot specify "-c".
- Sunday: SUN orsun
- Monday: MON or mon
- Tuesday: TUE ortue
- Wednesday: WED or wed
- Thursday: THU or thu
- Friday: FRI or fri
- Saturday: SAT or sat
-r mml1-mm2
Specify the month (period) when the schedule is executed.
The system executes the schedule from mm1 to mmz2.
-h yymmdd
Specify the date of a holiday (when power-on/off is not performed).
-F [mode [time] ]
Forcibly shuts off the power supply.
Shutdown processing starts according to the shutdown schedule for automatic
power control. Even if some problem like a hang-up of the operating system
interrupts this processing in progress, the operating system will be shut down.
[mode]
enable
Enables forced power-off.
disable
Disables forced power-off.
The default is "disable™.
[time]
Specify the timeout time in minutes within the range of 10 - 255 (minutes).
The default is 10 minutes.
If you omit the option of [mode [time]], the current settings of forced
power-off are displayed.
-P [mode]
Displays or sets the power recovery mode.
If you do not specify the mode, the system displays the current power recovery
mode.
You can specify one mode out of the following three:
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on
After a power failure occurs and the power supply to the main unit is shut
off during its operation, power is automatically supplied when the power
recovers.
off
After a power failure occurs and the power supply to the main unit is shut
off during its operation, power is not automatically supplied when the
power recovers. You have to supply power manually or by using the
automatic power control function.
auto
Power is automatically supplied when the power recovers within the
operating time period.
The operating time is the period of time between the power-on time and
power-off time specified in the automatic power control schedule.
-C
Copies the settings for automatic power control set on the node where the apcsset
command is executed, to all the other nodes in the cluster system established by
SynfinityCLUSTER.

End status
The end status can be:
Normal end
Error in option specification
No root qualification
Main unit or hardware error
An existing schedule is added again or nonexistent schedule is deleted.
Multiple commands are executed at the same time.
Operation not applicable to the current status (start/stop).
Specified time or date is inconsistent (nonexistent or equivocal).
A schedule is added exceeding 1024.

N RO

b

Maote

e You cannot use this command unless you have root permission.  You cannot execute multiple
commands at the same time, either.

e Toadd or delete a schedule, you have to stop automatic power control.

e If you specify a value not included in the ranges of 00 - 37 and 70 - 99 as yy for yymmdd in the
specification of a schedule, an error results.
If you specify a value from 00 to 37 in yy, the year is in the 2000s.
If you specify a value from 70 to 99 in yy, the year is in the 1900s.
Example: 92 means 1992. 21 means 2021.

o If the date is specified in the yymmdd format, specifying a nonexistent date (February 30, for
example) results in an error.

e If the date is specified in a format other than yymmdd, no error results if the specified month is 01
- 12 and specified date is 01 - 31.

e Schedule setting is implemented only for the existing dates within the specified range.

e On aholiday set by the -h option, all the other schedule settings are ignored and power-on/off is
not performed.

e On adate with specific day settings specified by "-c yymmdd", all schedule settings other than the
setting for holiday and the settings for the specified date are ignored.
Except for holidays, you have to specify either the power-on time or power-off time.
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In countries where daylight saving time is used, there are nonexistent times or equivocal times at
changeover from the standard time to daylight saving time or vice versa. Note this fact, and
carefully specify the power-on time and power-off time to avoid inconsistencies.
You cannot set a schedule before 00:00 on January 1st, 1970 under the standard time. Automatic
power control manages schedules according to the time zone. Therefore, there is a time
difference with the standard time.
Example: If the time zone is "Japan”, 09:00 of January 1st, 1970 is 00:00 of January 1st, 1970
under the standard time.
Be careful with the interval between the power-off time and power-on time.
If the interval is one minute or longer, no error results.
If the interval is less than one minute, an error results and the schedule is ignored.
Set schedules with intervals that are greater than the following value:
Minimum schedule interval = Main unit startup time + Main unit shutdown time
The main unit startup time means the time from the specified power-on time to completion of
starting up the main unit.
The main unit shutdown time means the time from the specified power-off time to actual
power-off.
When you finish schedule setting, use the -L days option to display the planned execution of
automatic power control and verify that the actual operation is in accordance with the settings.
If the main unit has only a single user, power-off by automatic power control is disabled.
Automatic power control does not function when the mode switch on the operator panel of the
processing unit is set to manual (or MAINTENANCE).
If, for any of the reasons below, the system cannot be operated in accordance with the Automatic
Power Control schedule setting for long periods of time, it may not run in accordance with the
schedule even when the Automatic Power Control is in operation.

— the main power was left off for a long period of time

— only the power-off schedule is set, and the main power is normally turned on manually (no

power-on schedule has been set.)

— the system was operated for a long period of time in single user mode
In any of the above cases, restore normal power operation by momentarily stopping the Automatic
Power Control and then starting the system again.
When the UPS is connected with the UPS control interface (UPC) excluding the
PRIMEPOWER250/450, the power recovery mode is effective. In these models, when the UPS is
not connected with the UPS control interface, the power is not supplied regardless of the power
recovery mode when the power recovers.
Power recovery mode
This unit has three power recovery modes, and the operation at power recovery varies with the
power recovery mode set.

1. When the power recovery mode is on
When the power recovers, the power supply reverts to the state before the power failure.
(The following two types are available.)

(a) When a power failure occurs while the system is operating: The power is
supplied when the power recovers.
*1 The fail safe function may inhibit the power to be supplied.

(b) When a power failure occurs while the system is stopped: The power is not
supplied when the power recovers.
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2. When the power recovery mode is off
The power is not supplied when the power recovers. (Use this mode when the power needs
to be supplied manually.)

3. When the power recovery mode is auto

It depends on the other setting (the time for using the unit [operating time]).

(The following two types are available.)
() When the power recovers within the time for using the unit (operating time)
- Regardless of the power state at a power failure, the power is supplied when the
power recovers. (*2)
(b) When the power recovers outside of the time for using the unit (operating time)
- The power is not supplied.

*1 Fail safe function

This function inhibits the power to be automatically supplied when a power failure
occurs and another power failure is detected within a certain time period (power
recovery standby time: 10 seconds). This is for the purpose of server protection, and
it inhibits the automatic power supply at any subsequent power recovery.

*2 With this setting, the power is automatically supplied even if a power failure and
recovery occurs while the system is stopped.
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4.6 checkdev (1M)

Name
checkdev - Periodic monitoring target adding command

Format
Jusr/sbin/FISVmadm/checkdev [ dsp | add device_pathname | del device_pathname | add all | del
all ]

Function
The checkdev command displays, adds, and deletes the monitoring target for the preventive
replacement of disks.
Machine Administration accesses the target disk for preventive monitoring every six hours. If this
access conflicts with the operation of any other application, or if the RAID disk array unit is used,
an application or driver error may occur.
When error occurs in applications or drivers, exclude the disk causing the error from the
monitoring targets.
In addition, if preventive monitoring by Machine Administration is performed during DR/PHP
execution, DR/PHP execution may fail. When the DR/PHP is executed, exclude the disk that is
connected to the DR/PHP target 10U or PCI card from the monitoring target.

Option
The options are:
dsp
Lists the target devices of the periodic monitoring.

add device_pathname
Adds the device to the periodic monitoring target.
Specify the logical device path name in /dev/rdsk for the device_pathname.

del device_pathname
Deletes the device from the periodic monitoring target.
The deleted device is excluded from the targets of subsequent monitoring.
Specify the logical device path name in /dev/rdsk for the device_pathname.

add all
Adds all devices to the periodic monitoring target.

del all
Deletes all devices from the periodic monitoring target.
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Example of use
A) The following shows an example of a target device of periodic monitoring:

# Jusr/sbin/FISVmadm/checkdev dsp
/dev/rdsk/c0t2d0s0
/dev/rdsk/c0t3d0s0

* When there is no data to be displayed

# /usr/shin/FISVmadm/checkdev dsp
No data.

B) The following shows an example of adding a device to the periodic monitoring target.

# [usr/shin/FJSVmadm/checkdev add /dev/rdsk/c0t4d0sO
The device ( /dev/rdsk/c0t4d0s0 ) was added.

* When the same device has already been added

# Irsr/sbin/FISVmadm/checkdev add /dev/rdsk/c0t0d0sO
This device ( /dev/rdsk/c0t0d0s0 ) has already been added.

* When the specified device does not exist

# lusr/sbin/FISVmadm/checkdev add /dev/rdsk/c0t7d0s0

This device ( /dev/rdsk/c0t7d0s0 ) isn't mounted on this server.

illegal argument

usage : /opt/FISVmadm/shin/checkdev [ dsp | add [ "device_name" | "all" ]| del
[ "device_name" | "all"]]

dsp : Display of setting.

add "device_name" : Addition of setting.

add "all" : Addition of all disks' setting.
del "device_name" : Deletion of setting.

del "all" : Deletion of all disks' setting.
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C) The following shows an example of deleting a device from the periodic monitoring target.

# Jusr/shin/FISVmadm/nocheckdev del /dev/rdsk/c0t4d0s0
The device ( /dev/rdsk/c0t4d0s0 ) wad deleted.

* When the device to be deleted does not exist

# lusr/sbin/FISVmadm/nocheckdev del /dev/rdsk/c0t0d0s0

This device ( /dev/rdsk/c0t0d0s0 ) isn't added.

illegal argument

usage : /opt/FISVmadm/sbin/checkdev [ dsp | add [ "device_name" | "all" ] | del
[ "device_name" | "all" ]]

dsp : Display of setting.

add "device_name" : Addition of setting.

add "all" : Addition of all disks' setting.
del "device_name™" : Deletion of setting.

del "all" : Deletion of all disks' setting.

D) The following shows an example of adding all disks to the periodic monitoring target.

# lusr/shbin/FISVmadm/checkdev add all

The device ( /dev/rdsk/c0t0d0s0 ) was added.
The device ( /dev/rdsk/c0t1d0s0 ) was added.
The device ( /dev/rdsk/c1t0d0s0 ) was added.
The device ( /dev/rdsk/c2t0d0s0 ) was added.
The device ( /dev/rdsk/c2t1d0s0 ) was added.
The device ( /dev/rdsk/c3t10d0s0 ) was added.
The device ( /dev/rdsk/c10t0d0s0 ) was added.

E) The following shows an example of deleting all devices from the periodic monitoring target.

# lusr/shin/FISVmadm/checkdev del all

The device ( /dev/rdsk/c0t0d0s0 ) wad deleted.
The device ( /dev/rdsk/c0t1d0s0 ) wad deleted.
The device ( /dev/rdsk/c1t0d0s0 ) wad deleted.
The device ( /dev/rdsk/c2t0d0s0 ) wad deleted.
The device ( /dev/rdsk/c2t1d0s0 ) wad deleted.
The device ( /dev/rdsk/c3t10d0s0 ) wad deleted.
The device ( /dev/rdsk/c10t0d0s0 ) wad deleted.

End status
The end status can be:
0: Normal end
Other than 0: Error
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4.7 cmdevsnd (1M)

Name
cmdevsnd - System console communication control command

Format
fusr/sbin/FISVmadm/cmdevsnd —I
Jusr/shin/FISVmadm/cmdevsnd -c 8100

Function
The cmdevsnd command controls the daemon for communication between the system console and
a partition.

Option
The options are:

-i
Initializes the communication settings.

-c 8100
Confirms communication with SMC.
If either ONLINE or OFFLINE is displayed after execution, the communication status is
normal.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.8 diskswap (1M)

Name
diskswap - Hot swappable disk display/setting command

Format
Jusr/shin/FISVmadm/diskswap subcommand

Function
Displays the list of the hot-swappable disks, and adds or deletes disks on the list.

Subcommands
The subcommands are:
- dsp
—  Detail
— add drive_pathname
— del drive_pathname

dsp
Function
Displays the list of hot-swappable disks.
Displays the full path names of the hot-swappable disks on the list.
Nothing is displayed when there is no hot swappable disk.
detail
Function
Displays the detailed list of the hot-swappable disks.
The detailed list contains the following information.
Nothing is displayed when there is no hot swappable disk.
- Full path name of the disk
- Vendor
- Product
- Revision
- Serial No.
add drive_pathname
Function

Adds the disk specified by drive_pathname to the list of hot-swappable disks.
Specify the full path name of the disk in drive_pathname.
del drive_pathname
Function
Deletes the disk specified by drive_pathname from the list of hot-swappable disks.
Specify the full path name of the disk in drive_pathname.

Example of use
The following shows an example of a list of hot-swappable disks.

# Jusr/shin/FISVmadm/diskswap dsp
/dev/rdsk/c0t1d0s0
/dev/rdsk/c0t2d0s0
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The following shows an example of a detailed list of hot-swappable disks.

# lusr/sbin/FISVmadm/diskswap detail

/dev/rdsk/c0t1d0s0:sd1:Vendor: FUJITSU Product: M2954E-512 Revision:
0147 Serial No:

/dev/rdsk/c0t2d0s0:sd2:Vendor: FUJITSU Product: M2952E-512 Revision:
0142 Serial No:

The following shows a case when /dev/rdsk/c0t1d0s0 is added to the list of hot-swappable disks.

# Jusr/sbin/FISVmadm/diskswap add /dev/rdsk/cOt1d0sO

End status
The end status can be:
0: Normal end
1: Error

Related item
chgdisk (1M)
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4.9 hcpversion (1M)

NAME
hcpversion — displays Hardware Control Program (HCP) version information

SYNOPSIS
Jusr/shin/FISVmadm/hcpversion [-v]

AVAILABILITY
The hcpversion command is supported on PRIMEPOWER 250/450/650/850 only.

DESCRIPTION
The hcpversion command displays the total version of Hardware Control Program (HCP).

OPTION
The following option can be specified.

-V
Verbose Mode
Displays individual firmware versions that are included in the total HCP version.

EXAMPLES
Examples shown are from a PRIMEPOWER 450

# usr/sbin/FISVmadm/hcpversion
HCP Total Revision:16.02

# usr/sbin/FISVmadm/hcpversion -v
HCP Total Revision:16.02

XSCF current bank:0

OBP current bank:0

XSCF:04.07.01

RASDB:04.02.01
WEBDATA:03.10.01

OBP:16.01.01

ESFMSG:01.03.01

EXIT STATUS
The end status can be:
0: Success.
Other than 0:  An error occurred.
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4.10 hrdconf (1M)

Name
hrdconf - Hardware configuration display command

Format
Jusr/shin/FISVmadm/hrdconf [-i|-1]

Function
Displays the hardware configuration in tree form.

Option
The options are:
-i
Interactive mode.
Displays a part of the hardware configuration.
Specifying this option displays the top layer of the hardware configuration.
You can change the tree view of the hierarchical hardware configuration by
entering one of the following settings:
Numeral: Displays the specified layer and the lower layers.

h  : Displays the HELP information.

b Displays the higher layers.

t . Displays the top layer of the hardware configuration.
q Quits this mode.

Displays the detailed information.
Displays detailed information about each node of the tree.

Display example
The following shows an example of hardware configuration information.

# lusr/sbin/FISVmadm/hrdconf
GP7000F model 600
CPU
CPU#0
CPU#1
CPU#2
CPU#3
CPU#4
CPU#5
CPU#6
CPU#7
Memory
SLOTAO
SLOTAL
SLOTA2
SLOTA3
SLOTBO
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SLOTB2
SLOTB3
Battery
DiskArray-Battery
DARY-B#0
DARY-B#1
UPS-Battery
UPS-B#0
U2P#0B
ebus0
FloppyO
FlashPROM
SCF
RCI
host(000101ff)
FAN
*E* FAN#0
FAN#10
FAN#11
FAN#12
FAN#13
FAN#14
FAN#15
FAN#16
FAN#17
FAN#18
FAN#19
FAN#1
FAN#20
FAN#21
FAN#22
*E* FAN#2
*E* FAN#3
*E* FAN#4
*E* FAN#5
FAN#6
FAN#7
FAN#8
FAN#9
FEPFAN#0
FEPFAN#1
FEPFAN#2
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FEP
FEP#0
FEP#1
FEP#2
network0
scsi0
disk
tape
sd0
scsil
disk
tape
sd19
U2P#0A
token-ring
U2P#1B
Scsi2
disk
tape
scsi3
disk
tape
pcio
pcil08e,1000
SUNW,hmel
SUNW,isptwo0
pf
U2P#1A
pcil
pcil08e,1000
SUNW,hme2
SUNW,isptwol
U2P#2B
SUNW,m64B0
pf
pcilOee,4013
U2P#2A
pci2
pcil08e,1000
SUNW,hme3
SUNW,isptwo2
U2P#3B
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pcilOee,4013
pcilOee,4013
pcilOee,4013
U2P#3A
pcilOee,4013

End status
The end status can be:
0: Normal end
Other than 0:  Error

O

Note

e Devices that do not have a driver attached may not be displayed.

e If the main unit is the PRIMEPOWER?250/450 and SPARC Enterprise Mxxxx series, the instance
number may not be displayed for a device that does not have a driver attached at startup of the
system.

If this happens, execute the updateunitinfo (M) command after the driver is attached in order to
update the configuration information.

e In SPARC Enterprise M4000//M5000/M8000/M9000, the information of the IOBoat is not
displayed when the PCI card is not installed on the IOBoat.

331



Chapter 4 Command Reference

4.11 inst2comp (1M)

Name
inst2comp - Physical slot name change command

Format
Jusr/shin/FISVmadm/inst2comp inst_name

Function
The inst2comp command displays ap_id based on the adapter driver instance name of the PCI card.
Specify the instance name of the adapter driver in inst_name.

Execution example
To display the name of the PCI physical slot where an adapter controlled by gIm2 ismounted:
example% /usr/shin/FISVmadm/inst2comp glm2
pcipsy1:R0OBO1-PCl#slot01

End status
The end status can be:
0: Normal end
1. The specified driver instance does not exist.
Other than 0 and 1:  Another type of error
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4.12 madmin (1M)

Name
madmin - Machine administration CUI menu start command

Format
fusr/sbin/FISVmadm/madmin

Function
Starts the CUI menu of machine administration.

End status
The end status can be:
0: Normal end
Other than 0:  Error

b

Mate
e The following users of this command are executable.
»  root
»  the user of the cemainte group
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4.13 nocheckdev (1M)

Name
nocheckdev - Regular monitoring device exclusion command

Format
Jusr/sbin/FISVmadm/nocheckdev [ dsp | add device_pathname | del device_pathname ]

Function
Displays, registers, or deletes devices to which regular device access is suppressed due to the
execution of preventive replacement monitoring and cleaning monitoring.

Option
The options are:

dsp
Displays the list of devices for which regular monitoring is surpressed.

add device_pathname
Registers a device as a device for which regular monitoring is to be surpressed.
In device_pathname, specify a logical device path name under /dev/rdsk or
/dev/rmt.
Specify a device as the tape unit (/dev/rmt/subordinate-device), using only
numerals (Example: /dev/rmt/0).

del device_pathname
Deletes a device that was set as device for which regular monitoring is to be
suppressed. The deleted device will be excluded from the devices for which
regular monitoring is to be suppressed from the next time monitoring takes place.
In device_pathname, specify a logical device path name in /dev/rdsk or /dev/rmt.
Specify a device as the tape unit (/dev/rmt/subordinate-device), using only
numerals (Example: /dev/rmt/0).

Example of use
A} The following shows the devices for which regular monitoring is to be surpressed.

# lusr/sbin/FISVmadm/nocheckdev dsp
/dev/rdsk/c0t2d0s0

/dev/rdsk/c0t3d0s0

/dev/rmt/5

—  When there is no data for display:

# /usr/shin/FISVmadm/nocheckdev dsp
No data.

B} The following shows an example case where a device is registered as a device for which
regular monitoring is to be surpressed.

# lusr/shin/FISVmadm/nocheckdev add /dev/rdsk/c0t4d0s0
The device ( /dev/rdsk/c0t4d0s0 ) was added.

—  When the same device is already registered:

# lusr/sbin/FISVmadm/nocheckdev add /dev/rdsk/c0t0d0sO
This device ( /dev/rdsk/c0t0d0s0 ) has already been added.
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—  When the specified device does not exist:

# lusr/shin/FISVmadm/nocheckdev add /dev/rdsk/c0t7d0s0

This device ( /dev/rdsk/c0t7d0s0 ) isn't mounted on this server.

illegal argument

usage : nocheckdev [ dsp | add "device_name" | del "device_name" ]
dsp :
dsp Deletion of setting.
add : Deletion of setting.

del : Deletion of setting.

—  When the specified tape unit is not specified with only numerals:

# lusr/sbin/FISVmadm/nocheckdev add /dev/rmt/On

This tape device (/dev/rmt/On ) is incorrect.

illegal argument

usage : nocheckdev [ dsp | add "device_name" | del "device_name" ]
dsp :
dsp Deletion of setting.
add : Deletion of setting.

del : Deletion of setting.

C} The following shows an example case where a device for which regular monitoring is to be
surpressed is deleted.

# Jusr/shin/FISVmadm/nocheckdev del /dev/rdsk/c0t4d0s0
The device ( /dev/rdsk/c0t4d0s0 ) wad deleted.

— When the specified device is not registered as a device for which monitoring is to be
surpressed:

# Jusr/shin/FISVmadm/nocheckdev del /dev/rdsk/c0t0d0s0
This device ( /dev/rdsk/c0t0d0s0 ) isn't added.

illegal argument

usage : nocheckdev [ dsp | add "device_name" | del "device_name" ]
dsp :
dsp Deletion of setting.
add : Deletion of setting.

del : Deletion of setting.
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—  When the specified tape unit is not a device specified using only numerals:

# lusr/sbin/FISVmadm/nocheckdev del /dev/rmt/On

This tape device ( /dev/rmt/On ) is incorrect.

illegal argument

usage : nocheckdev [ dsp | add "device_name" | del "device_name" ]
dsp :

dsp Deletion of setting.
add : Deletion of setting.

del : Deletion of setting.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.14 postphp (1M)

Name
postphp - PCI Hot Plug post-processing command

Format
Jusr/shin/FISVmadm/postphp

Function
The postphp command performs the following processing after operation of PCI Hot Plug:
- Restarts the hardware failure monitoring function stopped by the prephp command.
- Reconstructs the hardware configuration database maintained by machine administration.
- Restarts picld(1M).

End status
The end status can be:
0: Normal end
Other than 0:  Error
When an error occurs, execute this command again.

b

Hiote
e  Always execute this command after unmounting or installing a PCI card.
If this command is not executed, the failure monitoring and reporting functions thereafter will not
operate normally.
e Executing this command restarts picld(1M). During restart processing, operations of applications
using the Platform Information and Control Library (PICL) may be suspended.
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4.15 prephp (1M)

Name
prephp - PCI Hot Plug pre-processing command

Format
Jusr/shin/FISVmadm/prephp

Function
The prephp command stops daemon processing when PCI Hot Plug is being performed.
The prephp command stops the following function:
— Hardware error monitoring function

End status
The end status can be:
0: Normal end
Other than 0:  Error
When an error occurs, execute this command again.

b

Hiote
e Always execute this command before unmounting or installing a PCI card.
Otherwise, unmounting or installation processing may fail.

e Executing this command restarts picld(1M). During restart processing, operations of applications
using the Platform Information and Control Library (PICL) may be suspended.
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4.16 prterrlog (1M)

Name
prterrlog - SCF error log display command

Format
Jusr/sbin/FISVmadm/prterrlog [-i] [-e error_code] [-f file[-m model]] [-g] [-r] [-s] [-t type ] [-X]
[-A yyyymmdd[HHMM]] [-B yyyymmdd[HHMM]] [ -S HHMM] [-E HHMM]

Function
The prterrlog command displays the SCF error log of hardware errors detected by the main unit.

Option
The options are:

-i
Displays the error log without updating the SCF error log information.

-e error_code
Displays the record of the specified error_code.
For error_code, specify a hexadecimal number such as 0x06040001.
To specify multiple error codes, write them in the form [-e error_code -e
error_code].

-f file
Displays the specified file as an SCF error log file.
Do not update the SCF error log file before you display it.

-m model
Specify the model code of the host.
This option is useful for editing an SCF error log recorded on a different main unit.
If this option is not specified, the system edits the log according to the model of
the main unit and displays it.

The time at which the log is stored in GMT is displayed.
Information is displayed in reverse chronological order.

Displays the following information in the one-line-one-event form.
—  Event number
- Type
— Time when the log was stored.
—  Error code or component

-t type
The following table shows the log types that can be specified.
type Displayed item
E Device or environment error detected by SCF.
H Watchdog monitoring error
R Error detected by OBP/POST
-X

Dump data is displayed in hexadecimal form.

339



Chapter 4 Command Reference

-A yyyymmdd[HHMM]
Records logged since the date specified in yyyymmdd are displayed.
In cases where HHMM is specified, records logged since the time specified in
HHMM of the day specified in  yyyymmdd are displayed.

-B yyyymmdd[HHMM]
Records logged prior to the date specified in yyyymmdd are displayed.
In cases where HHMM is specified, records logged prior to the time specified in
HHMM of the day specified in yyyymmdd are displayed.

-S HHMM
Displays the records logged from the time specified in HHMM through 23:59.
If -E is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

-E HHMM
Records logged from 00:00 until the time specified in HHMM are displayed.
If -S is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

Displayed item
The following information is displayed:
Type
Log type.
ID
Version number of the device.
This is displayed in an SCF error log (including Watchdog).
\ersion
Version information about SCF, OBP, and POST.
Date
Date when the error occurred.
Error code
Error code.
Component
Displayed for an OBP/POST log (POST detection).
Information
Detailed information.
Displayed in ASCII for an OBP/POST log (OBP detection).
In other logs, this is displayed in a hexadecimal dump.
Memory Configuration
Memory configuration information.
Displayed in an OBP/POST log (POST detection) for a memory configuration
error.

Display example
- The following is an example of an SCF error log (SCF detection in type E).

Type : SCF(E)

1D (hex) : 00

\ersion : C

Date : Nov 16 18:29:39 1998

Error code . fanwarning (0x06110002)

Information (hex) : 4001 0000 0000 0000 0000 0000 0000 0000

340



4.16 prterrlog (1M)

0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000

- The following is an example of an SCF error log (SCF detection in type H (Watchdog)).

Type : SYSTEM-WATCH(H)

1D (hex) : 00

\ersion : D1

Date : Nov 16 18:29:39 1998
Error code . power-on check error  (0xf0000001)

Information (hex) : 0000 0000 0000 0000 0000 0000 0080 0080
0000 0000 0000 0000 0000 0000 0000 0000
0000 c6¢0 0002 6df8 0000 0010 0000 0001

- The following is an example of an OBP/POST log (POST detection).

Type : BPROM(R)

\ersion . A(0119)

Date : Nov 16 18:29:39 1998
Error code (hex) . 15250029

Component : SCSI#0

Information (hex) : 0000 01fe 0000 a800  cf00 0000 0000 fcOO
Cf01 0000 0000 fcO0 0001 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000

- The following is an example of an OBP/POST log (OBP detection).

Type : BPROM(R)

\ersion . A(0b01)

Date : Nov 16 18:29:39 1998
Error code (hex) : 00000000

Information  Setting NVRAM parameters to default values.

- The following is an example of an OBP/POST error log (POST detection of memory
configuration error).

Type : BPROM(R)

Version : A(0119)

Date : Nov 16 18:29:39 1998
Error code (hex) : 112100al1

Component : Mem Config error

Memory Configuration

00-SLOTO =512MB 00-SLOT1 = 512MB 00-SLOT2 = 256MB 00-SLOT3 = 512MB
00-SLOT4 = 64MB 00-SLOTS = 64MB 00-SLOT6 = 64MB 00-SLOT7 =512MB
00-SLOT8 = 256MB 00-SLOT9 = 512MB 00-SLOT10= 256MB 00-SLOT11= 256MB
00-SLOT12= 64MB 00-SLOT13=512MB 00-SLOT14=512MB 00-SLOT15= 512MB
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01-SLOTO =----  01-SLOT1=---- 01-SLOT2 =----  01-SLOT3 =----
01-SLOT4 =----  01-SLOT5=----  01-SLOT6 =----  01-SLOT7 =----
01-SLOT8 =----  01-SLOT9 =----  01-SLOT10=----  01-SLOT11=----
01-SLOT12=---- 01-SLOT13=---- 01-SLOT14=---- 01-SLOT15=----

Information (hex) : 2020 1020 04040 0420 1020 1010 0420 2020
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000

Example of use
To show the detailed information in an SCF error log in order of occurrence:

| # lusr/sbin/FJSVmadm/prterrlog | more

To show the detailed information in an SCF error log in reverse chronological order:

| # Jusr/sbin/FISVmadm/prterrlog -r | more

To show the detailed information in an SCF error log /tmp/scferrlogl in order of occurrence:

| # /usr/sbin/FISVmadm/prterrlog -f /tmp/scferrlogl | more

To display an SCF error log in the one-line-one-event form.

| # lusr/sbin/FJISVmadm/prterrlog -s | more

To display the time when the log was stored in GMT:

| # /usr/sbin/FISVmadm/prterrlog -g | more

End status
The end status can be:
0: Normal end
Other than 0:  Error

File
Ivar/opt/FISVhwr/scferrlog

Related item
scferrlog (1M)
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4.17 prtmadmlog (1M)

Name
prtmadmlog - Machine administration monitoring log display command

Format
Jusr/sbin/FISVmadm/prtmadmlog [-f file] [-r] [-s string [-s string [-a]]] [ -A
yyyymmdd[HHMMSS]] [-B yyyymmdd[HHMMSS]] [ -S HHMMSS] [ -E HHMMSS]

Function
The prtmadmlog command displays the hardware monitoring log collected by machine
administration.

Option
The options are:

- file
The specified file is displayed as a machine administration monitoring log file.

-r
Information is displayed in reverse chronological order.

-s string
The line that has the specified string is displayed.
To specify multiple strings, write as -s string -s string.
To display multiple strings in an AND operation, write as -s string -s string -a.
If you do not specify -a, the system displays multiple strings in an OR operation.

-Ayyyymmdd[HHMM]
The information logged since the date specified in yyyymmadd is displayed.
In cases where HHMMSS s specified, records logged since the time specified in
HHMMSS of the day specified in  yyyymmadd are displayed.

-B yyyymmdd[HHMMSS]
The information logged prior to the date specified in yyyymmdd are displayed.
In cases where HHMMSS is specified, records logged prior to the time specified
in HHMMSS of the day specified in yyyymmdd are displayed.

-S HHMMSS
Records logged from the time specified in HHMMSS until 23:59:59 are displayed.
If -E is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

-E HHMMSS
Records logged from 00:00:00 until the time specified in HHMMSS are displayed.
If -S is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

Display example
The following example shows a log displayed in reverse chronological order:

# Jusr/shin/FISVmadm/prtmadmlog -r

Oct 6 13:41:11 1998 FISVmadm INFO: set root's 1(1) root
Oct 6 13:35:35 1998 FISVmadm INFO: set root's 2(2)

Oct 3 14:08:35 1998 last message repeated 1 time

Example of use
The message log is displayed in chronological order.
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| # /usr/sbin/FISVmadm/prtmadmlog | more

The message log is displayed in reverse chronological order.

| # lusr/sbin/FISVmadm/prtmadmlog -r | more

Information including the string "WARNING" is displayed.

|# {usr/sbin/FISVmadm/prtmadmlog -s "WARNING" | more

End status
The end status can be:
0: Normal end
1: Error

File
Ivar/opt/FISVmadm/log/madmlog
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4.18 prtmsglog (1M)

Name
prtmsglog - Message log display command

Format
Jusr/sbin/FISVmadm/prtmsglog [ -f file ] [-r] [ -s string [ -s string [-a]]] [ -A mmdd[HHMMSS]]
[-B mmdd[HHMMSS]] [ -S HHMMSS] [ -E HHMMSS]

Function
The prtmsglog command displays the message log information captured by the operating system.
If the message spans more than one line, the part from the line head to the first colon (:) after the
time stamp shall be regarded as one message.

Option
The options are:

-f file
Displays the message log file of the specified file.

-r
Information is displayed in reverse chronological order.

-s string
The line that has the specified string is displayed.
To specify multiple strings, write as -s string -s string.
To display multiple strings in an AND operation, write as -s string -s string -a.
If you do not specify -a, the system displays multiple strings in an OR operation.

-A mmdd[HHMMSS]
Records logged since the date specified in mmdd are displayed.
In cases where HHMMSS s specified, records logged since the time specified in
HHMMSS of the day specified in mmdd are displayed.

-B mmdd[HHMMSS]
Records logged prior to the date specified in mmdd are displayed.
In cases where HHMMSS s specified, records logged prior to the time specified
in HHMMSS of the day specified in mmdd are displayed.

-S HHMMSS
Records logged from the time specified in HHMMSS until 23:59:59 are displayed.
If -E is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

-E HHMMSS
Records logged from 00:00:00 until the time specified in HHMMSS are displayed.
If -S is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

Display example
The following example shows a log displayed in reverse chronological order:

# Jusr/shin/FISVmadm/prtmsglog -r

Oct 7 15:52:41 champO0 unix: WARNING: FJSVscf: cmd buffer full, (10) times repeated
Oct 7 15:52:40 champO last message repeated 1 time

Oct 7 15:52:40 champO unix: WARNING: FJSVscf: scf cmd (0x51) incomplete

Oct 6 12:52:40 champO unix: WARNING: $Q: cannot send command due to SCF busy.
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Example of use
The message log is displayed in chronological order.

| # lusr/sbin/FISVmadm/prtmsglog | more

The message log is displayed in reverse chronological order.

| # /usr/sbin/FISVmadm/prtmsglog -r | more

Information including the string "WARNING" is displayed.

| # /usr/sbin/FISVmadm/prtmsglog -s "WARNING" | more

End status
The end status can be:
0: Normal end
1: Error

File
/var/adm/messages
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4.19 prtpwrlog (1M)

Name

prtpwrlog - Power log display command

Format
Jusr/shbin/FISVmadm/prtpwrlog [ -f file ] [-g] [-r] [-X] [-X] [ -A yyyymmdd[HHMM]] [-B
yyyymmdd[HHMM]] [ -S HHMM] [ -E HHMM]

Function
The prtpwrlog command displays a power log in which power-on/off times and factor information
are stored.

Option
The options are:

- file
Displays the specified file as a power log file.
-9
The time at which the log is stored in GMT is displayed.
-r
Information is displayed in reverse chronological order.
-X
Dump data is displayed in hexadecimal form.
-X
Displays the status and factor codes in hexadecimal format.
-Ayyyymmdd[HHMM]
Records logged since the date specified in yyyymmdd are displayed.
In cases where HHMM is specified, records logged since the time specified in
HHMM of the day specified in  yyyymmdd are displayed.
-B yyyymmdd[HHMM]
Records logged prior to the date specified in yyyymmdd are displayed.
In cases where HHMM is specified, records logged prior to the time specified in
HHMM of the day specified in yyyymmdd are displayed.
-S HHMM
Records logged from the time specified in HHMM until 23:59 are displayed.
If -E is specified, records logged from the time specified with -S until the time
specified with -E are displayed.
-E HHMM
Records logged from 00:00 until the time specified in HHMM are displayed.
If -S is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

Displayed item
The following information is displayed:

Status
Status
Factor
Factor
Date
Time when the log was stored
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Display example
- The following example shows a log displayed in reverse chronological order:

# lusr/sbin/FISVmadm/prtpwrlog -r
No. Date Status / Factor

1.0Oct 609:23:551998  System reset, from panel reset
Except power on/off

2.0ct 310:16:051998  System reset, from panel reset
Except power on/off

3.0ct 119:58:48 1998  System reset, from panel reset
Except power on/off

- The following example shows the display in GMT of the time when a log was stored.

# /usr/sbin/FISVmadm/prtpwrlog -g
No. Date Status / Factor
1.0ct 109:51:00 1998 GMT System reset, from panel reset
Except power on/off
2.0ct 110:58:48 1998 GMT System reset, from panel reset
Except power on/off
3.0ct 301:16:05 1998 GMT System reset, from panel reset

Except power on/off

- The following example shows the unedited status and factor display in hexadecimal format.

# Jusr/sbin/FISVmadm/prtpwrlog -X
No. Date Status Factor
1.Oct 119:58:48 1998 0x20 0x00
2.0ct 310:16:05 1998 0x20 0x00
3.0ct 609:23:55 1998 0x20 0x00

Example of use
To display the power log in chronological order:

| # /usr/shin/FISVmadm/prtpwrlog | more

To display the power log in reverse chronological order:

| # Jusr/sbin/FISVmadm/prtpwrlog -r | more

To display in GMT the time when the log was stored:

| # /usr/sbin/FISVmadm/prtpwrlog -g | more

To display the statuses and factor codes in hexadecimal format:

# /usr/sbin/FISVmadm/prtpwrlog -X | more

End status
The end status can be:
0: Normal end
1. Error
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File
Ivar/opt/FISVhwr/scfpwrlog (PW-T, PW-U)
Ivar/opt/FISVmadm/log/PN0O0/pwr.log (PW-P, PW-CM)

Related item
scfpwrlog (1M)
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4.20 remcsmain (1M)

Name
remcsmain - Executes registration with the REMCS Center.

Format
fusr/sbin/FISVmadm/remcsmain

Function
Executes registration with the REMCS Center.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.21 resethardstat (1M)

Name
resethardstat - Machine administration information reset command

Format
Jusr/sbin/FJISVmadm/resethardstat unithame [-d]

Function
The resethardstat command resets or deletes monitoring information maintained by machine
administration.
If you replace a device, use this command to reset the monitoring information.
If you unmount a device, use this command to delete the monitoring information.

Option
The options are:
unitname
Specify the unit name.
For the unit name, specify a name such as SLOT1, sd0, FAN#O, etc.
Only one unit name can be specified.
A battery name cannot be specified because its life setting has to be made.

Deletes monitoring information.

Example of use
The following is an example of resetting sd0 information.

# [usr/shin/FJISVmadm/resethardstat sdO

End status
The end status can be:
0: Normal end
Other than 0:  Error

Related item
setbattlife (1M), setfanlife (1M)
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4.22 savelogs (1M)

Name

savelogs - Saves the hardware log information.

Format

Jusr/shin/FISVmadm/savelogs [-o0] [filename]
Jusr/sbin/FISVmadm/savelogs -m[o] [-R root_path] [directory]
Jusr/shin/FISVmadm/savelogs -r [-R root_path] [directory]

Function

The savelogs command collects and saves hardware information together as data for investigation
when a hardware failure occurs. A file is made in the tar format and compressed.
The logs to be saved are:

— SCF error log file (including OBP/POST log)
— Power log file

—  Output of the fjprtdiag or prtdiag command
— Message log file

—  Output of the prtconf command

— Watchdog log file

— Haltlog file

— Machine administration monitoring log

The savelogs command starts the scferrlog command, updates the SCF error log information, and
then saves the information.

Option

The options are:
filename

Specify the name of the file you want to save the collected information in. If no
name is specified, the system saves the information in a file with the following file
name:

Ivar/opt/FISVmadm/tmp/FISVmadmlogs.tar.Z

directory

Specify the directory to save the collected information to or the directory of the
restore source.

If no directory is specified, the system uses the following directory:
Ivar/opt/FISVmadm/tmp

Saves the monitoring and setting information for machine administration and
remote support.

Unconditionally overwrites a storage file, if the storage file name exists.
The file is not overwritten by default.

Restores the monitoring and setting information for machine administration and
remote support.

If the specified directory does not contain the storage file with the monitoring and
setting information for machine administration and remote support, an abnormal
end results.

-R root_path

Specify the full path name of the directory to use in root_path.
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Machine administration saves or restores monitoring and setting information in
the boot environment mounted in root_path.

Example of use
The following is an example of saving data in the file used by default.

| # lusr/shin/FISVmadm/savelogs |

The following is an example of saving data in a file named /tmp/abc001.

| # Jusr/sbin/FISVmadm/savelogs /tmp/abc001 |

End status
The end status can be:
0: Normal end
Other than 0:  Error

Related item
scferrlog (1M), prtconf (1M), fjprtdiag (1M), or prtdiag (1M)
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4.23 scfconsole (1M)

Name
scfconsole — configures XSCF network and console

Format
Jusr/shin/FISVmadm/scfconsole inet ip-address mask subnet-mask gateway gateway-address
Jusr/shin/FISVmadm/scfconsole hostname hostname
Jusr/sbin/FISVmadm/scfconsole dns {-jnameserver-address}
Jusr/shin/FISVmadm/scfconsole set {serial|lan}
Jusr/shin/FISVmadm/scfconsole port [RW {enable|disable}] [RO {enable|disable}] [SCF
{enable|disable}]
Jusr/shin/FISVmadm/scfconsole timeout {enable [time=min]|disable}

Function
The scfconsole configures the XSCF network and console. The scfconsole actions are controlled
by the subcommand argument.

Subcommands
The following subcommands are supported:

inet ip-address mask subnet-mask gateway gateway-address
Configures the XSCF network. The ip-address specifies Internet Protocol address
of XSCF. The subnet-mask specifies the subnet mask of XSCF. The
gateway-address specifies the default gateway address of XSCF.
The network settings specified by this command becomes effective after executing
the reboot of XSCF by scfreset(1M).

hostname hostname
Specifies the hostname of XSCF to hostname. The name of full domain name
(FQDN) form within 63 characters can be specified for hostname.
The hostname specified by this command becomes effective after executing the
reboot of XSCF by scfreset(1M).

dns nameserver-address1[,nameserver-address2]
Specifies the DNS server used with XSCF to hameserver-address1 and
nameserver-address2. IP address of the nameserver is specified for
nameserver-addressl and nameserver-address?2.
The DNS servers specified by this command becomes effective after executing the
reboot of XSCF by scfreset(1M).

set {serial|lan}
Changes the output destination of OS console. When serial is specified, OS
console is output to the serial port. When lan is specified, OS console is output to
XSCF-LAN.
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port [RW {enable|disable}] [RO {enable|disable}] [SCF {enable|disable}]
Changes the availability of the connection port to XSCF.
RW changes the setting of the read/write port of OS console. RO changes the
setting of read-only port of OS console. SCF changes the setting of SCF shell port.
The "enable" enables the port, and "disable" disables the port.

timeout { enable [time=min]|disable}
Configures the automatic logout time-out of the XSCF shell.
If enable is specified, the automatic logout time-out becomes effective. The
time-out time is specified with min.
If disable is specified, the automatic logout time-out becomes invalid.

End status
The scfconsole command exits with one of the following values:
0: Success.
Other than 0:  An error occurred.
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4.24 scfthttp (1M)

Name
scfhttp — configures XSCF http service

Format
Jusr/shin/FISVmadm/scfhttp {ro|rw|disable}
Jusr/sbin/FISVmadm/scthttp locale {Clja}
Jusr/sbin/FISVmadm/scthttp page {text|graphic}
Jusr/sbin/FISVmadm/scthttp access {-|ip-addresses}

Function
The scfhttp configures the XSCF http service. The scfhttp actions are controlled by the
subcommand argument.

Subcommands
The following subcommands are supported:

{rojrwl|disable}
Changes the availability and mode of the http service.
If ro is specified, the http service is enabled and becomes the read-only mode.
If rw is specified, the http service is enabled and becomes read/write mode.
If disable is specified, the http function is disabled.

locale {C|ja}
Specifies the locales used by the http service by either of C or ja.

page {text|graphic}
Specifies the Web page display mode. If text is specified, the page becomes be
displayed only by the text. If graphic is specified, the page becomes be displayed
by contains the images.

access {-|ip-addresses}
Configures the IP address of the hosts who permits the http access. The addresses
up to 16 can be specified for ip-addresses by separated with the comma. When "-"
is specified, the setting of present is cleared.

End status
The scfhttp command exits with one of the following values:
0: Success.
Other than 0:  An error occurred.
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4.25 scfmail (1M)

NAME
scfmail — configures XSCF mail report

SYNOPSIS
Jusr/shin/FISVmadm/scfmail {enable|disable}
Jusr/shin/FISVmadm/scfmail server server-namel[,server-name2] rootaddr to-address fromaddr
from-address
Jusr/shin/FISVmadm/scfmail pop pop-server:pop-user:pop-passwd[:waiting-time]]
Jusr/shin/FISVmadm/scfmail test

DESCRIPTION
The scfmail configures the XSCF mail report. The scfmail actions are controlled by the
subcommand argument.

SUBCOMMANDS
The following subcommands are supported:

{enable|disable}
Changes the availability of the XSCF mail report.
If enable is specified, the mail report function is enabled.
If disable is specified, the mail report function is disabled.

server server-namel[,server-name2] rootaddr to-address fromaddr from-address
Specifies the SMTP server and e-mail addresses used for the mail report.
The SMTP server name or IP address is specified for server-namel and server-name2.
The to-address specifies the destination e-mail address. The e-mail address should be
specified in the form of "user@domain”. To use two or more addresses for a destination,
specify the addresses delimited by the comma. Up to 8 addresses can be specified for the
destination.
The from-address specifies the sender address of the e-mail. The specified address is used
as a "From" value of e-mail header.

pop pop-server:pop-user:pop-passwd[:waiting-time]]
Configures the POP before SMTP authentication of mail report. When the POP before
SMTP authentication is not used, this subcommand need not be used.
The pop-server specifies the server of POP authentication. The pop-user specifies the
username for POP authentication. The pop-passwd specifies the password of POP
authentication. The waiting-time specifies the transmission waiting time after the
authentication of POP. Waiting time is specified by the value of each millisecond of 500
carving from 500 to 127500.

test
Executes the test mail transmission.
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EXIT STATUS
The scfmail command exits with one of the following values:
0 Success.
>0 An error occurred.

NOTES
Please confirm e-mail sending can be correctly done by using the "test" subcommand whenever
the setting of the report is changed by this command.
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4.26 scfreset (1M)

Name
scfreset — reboots XSCF

Format
Jusr/shin/FISVmadm/scfreset

Function
The scfreset reboots the XSCF.

Execute the scfreset to reflect the setting by the scfconsole(1M).

End status
The scfreset command exits with one of the following values:
0: Success.
Other than 0:  An error occurred.
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4.27 scfshkey (1M)

Name
scfshkey - Sets and displays the XSCF shell login keyword.

Format
Jusr/shin/FISVmadm/scfshkey
Jusr/shin/FISVmadm/scfshkey set keyword

Function
Displays and sets the keyword to be input when control is transferred from the standard console to
the XSCF shell.

Option
The options are:
set keyword
Sets a new keyword.
Specify keyword with an alphanumeric character string having one to seven
characters.
If you omit the option, the currently set keyword is displayed.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.28 scfsnmp (1M)

Name
scfsnmp — configures XSCF SNMP service

Format
Jusr/sbin/FISVmadm/scfsnmp {enable|disable}
Jusr/sbin/FISVmadm/scfsnmp [syscontact admin_name] [sysname sys_name] [syslocation
location]
Jusr/shin/FISVmadm/scfsnmp setcommunity community [manager address] [access {RW|RO}]
[trap {enable|disable}]
Jusr/sbin/FISVmadm/scfsnmp rmcommunity community

Function
The scfsnmp configures the XSCF SNMP service. The scfsnmp actions are controlled by the
subcommand argument.

Subcommands
The following subcommands are supported:

{enable|disable}
Changes the availability of the XSCF SNMP service.
If enable is specified, the SNMP function is enabled.
If disable is specified, the SNMP function is disabled.

[syscontact admin_name] [sysname sys_name] [syslocation location]
Specifies the manager name used with SNMP by admin_name. The alphanumeric
character within 15 characters can be used for admin_name.
Specifies the system name used with SNMP by sys_name. The alphanumeric
character within 15 characters can be used for sys_name.
Specifies the location name of the site used with SNMP by location. The
alphanumeric character within 15 characters can be used for location.

setcommunity community [manager address] [access {RW|RO}] [trap
{enable|disable}]
Configures the community of SNMP.
Specifies the community name of the SNMP by community. The alphanumeric
character within 11 characters can be used for community.
Specifies the SNMP manager's IP address by address. When 0.0.0.0 is specified,
the access from all the managers is permitted.
Specifies the access mode to the community by access. When RW is specified,
read/write are permitted. When RO is specified, only read is permitted.
Specifies the issue mode of the trap by trap. When enable is specified, the trap
issue becomes effective. When disable is specified, the trap issue is invalidated.
When the SNMP manager address is specified for 0.0.0.0, the trap is not issued
regardless of the setting of the trap issue mode.

rmcommunity community
Deletes the configuration specified with community.
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End status
The scfsnmp command exits with one of the following values:
0: Success.
Other than 0:  An error occurred.
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4.29 scfstat (1M)

Name
scfstat —displays the various settings of XSCF

Format
Jusr/sbin/FISVmadm/scfstat console
Jusr/sbin/FJSVmadm/scfstat user
Jusr/shin/FISVmadm/scfstat http
Jusr/shin/FISVmadm/scfstat snmp
Jusr/sbin/FISVmadm/scfstat mail
Jusr/sbin/FISVmadm/scfstat all

Function
The scfstat displays the various settings of XSCF. The scfstat actions are controlled by the
subcommand argument.

Subcommands
The following subcommands are supported:

console
Displays the present setting of the content set by scfconsole(1M).
Refer to scfconsole(1M) for contents.

user
Displays the present setting of the content set by scfuser(1M).
Refer to scfuser(1M) for contents.

http
Displays the present setting of the content set by scfhttp(1M).
Refer to scfhttp(1M) for contents.

snmp
Displays the present setting of the content set by scfsnmp(1M).
Refer to scfsnmp(1M) for contents.

mail
Displays the present setting of the content set by scfmail(1M).
Refer to scfmail(1M) for contents.

all
All contents displayed by console, user, http, snmp, and the mail subcommands
are displayed.

End status
The scfstat command exits with one of the following values:
0: Success.
Other than 0:  An error occurred.
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4.30 scfuser (1M)

Name
scfuser - operates XSCF user account

Format
Jusr/sbin/FISVmadm/scfuser useradd -g group-name user-name
Jusr/shin/FISVmadm/scfuser userdel user-name
Jusr/sbin/FISVmadm/scfuser passwd user-name
Jusr/shin/FISVmadm/scfuser setpass user-name new-password

Function
The scfuser command adds or deletes the XSCF user account or changes the password of the
XSCF user. The scfuser actions are controlled by the subcommand argument.

Subcommands
The following subcommands are supported:

useradd -g group-name user-name
Adds a new user account to the XSCF for the name specified with user-name. Up
to 8 alpha-numeric characters can be specified for the user-name. The group-name
specifies the group name which the new user belongs to. Specify either "root" or
"others" for the group-name. Up to eight users can be registered in the XSCF.

userdel user-name
Deletes the account associated with the user-name from the XSCF.

passwd user-name
Changes the password of the account for the name specified with user-name. The
scfuser command prompts for the new password twice. The password must be
between 8 and 16 characters in length. Alpha-numeric and graphical characters
can be used in the password.

setpass user-name new-password
Changes the password of the account for the name specified with user-name to
new-password. The new-password must be between 8 and 16 characters in length.
Alpha-numeric and graphical characters can be used in the password.

End status
The scfuser command exits with one of the following values:
0: Success.
Other than 0:  An error occurred.
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4.31 scslset (1M)

Name
scslset - System console setting command

Format
Jusr/sbin/FISVmadm/scslset <system-console-host-name>

Function
The scslset command changes the host name of the system console held by a partition.

2

Sea
When you make a change in the network, see the following manual.

System Console Software User's Guide
Follow the procedure described in Section 4.4 "Changing the Network Settings".
Specify the host name of the system console in <system-console-host-name>.

End status
The end status can be:
0: Normal end
Other than 0:  Error

Related item
scslspareset (1M), addevhost (1M)
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4.32 scslspareset (1M)

Name
scslspareset - Automatic redundancy system console setting command

Format
Jusr/sbin/FISVmadm/scsispareset add <secondary-system-console-host-name>
Jusr/sbin/FISVmadm/scsispareset del

Function
The scslspareset command sets or deletes an automatic redundancy system console.

“au

Sea
When setting an automatic redundancy system console, see the following manual:

Follow the procedure described in Section 4.6 "Installation of Hot Spare SMC Configuration™ of
the System Console Software User's Guide.

Option
The options are:
add secondary-system-console-host-name
Sets an automatic redundancy system console.
Specify the host name of the secondary-system-console.
del
Deletes the set automatic redundancy system console.

End status
The end status can be:
0: Normal end
Other than 0:  Error

Related item
scslset (1M), addevhost (1M)
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4.33 setbattlife (1M)

Name
setbattlife - Battery life monitoring display/setting command

Format
Jusr/sbin/FISVmadm/setbattlife battery_name [yyyymm | -d]

Function
Displays or sets battery life monitoring.

Option
The options are:

battery _name
Specify the battery name.
Specify a UPS battery name in the form of UPS-B#n.
Specify a disk array battery name in the form of DARY-B#n.
n is a battery identification number.
If you specify only a battery name, the system displays the month and year when
the life of the specified battery is due to expire.

yyyymm
Displays the month and year when the life of the specified battery is due to expire.
The life of a battery is the year and month indicated on the label attached to the
battery.
For the following disk array, the year and month indicated on a battery label
indicates the date when the battery was manufactured. Specify the life of the
battery as two years later from the indicated date.

F6403XX

If you remove a battery, specify the battery name, and delete the life monitoring
information using this parameter.

Example of use
The following shows an example of setting the life of UPS-B#2.

# [usr/shin/FJISVmadm/setbattlife UPS-B#2 200312

The following shows the example of displaying the life of UPS-B#0.

# Jusr/shin/FISVmadm/setbattlife UPS-B#0
UPS-B#0 2001/10

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.34 setexrdy (1M)

Name
setexrdy -  Command for displaying or setting external power control device EXRDY

monitoring-timeout time

Format
Jusr/sbin/FISVmadm/setexrdy [rcic_address [tmout]]

Function
Displays or sets the EXRDY monitoring-timeout time.

Option
The options are:

rcic_address
Specify the RCI address of the target external power control device.
If you omit this option, the system displays the settings of all external power
control devices.

tmout
Specify the monitoring-timeout value for EXRDY monitoring.
The monitoring-timeout time shall be a value twenty times the specified value
(seconds).
Specifying 0 disables monitoring.
The range of settings is 0 - 255.

End status
The end status can be:
0: Normal end
Other than 0:  Error

O

MNote
e Setup takes a while to complete because the system is waiting for completion of the setting
process.

368



4.35 setexwait (1M)

4.35 setexwait (1M)

Name
setexwait -  External equipment wait time display/setting command

Format
Jusr/shin/FISVmadm/setexwait [waittime]

Function
Displays or sets the external equipment wait time.

Option
The options are:
waittime
Specify the external equipment wait time.
The unit of the setting is in minutes and the maximum value is 255 minutes.
You must set a value that is longer than the EXRDY monitoring timeout time.
If you omit this option, the system displays the current setting.

End status
The end status can be:
0: Normal end
Other than 0:  Error

O

Note
e Setup takes a while to complete because the system is waiting for completion of the setting
process.
e When the power supply is turned on from the POWER switch of the operation panel, the External
Equipment Wait Time is invalid.
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4.36 setfandly (1M)

Name
setfandly - Fan stop delay time display/setting command

Format
Jusr/shin/FISVmadm/setfandly [time]

Function
Displays or sets the fan stop delay time.
In time, specify the value of the fan stop delay time.
If you omit this setting, the system displays the current setting of the fan stop delay time.
The range of settings is 0 - 255 (minutes).

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.37 setfanlife (1M)

Name

setfanlife - Fan life monitoring display/setting command
Format

Jusr/sbin/FISVmadm/setfanlife fan_name [hours | -i | -d]
Function

Sets fan life monitoring and displays the power-on time.

Option
The options are:

fan_name
Specify the target fan name.
Specify a fan name in the following form:
Fan for the base cabinet: FAN#n
FEP of the base cabinet: FEPFAN#n
Fan for an expansion cabinet: rci-address-FAN#n
FEP for an expansion cabinet: rci-address-FEPFAN#n
n is an identification number.
If you specify only a fan name, the system displays the power-on time of the
specified fan.

hours
Specify the power-on time of the specified fan.
If you replace a fan with a new fan, specify 0.
If you install ESF again, the power-on time of a fan becomes 0.
Before you install the main unit again, set the power-on time.

When you replace a fan, specify the fan name and initialize the monitoring
information using this parameter.

If you remove a fan, specify the fan name and delete the life monitoring
information using this parameter.

Example of use
The following shows an example of setting the power-on time of FAN#0.

# Jusr/shin/FISVmadm/setfanlife FAN#0 0

The following shows an example of the power-on time of FAN#2 installed on a cabinet whose
RCI address is 003001ff.

# [usr/shin/FJISVmadm/setfanlife 003001 ff-FAN#2
003001ff-FAN#2 100 hours

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.38 setpwrmode (1M)

Name
setpwrmode - Interlocking mode setting command

Format
Jusr/sbin/FISVmadm/setpwrmode [mode [enable|disable] | default]

Function
Sets the interlocking mode.
Enables or disables the specified mode.
If you do not specify mode, the system displays all settings.
If you do not specify "enable" or "disable", the system displays the current setting.

Option
The options are:

mode
Specify one mode out of the following. [] indicates the default setting.

RCI information

mode Definition

PONSND Power-on send mode [enable]

PONRCV Power-on receive mode [disable]

POFFSND Power-off send mode [enable]

POFFRCV Power-off receive mode [disable]

EPOSND EPO power-off send mode [disable]

RSTRCV RESET receivable [disable]

FPOSAFE Power-on restraint mode after FPO (forced power-off)

[disable] (supported only by PW-P)

EPC information

mode Definition
EPCPON Power-on instruction receivable [enable]
EPCPOFF Power-off instruction receivable [enable] (not supported
by PW-P)
EPCREIPL REIPL receivable [enable] (not supported by PW-P)
enable
Enables the specified mode.
disable
Disables the specified mode.
default

Retsets all modes to default.

Example of use
The following is an example of current settings.
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# usr/shin/FISVmadm/setpwrmode
PONSND  :disable

PONRCV :disable

POFFSND : disable

POFFRCV : disable

EPOSND :disable

RSTRCV  :disable

EPCPON :enable

EPCPOFF :enable

EPCREIPL : enable

The following is an example of enabling the power-on instruction send mode.
# usr/sbin/FISVmadm/setpwrmode PONSND enable

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.39 setrci (1M)

Name
setrci - RCl-related setting command

Format
Jusr/shin/FISVmadm/setrci subcommand

Function
Makes the hardware settings for a device that requires RCI-related settings.
This command also displays a list of RCI devices that this main unit recognizes.

Subcommands

The subcommands are:
— stat
— init
— sethost_no
— mainte
— initconfig
- config

The init and set subcommands are not supported by PRIMEPOWER?250/450/650/850.

stat
Function
Displays the RCI status of the main unit and the addresses and the statuses of the
devices connected to the RCI.
Displayed item
The following information is displayed as the RCI information for the main unit.

RCI address
The RCI address of the main unit.
Status
The RCI status. The messages corresponding to the individual status are:
Active : RCl is active.
Mainte :RCl is in maintenance mode.
Configuring . The RCI network is being constructed.
ConfigError(reason) : RCI network construction error.

In (reason), one of the following reasons is displayed.

Reason Reason for the status

"Self Host Address Conflict” Local address duplication error

"Host Address Contradict™ Host number or host address inconsistency
"RCI Address Contradict" RCI address inconsistency

"Can't assign new Address" New registration unacceptable

"Error in Configuring" Error in incorporation

"Self configuration RCI Address Locally constructed RCI address

Conflict" duplication error

"RCI Hardware Error" RCI hardware error
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The following information is displayed for each RCI-connected unit.

Address: RCI Address
Use this information to specify a device for hot swapping of fans or power
supply units.
Pwr:  Power supply status
Status Definition
ON Power-on status
OFF Power-off state
Alm:  Alarm out status
Status Definition
ALM Alarm out status
- No alarm
I/F: Interface status
Status Definition
ACT Active status
INACT Inactive status
sys-phase:  OS status
Status Definition
power-off Power-off state
panic Panic status
shdwn-start Shutting down
shdwn-cmplt Shutdown completed
dump-cmplt Dump completed
OBP/POST Initial diagnosis in progress
booting Booting
running Running
Ctgry: Category
Category Definition
host Main unit
rcic External power supply unit
disk Disk unit
Insw Line switch
other Other device
dev-cls:  device class
Four digits in hexadecimal format.
sub-cls:  subclass
Two digits in hexadecimal format.
tm-out:  Monitoring time of no-communication-timeouts

Display example

The monitoring time of no-communication-timeouts of

monitoring of the RCI unit is displayed.
For devices not supported, "-" is displayed.

The following is a display example:

HOST

Active

LIST

# lusr/shin/FISVmadm/setrci stat

address 000101ff
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address pwralm I/F  sys-phase  ctgry dev-cls sub-cls tm-out
000101ffON - ACT  running host 0001 04 -
000102ffON - ACT  running host 0001 04 -
000103ffON - ACT  running host 0001 04 -
000104ffON - ACT  running host 0001 04 -
000105ffON - ACT  running host 0001 04 -
000106ffON - ACT  running host 0001 04 -
003001ffON - ACT - rcic 0200 02 40
003002ffON - ACT - rcic 0200 02 40
003003ff OFF ALM ACT - disk 0400 02 40
003004ffON - ACT - disk 0400 05 180
002009ffON - ACT - Insw 0800 01 40
init
Function

Sets the RCI address to the default value.

set host_no
Function

Sets the RCI address of the host.

Option
The options are:

host_no
Specify the RCI host address in the following form:

0x0001**ff

Specify host_no in the part indicated by **.
The range of settings is 01 to 20.

mainte
Function
Displays the settings of the RCI maintenance mode.
In maintenance mode, the system performs general monitoring processing
but it does not report errors.  This mode is used for maintenance of
RCI-connected units.
You can set the maintenance mode using the mode switch located on the
front panel of the main unit.
This command displays the mode of the current RCI network.
Display example
The following is a display example:

# [usr/shin/FISVmadm/setrci mainte

RCI Maintenance Mode: enable

initconfig
Function
Instructs initial incorporation of an RCI device.
For reconfiguration of an RCI, issue the instruction for its incorporation.
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config
Function
Instructs incorporation of an RCI device.
For reconfiguration of an RCI after addition or reduction of RCI devices,
issue the instruction for its incorporation.
End status

The end status can be:
0: Normal end
Other than 0:  Error
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4.40 setups (1M)

Name
setups - Sets the power recovery time.

Format
Jusr/shin/FISVmadm/setups rstrtime [idletime]

Function
Displays or sets the power recovery time.
The power recovery time is the time from power-off due to power failure during operation of the
main unit to resumption of power supply after recognition of power recovery.
If the power recovery mode set in apcsset (1M) is off, this setting is ignored.

Subcommands
The subcommand is:
rstrtime
Displays or sets the idle time before starting power supply after power failure.
idletime can be specified in the range of 0 - 255 (minutes).
If idletime is omitted, the time currently set is displayed.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.41 updateunitinfo (1M)

Name
updateunitinfo - Configuration information update command

Format
Jusr/shin/FISVmadm/updateunitinfo

Function
Updates the configuration information database of machine administration when you change the
configuration with an operation.
Updates the following:
— Information on units to be monitored for machine administration
— Information to be displayed as configuration information

End status
The end status can be:
0: Normal end
Other than 0:  Error

b

Maote
e  This command is supported only by PRIMEPOWER?250/450/650/850/900/1500/2500 and SPARC
Enterprise Mxxxx series.
e Executing this command restarts picld (1M).

During restart processing, operations of applications using the Platform Information and Control
Library (PICL) may be suspended.
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This Chapter contains information common to all models.

If the status of the monitored hardware changes, a message is displayed on the console and the GUI menu
screen.*1 The information is also output to syslog. If the REMCS function is enabled, the information is
reported to the REMCS Center.

Messages are in the format described below. The format is explained using the message requesting tape
cleaning as an example.

Main unit M otification Dretector
idertifier : ldentifier @ lewel : nit ! idertifier Meszage body

machinel @ FJSWmadm : % : SCSI¥1-PORTH0-IDYE : FJSWmadm : Head cleaning required (DRIYE
wendor= SEAGATE, product =DAT 98P40-0007

*1 When System Management Console (SMC) is connected, the message is output to System
Management Console.

In this case, the notification level is four. For information on the notification level, refer to the
System Console Software User's Guide".

Main unit identifier : The host name is displayed as the main unit identifier.

Identifier : The machine administration identifier (FISVmadm) is displayed.
Notification level : The notification levels are shown in the following table.
Notification Definition
level
A Alarm
A serious system failure has occurred. Take corrective action
immediately.
W Warning

A system failure has occurred. Corrective action is required,
but not urgent.

| Information

An event that does not fall under any of the categories of
Alarm, Warning, or Panic has occurred. Take corrective
action as required.

P Panic

A panic has occurred. Take corrective action immediately.

Unit : The name of the part causing the message is displayed.
The part name varies according to the hardware.
Detector identifier : The detector of the failure is displayed.

The following table shows the types of the identifiers.
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Message body

Identifier Definition
FISVmadm Error detected by machine administration
Kern Error detected by a kernel
SCF_driver Error detected by the SCF driver
FJSVcpupd Error detected by CPU patrol diagnosis.
10-related Error detected by a driver

Ex} sd, hddy, st etc.
Firmware-related Error detected by firmware
Ex} SCF, POST, OBP

The message is displayed.

If the main unit is PRIMEPOWER250/450, the following information is added for
a firmware-related message.

"Message occurred at MMM DD hh:mm:ss TZ"

Symbol Definition

MMM Month
(Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, and Dec)

DD Day (1 - 31)
hh Hour (00 - 23)
mm Minute (00 - 59)
ss Second (00 - 59)
TZ Time zone

Check the displayed message with the table "Explanation of messages and appropriate action.”
"XXXX" in a message indicates the name of the unit where the status change occurred.
Check the unit name with the table "Part names and corresponding main units."”

Imfarmation

When the same message is detected repeatedly:
Once a message is output, repeated output of the same message is suppressed by default.

If the main unit is a server in the PRIMEPOWER 250/450/650/850/900/1500/2500
series, or SPARC Enterprise Mxxxx series, such messages are released from
suppressed output every hour.

If the main unit is a server in the PRIMEPOWER 800/1000/2000 series, GP7000F
model 1000/2000, SPARC Enterprise Txxxx series or SPARC T series such
messages are released from suppressed output every 24 hours and at the time that
maintenance work is performed.

For all other types of main units, such messages are released from suppressed output
every 24 hours and at the time that maintenance work is performed, and "(X times
repeated)"” is then displayed at the end of each of these messages. X indicates the
number of times the same message was detected.
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— Device connected with the System Management Console (SMC):
Messages are output to the System Management Console.

How to read the table of ""Part names and corresponding main units"
The part name designation used in messages is displayed separately by main unit.
e The following table lists the main unit models corresponding to main units Ato F.

Main unit

Main unit model name

A

PRIMEPOWER1

PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R

PRIMEPOWER250/450

PRIMEPOWERG650/850

PRIMEPOWERS800/1000/2000, GP7000F model 1000/2000

PRIMEPOWER900/1500/2500

Model for SPARC Enterprise Txxxx series, SPARC T series

IT|IO|MMmMmOO|®m

Model for SPARC Enterprise Mxxxx series

e The following shows the symbols used in the table and their definitions.

Symbol

Definition

n

Unspecified alphanumeric character

mm

Hexadecimal number from 0 to F

<component>

Name of faulty component

)

Applicable to main unit G only.

(*2)

Power supply in a PCI/Disk BOX.

*3)

Applicable only when the CPU is SPARC64 V.

(*4)

Applicable to main unit D only.
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Part names and corresponding main units

Error type | Main unit A/B/G Main unit C Main unit E Main unit D/F Main unit H
UPS UPS#n UPS#n None UPS#n (*4) None
Fan FAN#n FAN#n None Cabinet#n-FAN#n | /IOU#n/PCl#n/SDU#
FEPFAN#n rci-address-FAN#n (*4) n/FAN#n,
rci-address-FAN#n | rci-address-FEPFA RCl-address-FAN | /IOU#n/PCl#n/PORT
rci-address-FEPFA | N#n #n (*4) #n/SDU#n/FAN#n,
N#n cabinet-name#n-F Rack#n-PCI_BOX | /10B#n/PCI#n/SDU#
cabinet-name#m-F | AN#n #n-PSU#N-FAN#N | n/FAN#n,
AN#n (*4) /10B#n/PCI#n/PORT
FT2(*1) Cabinet-name#n-F | #n/SDU#n/FAN#n
FTO/FMn(*1) AN#n IMBU_A/PCl#n/SDU
FANBDn/FMn/Fn/ #n/FAN#n
TACH(*1) IMBU_A/PCI#n/POR
MB/FTn/TACH(* T#n/SDU#n/FAN#n
1) IMBU_A/SDU#n/FA
N#n
Power FEP#n DDC-A#n None Cabinet#tn-FEP#n | /1OU#n/PCl#n/SDU#
supply cabinet-name#n-P | DDC-B#n (*4) n/PSU#n
SU#n CPUDDCH#n Rack#n-PCIBOX# | /10U#n/PCl#n/PORT
PSn (*1) PSU#n n-PSU_GA#N(*4) | #n/SDU#n/PSU#n
rci-address-FEP#n Rack#n-PCIBOX# | /I0B#n/PCl#n/SDU#
cabinet-name#n-P n -PSU#n(*4) n/PSU#n
SU#n cabinet-name#n-P | /IOB#n/PCl#n/PORT
SU#n #n/SDU#n/PSU#n
/MBU_A/PClI#n/SDU
#n/PSU#n
/MBU_A/PCI#n/POR
T#n/SDU#n/PSU#n
IMBU_A/SDU#n/PS
U#n
ESM unit cabinet-name#n-E | None None None /IOU#n/PCl#n/SDU#
SM#n (*1) N/ESM#n
/10U#n/PCl#n/PORT
#n/SDU#n/ESM#n
/10B#n/PCIl#n/SDU#
n/ESM#n
/10B#n/PCI#n/PORT
#n/SDU#n/ESM#n
/MBU_A/PCI#n/SDU
#n/ESM#n
/MBU_A/PCI#n/POR
T#n/SDU#n/ESM#n
/MBU_A/SDU#n/ES
M#n
Error in 0x-SLOTn None None CnSONn-SLOTn None
system 0x-CPU#n CnSOn-CPU#n
initialization
DTAG SB#n-DTAG#n DTAG#z None None None
Battery UPS-B#n UPS-B#n None UPS-B#n None
DARY-B#n DARY-B#n DARY-Bi#n
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Error type | Main unit A/B/G Main unit C Main unit E Main unit D/F Main unit H
Memory SB#y-SLOTn SLOT#n Cabinet#n-SB#n- Cabinet#n-SB#n- | None
MB/CMPO/CHN/R | SLOT#n,n SLOT#n SLOT#n
n/Dn(*1) SLOT
MB/CMPn/BRn/C
Hn/Dn(*1)
MB/CMPn/MRn/
BRn/CHN/Dn(*1)
MB/CPUN/CMPn/
BRn/CHNn/Dn(*1)
MB/MEMn/CMPn
/BRn/CHN/Dn(*1)
CPU SB#n-CPU#n CPU#n None Cabinet#n-SB#n- | None
MB/CMPn/Pn(*1) | CPU CPUt#n
MB/CPUN/CMPn/
Pn(*1)
CPU cache | SB#n-CPU#n CPU#n Cabinet#n-SB#n- Cabinet#n-SB#n- | None
CPU#n CPUt#n
PCI, Failure | AFAR mm <component> Cabinet#n-SB#n- Cabinet#n-SB#n- | None
occurrence pcin <component> <component>
during 1/0 Rack#n-PCIBOX#
processing n-<component>
at the PCI or
Rack#n-PCI_DIS
KBOX#n-<compo
nent>
Bus AFAR mm AFAR mm AFAR mm AFAR mm None
UPA bus UPA bus UPA bus
PCI Bus PCI Bus PCI Bus
Invalid Address
Disk SB#n-PCl#n-1D#n | PCI#n-ID#nSCSI# | PCl#n-ID#n Cabinet#n-SB#n- | /[HDD#n
SB#n-SCSI#n-ID# | n-1D#n SCSI#n-1D#n PCI#n-ID#n /I0U#n/HDD#n
n PCI#n-PORT#n-I PCI#n-PORT#n-1 | Cabinet#n-SB#n- |/DVD /DVD#n
driver-namen (*1) | D#n D#n SCSI#n-1D#n [1OU#n/PCl#n/ID#
ID#n (*1) SCSI#n-PORT#n-1 | SCSI#n-PORT#n-l | Rack#n-PCIBOX# |n
Di#n D#n n-PCl#n-1D#n /10U#n/PCl#n/POR

ATAPI#n-1D#n

ATAPI#n-ID#n

or
Rack#n-PCI_DIS
KBOX#n-PCl#n-I
Di#n
Rack#n-PCI_DIS
KBOX#n-SCSl#n-
ID#n

T#n/ID#n
[10B#n/PCl#n/I1D#
n
/10B#n/PCl#n/POR
T#n/ID#n
IMBU_A/PCI#n/ID
#n
IMBU_A/PCl#n/P
ORT#n/ID#n
/IMBU_A/SDU#n/I
D#n
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Error type | Main unit A/B/G Main unit C Main unit E Main unit D/F Main unit H
Tape unit SB#n-PCl#n-ID#n | PCl#n-1D#n Cabinet#n-SB#n- Cabinet#n-SB#n- | /ITAPE /TAPE#n,
SB#n-SCSl#n-1D# | SCSI#n-1D#n PCI#n-1D#n PCl#n-ID#n [10U#n/PCl#n/ID#
n PCI#n-PORT#n-1 Cabinet#n-SB#n- | n,
driver-name n (*1) | D#n SCSI#n-ID#n [10U#n/PCl#n/POR
SCSI#n-PORT#n-1 Rack#n-PCIBOX# | T#n/ID#n,/IOB#n/P
Di#n n-PCl#n-1D#n Cl#n/ID#n,
or /10B#n/PCI#n/POR
Rack#n-PCI_DIS | T#n/ID#n
KBOX#n-PCl#n- | IMBU_A/PCI#n/ID
ID#n #n
Rack#n-PCI_DIS | /MBU_A/PCI#n/P
KBOX#n-SCSl#n- | ORT#n/ID#n
ID#n [SAS_EXT
PCI card SB#n-PCl#n PCl#n Cabinet#n-SB#n- Cabinet#n-SB#n- | /IOU#n/PCl#n,
driver_name n (*1) PCl#n PCl#n /10B#n/PCl#n
Rack#n-PCIBOX# | /MBU_A/PCl#n
n-PCl#n
or
Rack#n-PCI_DIS
KBOX#n-PCl#n
TTY driver | SB#n-ESCC(TTY) | TTY-A Cabinet#n-SB#n- Cabinet#n-SB#n- | None
TTY-B ESCC(TTY) ESCC (TTY)
Cabinet#n-SB#n-
PCIOB#n-ESCC(
TTY)
Rack#n-PCI_DIS
KBOX#n-PCIOB#
n-ESCC(TTY)
OS panic None None None Part name by None
analogy with the
panic that occurred
System-boar | None SB None Cabinet#n-SB#n None
d-related PCI-BD (*4)
PCI-RISER
FANJT#n
SCSI-BP#n
RCI None rci-address None Cabinet#n-rci-addr | None
connection RCI ess (*4)
unit
Panel None PANEL None Cabinet#n-PANEL | None
#n (*4)
PCIBOX IOX@XXXX(*1) | None None Rack#n-PCIBOX# | None
IOX@XXXX/IOB n
n(*1) Rack#n-PCI_BOX
IOX@XXXX/IOB #n
n/LINK(*1) Rack#n-PCI_Box#
IOX@XXXX/PSn n
(1)

MB/PCI#n/LINK(
*1)
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Error type | Main unit A/B/G Main unit C Main unit E Main unit D/F Main unit H
Others None Part name None None None
detected/analyzed
by the CPU (*3)

O

Mote

When iSCSI, MPxIO, and the so on are used, a physical disk position might not be able to be
specified from the system. At this time, the part name of the disk becomes "X". (Excluded main

unit G)

How to read the tables ""Explanation of messages and appropriate action™
o "XXXX"in a message indicates the unit name where the status change occurred.

> |

Check the unit name with the table "Part names and corresponding main units."”

e The following table lists the main unit names corresponding to main units A to H.

Main unit Main unit model name
A PRIMEPOWER1
B PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R
C PRIMEPOWER250/450
D PRIMEPOWERG650/850
E PRIMEPOWER800/1000/2000, GP7000F model 1000/2000
F PRIMEPOWER900/1500/2500
G Model for SPARC Enterprise Txxxx series, SPARC T series
H Model for SPARC Enterprise Mxxxx series

e The following shows the definitions of the symbols that appear in the columns of main unit

Ato H.

Y : The unit displays this message.
N :  The unit does not display this message.

e The messages are described for each detector identifier.
The following shows the detector identifiers and the corresponding table title.

Detector identifier Table title

FISVmadm Explanation of messages and appropriate action (FJISVmadm)
Kern Explanation of messages and appropriate action (Kern)
SCF_driver Explanation of messages and appropriate action (SCF_driver)
FJSVcpupd Explanation of messages and appropriate action (FISVcpupd)
10-related Explanation of messages and appropriate action (I0-related)
Firmware-related Explanation of messages and appropriate action (firmware-related)
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Explanation of messages and appropriate action (FJISVmadm)

. . . Main unit
No Message (FISVmadm) Explanation/Appropriate action
A C|D|E|F H
1 FISVmadm:A:XXXX:FIJSVmadm: | The CPU has gone offline due to
CPU offline frequent CPU correctable errors.
Contact a certified service engineer. N Y|Y|N|Y N
Do not place the corresponding CPU
online when this message is output.
2 FISVmadm:1:XXXX: FISVmadm: | The CPU offline processing in response
Can not offline the CPU to frequent CPU correctable errors
failed.
If some process is bound to the
corresponding CPU, release it.
If there is only one CPU, this message
. N Y|Y|N|Y N
continues to be output because the
system retries offline processing until
the system is rebooted.
<Caution>
This message is not reported to the
REMCS Center.
3 FISVmadm:A:XXXX:FISVmadm: | An error occurred in XXXX.
UPS Failure Replace the UPS unit of XXXX. Y NIY NN N
4 FISVmadm:A: XXXX:FISVmadm: | An error occurred in XXXX.
Detected failure on the fan Replace the fan of XXXX. Y YIY NN v
5 FISVmadm:A:XXXX:FIJSVmadm: | An error occurred in XXXX.
Detected failure on the enclosure Replace the ESM unit of XXXX. N N|N|N|[N Y
service monitor
6 FISVmadm:A:XXXX:FISVmadm: | An error occurred in XXXX.
Detected failure on the power Replace the power supply of XXXX. Y Y|Y|N|N Y
supply unit
7 FISVmadm:A::FISVmadm: An error occurred in XXXX. The unit
The following unit was that was defective when system
failed in system initialization was attempted by the
initialization XXXX fjprtdiag or prtdiag command has been
reported. Y N|Y[Y|N N
Replace the unit of XXXX.
In this message, XXXX is displayed on
multiple lines starting from the second
line.
8 FISVmadm:A:XXXX:FISVmadm: | ADTAG 1-bit error was found in the v NINININ N
XXXX Correctable error SCF error log. Replace XXXX.
9 FISVmadm:W:XXXX:FIJSVmadm: | The battery of XXXX is nearing the end
XXXX Prepare Time of its life. Y Y[N|N|Y N
Prepare a new battery for XXXX.
10 | FISVmadm:W:XXXX:FISVmadm: | The life of the battery for XXXX has
XXXX Replace Time been expired. Y Y[N|N|Y N
Replace the battery of XXXX.
11 | FISVmadm:W:XXXX:FJSVmadm: | The expiration date of the life of the
XXXX Expire Time battery for XXXX has passed.
Replace the battery of XXXX Y YN NTY N
immediately.

387



Chapter 5 Messages

. . . Main unit
No Message (FISVmadm) Explanation/Appropriate action clDTETE
12 | FISVmadm:W:XXXX:FJSVmadm: | The power-on time of XXXX has
XXXX Prepare Time reached 90% of its life. Y[N|N|Y
Prepare a fan for XXXX.
13 | FISVmadm:W:XXXX:FJSVmadm: | The power-on time of XXXX has
XXXX Replace Time reached 100% of its life. Y| N|IN|Y
Replace the fan of XXXX immediately.
14 | FISVmadm:A:XXXX:FJSVmadm: | A memory 1-bit error message was
Memory Correctable error found in the SCF error log. N|{Y|N|Y
Replace memory for XXXX.
15 | FISVmadm:A::FJSVmadm: SCF error log, halt log, and watchdog
Inform the log log were detected. Contact a certified
service engineer.
Note:
After updating from older ESF versions NANTNGN
and rebooting, this message reports on
applicable, past logs that have
accumulated.
16 | FISVmadm:W:XXXX:FJSVmadm: | Sense code (0x5d) indicating a
Consider replacing the disk predicted drive failure caused by a disk vivivly
was returned.
Replace the disk of XXX.
17 | FISVmadm:W:XXXX:FJSVmadm: | Sense code (0x5d) indicating a
Consider replacing the disk predicted drive failure caused by a disk vlvivly
(DRIVE vendor=XXXXXX, was returned.
product=XXXXXXXXX) Replace the disk of XXX.
18 | FISVmadm:W:XXXX:FISVmadm: | XXXX requires head cleaning.
Head cleaning required Clean the head of the tape unit of Y|Y|Y|Y
XXXX.
19 | FISVmadm:W:XXXX:FJSVmadm: | XXXX requires head cleaning.
Head cleaning required Clean the head of the tape unit of vlvivly
(DRIVE vendor=XXXXXX, XXXX.
product=XXXXXXXXX)
20 | FISVmadm:A::FJSVmadm: A thermal error message was found in
Thermal alarm (code=X) the message log. N|N|N|N
Contact a certified service engineer.
21 | FISVmadm:A:XXXXX:FJSVmadm: | AYYYY unit failure was detected. NIy NN
YYYY Failure Contact a certified service engineer.
22 | FISVmadm:W:XXXX:FJSVmadm: | AYYYY unit failure was detected. NIy NN
YYYY Failure Contact a certified service engineer.
23 | FISVmadm:W::FJSVmadm: The NFS mount failed for System
NFS mount failed for XXXXX Management Console (hostname= NN TN Y
XXXXX).
Please check the network setting.
24 | FISVmadm:A:XXXX:FJSVmadm: | A memory error was found.
Detected failure on the memory Contact a certified service engineer. N[{N|N|N
module
25 | FISVmadm:A:XXXX:FJSVmadm: | A CPU error was found. NININ N
Detected failure on the CPU Contact a certified service engineer.
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. . . Main unit
No Message (FISVmadm) Explanation/Appropriate action IR =
26 | FISVmadm:A:XXXX:FJSVmadm: | An External 1/0O Expansion Unit error
Detected failure on the 1/0 Box was found. N|N|N N
Contact a certified service engineer.
27 | FISVmadm:W:XXXX:FJSVmadm: | An RCI node error was found. v InIN N
Detected failure on the RCI node Contact a certified service engineer.
28 | FISVmadm:W:XXXX:FJSVmadm: | A Hardware RAID error was found.
Detected failure on the Hardware Contact a certified service engineer. N |N|N Y
RAID
29 | FISVmadm:W:XXXX:FJSVmadm: | The SSD of XXXX is nearing the end
Consider replacing the SSD soon of its life. NN N v
(DRIVE vendor=XXXXXX, Prepare a new SSD for XXXX.
product=XXXXXXXXX)
30 | FISVmadm:W:XXXX:FIJSVmadm: | The SSD of XXXX is nearing the end
Consider replacing the SSD soon of its life. N|N|N Y
Prepare a new SSD for XXXX.
31 | FISVmadm:W:XXXX:FIJSVmadm: | The life of the SSD for XXXX has been
Consider replacing the SSD expired. NN N Y
(DRIVE vendor=XXXXXX, Replace the SSD of XXXX.
product=XXXXXXXXX)
32 | FISVmadm:W:XXXX:FJSVmadm: | The life of the SSD for XXXX has been
Consider replacing the SSD expired. N |N|N Y
Replace the SSD of XXXX.
33 | FISVmadm:W:XXXX:FJSVmadm: | The Flash Accelerator F20 Card ESM
Consider replacing the F20Card of XXXX is nearing the end of its life. N|N|N N
ESM within a month Prepare a new ESM for XXXX.
34 | FISVmadm:W:XXXX:FJSVmadm: | The life of the Flash Accelerator F20
Consider replacing the F20Card Card ESM for XXXX has been expired. N|N|N N
ESM soon Replace the ESM of XXXX.
35 | FISVmadm:W:XXXX:FJSVmadm: | The expiration date of the life of the
Consider replacing the F20Card Flash Accelerator F20 Card ESM for
ESM XXXX has passed. N|N|N N
Replace the ESM of XXXX
immediately.
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Explanation of messages and appropriate action (Kern)

. . . Main unit
No Message (Kern) Explanation/Appropriate action
C|D|E|F
1 FISVmadm:A:XXXX:kern: An error occurred in XXXX.
Detected failure on the power Replace the power supply of XXXX. N|N|N|N
supply unit
2 FISVmadm:A: XXX X:kern: A hardware failure message associated
XXXX Failure with XXXX was found in the message
log. N|{N|N|N
Contact a certified service engineer.
3 FISVmadm: A:XXXX:kern: A memory 1-bit error message was
Memory Correctable error found in the message log. N|IY|Y|Y
Replace memory for XXXX.
4 FISVmadm:A: XXX X:kern: A memory 1-bit error message was
Memory Correctable error found in the message log. NIY|Y|Y
(DIMM size=XXXMB) Replace memory for XXXX.
5 FISVmadm:A: XXX X:kern: A secondary cache 1-bit error message
U2-Cache correctable Error was found in the message log. N[N|Y|N
Replace XXXX.
6 FISVmadm:A: XXX X:kern: A secondary cache 1-bit error message
U2-Cache correctable Error was found in the message log. N[N|Y|N
(CPU detail) Replace XXXX.
7 FISVmadm:A: XXX X:kern: Degradation of cache/TLB has
Cache/TLB Degraded occurred. Y|Y|Y|Y
(CPU detail) Contact a certified service engineer.
8 FISVmadm:A: XXXX:kern:CPU A CPU offline message caused by
offline frequent secondary cache 1-bit errors on
the CPU was found in the message log.
Replace XXXX. vy
Do not place the corresponding CPU
online when this message is output.
9 FISVmadm:A: XXX X:kern: A CPU offline message caused by
CPU offline (CPU detail) frequent secondary cache 1-bit errors on
the CPU was found in the message log.
Replace XXXX. Yy
Do not place the corresponding CPU
online when this message is output.
10 | FISVmadm:A:XXXX:kern: A CPU urgent error message was found
CPU Urgent Error (CPU detail) in the message log. Y|Y|N|Y
Contact a certified service engineer.
11 | FISVmadm:A:XXXX:kern: An Shus error message was found in the
SBus error message log. N|{N|Y|N
Contact a certified service engineer.
12 | FISVmadm:A:XXXX:kern: APCI data parity error message was
PCI Data Parity error found in the message log. N|IY|Y|Y
Replace XXXX.
13 | FISVmadm:A:XXXX:kern: An PCI bus error message was found in
PCI error(Master Abort) the message log. Y|Y|Y|Y
Contact a certified service engineer.
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. . . Main unit
No Message (Kern) Explanation/Appropriate action
D |E|F H
14 | FISVmadm:A:XXXX:kern: An PCI bus error message was found in
PCI error(Target Abort) the message log. Y|Y|Y N
Contact a certified service engineer.
15 | FISVmadm:A:XXXX:kern: An PCI bus error message was found in
PCI error(Retry Limit) the message log. Y|Y|Y N
Contact a certified service engineer.
16 | FISVmadm:A:XXXX:kern: An PCI bus error message was found in
PCI error the message log. Y|Y|Y N
(Data parity error) Contact a certified service engineer.
17 | FISVmadm:A:XXXX:kern: An PCI bus error message was found in
PCI error(SERR) the message log. Y|Y|Y N
Contact a certified service engineer.
18 | FISVmadm:A:XXXX:kern: An PCI bus error message was found in
PClI error the message log. Y|Y|Y N
(Streaming byte hole error) Contact a certified service engineer.
19 | FISVmadm:A:XXXX:kern: A message stating that a PCI bus is
PCI bus degraded detached was found in the message log. Y|Y|Y N
Contact a certified service engineer.
20 | FISVmadm:A:XXXX:kern: APCI error message was found in the
PCI Error message log. Y|Y|Y N
Contact a certified service engineer.
21 | FISVmadm:A:XXXX:kern: APCI slot power-on error message was
PCI Slot Power-on Error found in the message log. Y|N|Y N
Replace XXXX.
22 | FISVmadm:A:XXXX:kern: APCI slot power-off error message was
PCI Slot Power-off Error found in the message log. Y|N|Y N
Replace XXXX.
23 | FISVmadm:A:XXXX:kern: An UPA bus error message was found in
UPA bus single bit error the message log. Y|Y|Y N
Contact a certified service engineer.
24 | FISVmadm:A:XXXX:kern: An UPA bus error message was found in
UPA uncorrectable error the message log. Y|Y|Y N
Contact a certified service engineer.
25 | FISVmadm:A:XXXX:kern: An UPA bus error message was found in
UPA bus correctable error the message log. Y|Y|Y N
Contact a certified service engineer.
26 | FISVmadm:A:XXXX:kern: A UPA bus error message was found in
UPA Bus Error the message log. Y|N|Y N
Contact a certified service engineer.
27 | FISVmadm:A:XXXX:kern:UPA A UPA bus timeout message was found
Bus Timeout in the message log. Y|N|Y N
Contact a certified service engineer.
28 | FISVmadm:A:XXXX:kern:Bus A bus error message was found in the
error message log. Y|Y|Y N
Contact a certified service engineer.
29 | FISVmadm:P:XXXX:kern:Panic A panic message was found in the
message log. Y|Y|N N
Contact a certified service engineer.
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. . . Main unit
No Message (Kern) Explanation/Appropriate action 5 EF
30 | FISVmadm::XXXX:kern:Panic A panic message was found in the
message log. N|[N|N
Contact a certified service engineer.
31 | FISVmadm:A:XXXX:kern:Occurre | ABAD TRAP message was found in
d the message log. N|[N|N
BAD TRAP Contact a certified service engineer.
32 | FISVmadm:A:XXXX:kern:Detecte | Athermal error message was found in
d abnormal temperature the message log. N|[N|N
Contact a certified service engineer.
33 | FISVmadm:A:XXXX:kern:"Messa | A hardware failure message associated
ge" with XXXX was found in the message
log. N|N|N
Contact a certified service engineer.
34 | FISVmadm:A:XXXX:kern:TLB ATLB multiple hit error message was
Multiple Hit Error(CPU detail) found in the message log. Y|N|Y
Contact a certified service engineer.
35 | FISVmadm:A:XXXX:kern:TLB ATLB parity error message was found
Parity Error(CPU detail) in the message log. Y|N|Y
Contact a certified service engineer.
36 | FISVmadm:A:XXXX:kern: A correctable error of XXXX was found
Correctable error in the message log. Y|Y|Y
Contact a certified service engineer.
37 | FISVmadm:A:XXXX:kern: A message about a correctable memory
Correctable error error was found in the message log. Y|Y|Y
(DIMM size=xxxxMB) Contact a certified service engineer.
38 | FISVmadm:A:XXXX:kern: A CPU uncorrectable error message was
Uncorrectable Error found in the message log. Y|Y|Y
Contact a certified service engineer.
39 | FISVmadm:A:XXXX:kern: A CPU uncorrectable error message was
Uncorrectable Error found in the message log. Y|Y|Y
(CPU detail) Contact a certified service engineer.
40 | FISVmadm:A:XXXX:kern: A message about an uncorrectable
Uncorrectable Error memory error was found in the message vlyly
(DIMM size=xxxxMB) log.
Contact a certified service engineer.
41 | FISVmadm:A:XXXX:kern: A CPU FPU error message was found in
CPU FPU Error the message log. Y|Y|Y
(CPU detail) Contact a certified service engineer.
42 | FIJSVmadm:A:X:kern:FMA An FMA message was detected in the
message is detected message log.Contact a certified service N|[N|N
(SUNW-MSG-ID: YYYY) engineer.
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Explanation of messages and appropriate action (SCF_driver)

. . ) . Main unit
No Message (SCF_driver) Explanation/Appropriate action
C|D|E|F H
1 FIJSVmadm:A:SB:scf_driver: Ebus timeout has occurred. vINININ N
Ebus Timeout Contact a certified service engineer.
2 FISVmadm:A:SCF:scf_driver: An IOCHRDY timeout (Ebus2 T.O)
Ebus2 Timeout message was found in the message log. NIY|Y|Y N
Contact a certified service engineer.
3 FISVmadm:A:SCF:scf_driver: A host bus error message of Ebus2
Ebus2 DMA Error DMA was found in the message log. NIY|Y|Y N
Contact a certified service engineer.
4 FISVmadm:A:SB:scf_driver: The SCF command has returned
SCF command error abnormally. Y| N|[N|N N
Contact a certified service engineer.
5 FISVmadm:A:SB:scf_driver: All the SCF devices have stopped. vInININ N
SCF HALT Contact a certified service engineer.
6 FISVmadm:A:SCF:scf_driver: A sumcheck error message was found in
Sumcheck Error the message log. NIY|Y|Y N
Contact a certified service engineer.
7 FISVmadm:A:SB:scf_driver: A sumcheck error was detected in the
Sum check Error received data of the SCF command. Y| N|[N|N N
Contact a certified service engineer.
8 FISVmadm:A:SB:scf_driver: A parity error occurred during the
Parity Error register read operation. Y| N|[N|N N
Contact a certified service engineer.
9 FISVmadm:A:RCI_address: An RCI device was notified of sense
scf_driver:device sense information that is not supported or
. . Y|N|N|N N
defined by the SCF driver.
Contact a certified service engineer.
10 | FISVmadm:A:SCF:scf_driver: A command timeout message was found
Command Timeout in the message log. NIY|Y|Y N
Contact a certified service engineer.
11 | FISVmadm:A:SCF:scf_driver: An offline message was found in the
offline message log. NIY|Y|Y N
Contact a certified service engineer.
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Explanation of messages and appropriate action (FISVcpupd)

Main unit

No Message (FJSVcpupd Explanation/Appropriate action
ge ( pupd) p pprop AlBlclIDlEIE

1 FISVmadm:A:XXXX:FJSVcpupd A CPU error was detected by CPU
"Message" patrol diagnosis.

For more information, refer to N|{Y[N|Y|Y|Y
"Abnormal CPU detection message,” in
the CPU Patrol Diagnosis User's Guide.
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No Message (1O-related) Explanation/Appropriate action clolelF o
1 | FISVmadm:A:XXXX:sd: A message stating that the read (or
incomplete Read/Write write) command ended abnormally and
a retry failed was found in the message
log. Y| Y|Y|Y Y
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
2 | FISVmadm:A:XXXX:sd: A message stating that the read (or
incomplete Read/Write write) command ended abnormally and
(DRIVE vendor=XXXXXX, a retry failed was found in the message viviyly v
product=XXXXXXXXX) log.
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
3 | FISVmadm:A:XXXX:sd: A SCSI transfer error message was
SCSI transport failed found in the message log.
Check the statuses of the SCSI cable, Yy Y
SCSI unit, and SCSI adapter of XXXX.
4 | FISVmadm:A:XXXX:sd: A SCSI transfer error message was
SCSiI transport failed found in the message log. vivlvly v
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
5 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error(Not Ready) the message log.
Y| Y|Y|Y Y
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
6 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error(Not Ready) the message log. vivlvly v
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
7 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error the message log.
Y| Y|Y|Y Y
(Recoverable Error) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
8 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error the message log.
(Recoverable Error) Check the statuses of the SCSI cable, Y|Y|Y]|Y Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
9 | FISVmadm:A: XXXX:sd: A device error message was found in
Device Error the message log.
o Y| Y|Y|Y Y
(No Additional Sense) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
10 | FISVmadm:A: XXXX:sd: A device error message was found in
Device Error the message log.
(No Additional Sense) (DRIVE Check the statuses of the SCSI cable, Y|Y|Y]|Y Y
vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
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11 | FISVmadm:A: XXXX:sd: A device error message was found in
Device Error (Media Error) the message log. vivly
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
12 | FISVmadm:A: XXXX:sd: A device error message was found in
Device Error(Media Error) the message log. vilvyly
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
13 | FISVmadm:A: XXX X:sd: A device error message was found in
Device Error the message log. vivly
(Hardware Error) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
14 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error the message log.
(Hardware Error) Check the statuses of the SCSI cable, Y|Y|Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
15 | FISVmadm:A: XXXX:sd: A device error message was found in
Device Error the message log. vivly
(Aborted Command) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
16 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error the message log.
(Aborted Command) Check the statuses of the SCSI cable, Y|Y|Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
17 | FISVmadm:A: XXXX:sd: A device error message was found in
Device Error the message log. vilvyly
(1llegal Request) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
18 | FISVmadm:A: XXX X:sd: A device error message was found in
Device Error the message log.
(Illegal Request) Check the statuses of the SCSI cable, Y|Y|Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
19 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error the message log. vlvly
(Miscompare Error) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
20 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error the message log.
(Miscompare Error) Check the statuses of the SCSI cable, Y| Y|Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)

396




Chapter 5 Messages

Main unit
No Message (1O-related) Explanation/Appropriate action
D|E|F H
21 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error the message log.
Y|Y|Y Y
(Volume Overflow) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
22 | FISVmadm:A: XXXX:sd: A device error message was found in
Device Error the message log.
(Volume Overflow) Check the statuses of the SCSI cable, Y| Y|Y Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
23 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error (Blank Check) the message log.
Check the statuses of the SCSI cable, Yy Y
SCSI unit, and SCSI adapter of XXXX.
24 | FISVmadm:A:XXXX:sd: A device error message was found in
Device Error (Blank Check) the message log. vlvly vy
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
25 | FISVmadm:A: XXXX:sd: An 1/O device failure was detected.
Device Error A hardware failure is assumed to have vivly v
(Write Protected) occurred. Contact a certified service
engineer.
26 | FISVmadm:A: XXXX:sd: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have
(Write Protected) occurred. Contact a certified service Y|Y|Y Y
(DRIVE vendor=XXXXXX, engineer.
product=XXXXXXXXX)
27 | FISVmadm:A:XXXX:sd: An 1/O device failure was detected.
Device Error A hardware failure is assumed to have vivly v
(Unit Attention) occurred. Contact a certified service
engineer.
28 | FISVmadm:A:XXXX:sd: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have
(Unit Attention) occurred. Contact a certified service Y|Y|Y Y
(DRIVE vendor=XXXXXX, engineer.
product=XXXXXXXXX)
29 | FISVmadm:A:XXXX:sd: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have
- . Y|Y|Y Y
occurred. Contact a certified service
engineer.
30 | FISVmadm:A: XXXX:sd: An 1/O device failure was detected.
Device Error A hardware failure is assumed to have vivly v
(DRIVE vendor=XXXXXX, occurred. Contact a certified service
product=XXXXXXXXX) engineer.
31 | FISVmadm:A: XXXX:sd: Access to an 1/0 device failed.
offline A hardware failure is assumed to have
- . Y|Y|Y Y
occurred. Contact a certified service
engineer.
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32 | FISVmadm:A:XXXX:sd: Access to an 1/O device failed.
offline A hardware failure is assumed to have v |y
(DRIVE vendor=XXXXXX, occurred. Contact a certified service
product=XXXXXXXXX) engineer.
33 | FISVmadm:A: XXXX:sd: A nonresponse message was found in
disk not responding the message log. v |y
Check the statuses of the cable, unit,
and adapter of XXXX.
34 | FISVmadm:A:XXXX:sd: A nonresponse message was found in
disk not responding the message log. v |y
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
35 | FISVmadm:A:XXXX:sd: A transfer error message was found in
transport failed the message log. v N
Check the statuses of the cable, unit,
and adapter of XXXX.
36 | FISVmadm:A:XXXX:sd: A transfer error message was found in
transport failed the message log. vIN
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
37 | FISVmadm:A:XXXX:ssd: A message stating that the read (or
incomplete Read/Write write) command ended abnormally and
a retry failed was found in the message NN
log.
Check the statuses of the cable, unit,
and adapter of XXXX.
38 | FISVmadm:A:XXXX:ssd: A message stating that the read (or
incomplete Read/Write (DRIVE write) command ended abnormally and
vendor=XXXXXX, a retry failed was found in the message NN
product=XXXXXXXXX) log.
Check the statuses of the cable, unit,
and adapter of XXXX.
39 | FISVmadm:A:XXXX:ssd: A SCSI transfer error message was
SCSI transport failed found in the message log. NN
Check the statuses of the cable, unit,
and adapter of XXXX.
40 | FISVmadm:A:XXXX:ssd: A SCSI transfer error message was
SCSiI transport failed found in the message log. NN
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
41 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error (Not Ready) the message log. NN
Check the statuses of the cable, unit,
and adapter of XXXX.
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42 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error(Not Ready) the message log. NN N v
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
43 | FISVmadm:A: XXXX:ssd: A device error message was found in
Device Error the message log. NININ v
(Recoverable Error) Check the statuses of the cable, unit,
and adapter of XXXX.
44 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log.
(Recoverable Error) Check the statuses of the cable, unit, N|N|N Y
(DRIVE vendor=XXXXXX, and adapter of XXXX.
product=XXXXXXXXX)
45 | FISVmadm:A: XXXX:ssd: A device error message was found in
Device Error the message log. NN N vy
(No Additional Sense) Check the statuses of the cable, unit,
and adapter of XXXX.
46 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log.
(No Additional Sense) (DRIVE Check the statuses of the cable, unit, N|N|N Y
vendor=XXXXXX, and adapter of XXXX.
product=XXXXXXXXX)
47 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error (Media Error) the message log. NN N v
Check the statuses of the cable, unit,
and adapter of XXXX.
48 | FISVmadm:A: XXXX:ssd: A device error message was found in
Device Error (Media Error) the message log. NN N v
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
49 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log.
. N|N|N Y
(Hardware Error) Check the statuses of the cable, unit,
and adapter of XXXX.
50 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log.
(Hardware Error) Check the statuses of the cable, unit, N|N|N Y
(DRIVE vendor=XXXXXX, and adapter of XXXX.
product=XXXXXXXXX)
51 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log. NN N v
(Aborted Command) Check the statuses of the cable, unit,
and adapter of XXXX.
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52 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log.
(Aborted Command) Check the statuses of the cable, unit, N|N|N
(DRIVE vendor=XXXXXX, and adapter of XXXX.
product=XXXXXXXXX)
53 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log. NININ
(Illegal Request) Check the statuses of the cable, unit,
and adapter of XXXX.
54 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log.
(IMlegal Request) Check the statuses of the cable, unit, N|N|N
(DRIVE vendor=XXXXXX, and adapter of XXXX.
product=XXXXXXXXX)
55 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log. NN N
(Miscompare Error) Check the statuses of the cable, unit,
and adapter of XXXX.
56 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log.
(Miscompare Error) Check the statuses of the cable, unit, N|N|N
(DRIVE vendor=XXXXXX, and adapter of XXXX.
product=XXXXXXXXX)
57 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error the message log. NN N
(Volume Overflow) Check the statuses of the cable, unit,
and adapter of XXXX.
58 | FISVmadm:A: XXXX:ssd: A device error message was found in
Device Error the message log.
(Volume Overflow) Check the statuses of the cable, unit, N|N|N
(DRIVE vendor=XXXXXX, and adapter of XXXX.
product=XXXXXXXXX)
59 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error (Blank Check) the message log. NN N
Check the statuses of the cable, unit,
and adapter of XXXX.
60 | FISVmadm:A:XXXX:ssd: A device error message was found in
Device Error (Blank Check) the message log. NN N
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
61 | FISVmadm:A:XXXX:ssd:Device An 1/0 device failure was detected.
Error(Write Protected) A hardware failure is assumed to have NININ
occurred. Contact a certified service
engineer.
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62 | FISVmadm:A:XXXX:ssd:Device An 1/0 device failure was detected.
Error(Write Protected) (DRIVE A hardware failure is assumed to have NN N v
vendor=XXXXXX,product= occurred. Contact a certified service
XXXXXXXXX) engineer.
63 | FISVmadm:A:XXXX:ssd:Device An 1/0O device failure was detected.
Error A hardware failure is assumed to have
occurred. Contact a certified service NININ v
engineer.
64 | FISVmadm:A:XXXX:ssd:Device An 1/0 device failure was detected.
Error (DRIVE vendor=XXXXXX, | A hardware failure is assumed to have NN N v
product=XXXXXXXXX) occurred. Contact a certified service
engineer.
65 | FISVmadm:A:XXXX:ssd:offline Access to an I/0O device failed.
A hardware failure is assumed to have
occurred. Contact a certified service NININ v
engineer.
66 | FISVmadm:A:XXXX:ssd:offline Access to an I/O device failed.
(DRIVE vendor=XXXXXX, A hardware failure is assumed to have NN N v
product =XXXXXXXXX) occurred. Contact a certified service
engineer.
67 | FISVmadm:A:XXXX:ssd: A nonresponse message was found in
disk not responding the message log. _ NN N v
Check the statuses of the cable, unit,
and adapter of XXXX.
68 | FISVmadm:A:XXXX:ssd: A nonresponse message was found in
disk not responding the message log. NN N v
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
69 | FISVmadm:A:XXXX:ssd: A transfer error message was found in
transport failed the message log.
. N|N|N Y
Check the statuses of the cable, unit,
and adapter of XXXX.
70 | FISVmadm:A:XXXX:ssd: A transfer error message was found in
transport failed the message log. NN N v
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
71 | FISVmadm:A:XXXX:hddv: A device error message was found in
device error (degraded) the message log.
Replace the part of the disk array unit Yy N
of XXXX.
72 | FISVmadm:A:XXXX:hddv: A device error message was found in
device error (degraded) the message log. vilvly N
(DRIVE vendor=XXXXXX, Replace the part of the disk array unit.
product=XXXXXXXXX)
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73 | FISVmadm:A:XXXX:hddv: A read/write command error message
incomplete Read/Write was found in the message log. vivly
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
74 | FISVmadm:A:XXXX:hddv: A read/write command error message
incomplete Read/Write was found in the message log. vilvyly
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
75 | FISVmadm:A:XXXX:hddv: A SCSI transfer error message was
SCSI transport failed found in the message log. vlyly
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
76 | FISVmadm:A:XXXX:hddv: A SCSI transfer error message was
SCSI transport failed found in the message log. vlyly
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
77 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error (Not Ready) the message log. vivly
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
78 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error (Not Ready) the message log. vlyly
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
79 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log. vilvly
(Recoverable Error) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
80 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
(Recoverable Error) Check the statuses of the SCSI cable, Y|Y|Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
81 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log. vilvly
(No Additional Sense) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
82 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
(No Additional Sense) Check the statuses of the SCSI cable, Y| Y|Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
83 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error (Media Error) the message log. vivly
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
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84 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error (Media Error) the message log. vlyly N
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
85 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
Y|Y|Y N
(Hardware Error) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
86 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
(Hardware Error) Check the statuses of the SCSI cable, Y|Y|Y N
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
87 | JFSVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
Y|Y|Y N
(Aborted Command) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
88 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
(Aborted Command) Check the statuses of the SCSI cable, Y| Y|Y N
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
89 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
Y|Y|Y N
(Illegal Request) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
90 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
(Illegal Request) Check the statuses of the SCSI cable, Y| Y|Y N
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
91 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
. Y|Y|Y N
(Miscompare Error) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
92 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
(Miscompare Error) Check the statuses of the SCSI cable, Y|Y|Y N
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
93 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
Y|Y|Y N
(Volume Overflow) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
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94 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error the message log.
(Volume Overflow) Check the statuses of the SCSI cable, Y|Y|Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
95 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error (Blank Check) the message log. viviy
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
96 | FISVmadm:A:XXXX:hddv: A device error message was found in
Device Error (Blank Check) the message log. vlvly
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
97 | FISVmadm:A:XXXX:hddv: An 1/0 device failure was detected.
Device Error A hardware failure is assumed to have vlvly
(Write Protected) occurred. Contact a certified service
engineer.
98 | FISVmadm:A:XXXX:hddv: An 1/0 device failure was detected.
Device Error A hardware failure is assumed to have
(Write Protected) occurred. Contact a certified service Y| Y|Y
(DRIVE vendor=XXXXXX, engineer.
product=XXXXXXXXX)
99 | FISVmadm:A:XXXX:hddv: An 1/0 device failure was detected.
Device Error A hardware failure is assumed to have vlyly
(Unit Attention) occurred. Contact a certified service
engineer.
100 | FISVmadm:A: XXXX:hddv: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have
(Unit Attention) occurred. Contact a certified service Y| Y|Y
(DRIVE vendor=XXXXXX, engineer.
product=XXXXXXXXX)
101 | FISVmadm:A:XXXX:hddv: An 1/0 device failure was detected.
Device Error A hardware failure is assumed to have vivly
occurred. Contact a certified service
engineer.
102 | FISVmadm:A: XXXX:hddv: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have vilvly
(DRIVE vendor=XXXXXX, occurred. Contact a certified service
product=XXXXXXXXX) engineer.
103 | FISVmadm:A: XXXX:hddv: Access to the disk array unit failed.
offline A hardware failure is assumed to have vlyly
occurred. Contact a certified service
engineer.
104 | FISVmadm:A:XXXX:hddv: Access to the disk array unit failed.
offline A hardware failure is assumed to have vivly
(DRIVE vendor=XXXXXX, occurred. Contact a certified service
product=XXXXXXXXX) engineer.
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105 | FISVmadm:A:XXXX:hddv: A nonresponse message was found in
disk not responding the message log. _ vlyly N
Check the statuses of the cable, unit,
and adapter of XXXX.
106 | FISVmadm:A:XXXX:hddv: A nonresponse message was found in
disk not responding the message log. vilvly N
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit,
product=XXXXXXXXX) and adapter of XXXX.
107 | FISVmadm:A: XXXX:st: A SCSI transfer error message was
SCSiI transport failed found in the message log.
Y|Y|Y Y
Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
108 | FISVmadm:A: XXXX:st: A SCSI transfer error message was
SCSI transport failed found in the message log. vlvly v
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable,
product=XXXXXXXXX) SCSI unit, and SCSI adapter.
109 | FISVmadm:A: XXXX:st: A device error message was found in
Device Error the message log. Y|Y|Y Y
(Rewind failed) Replace the SCSI unit of XXXX.
110 | FISVmadm:A:XXXX:st: A device error message was found in
Device Error the message log.
(Rewind failed) Replace the SCSI unit. Y|Y|Y Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
111 | FISVmadm:A:XXXX:st: A device error message was found in
Device Error the message log.
Y|Y|Y Y
(Unrecoverable Error) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
112 | FISVmadm:A:XXXX:st: A device error message was found in
Device Error the message log. Check the statuses of
(Unrecoverable Error) the SCSI cable, SCSI unit, and SCSI Y|Y|Y Y
(DRIVE vendor=XXXXXX, adapter.
product=XXXXXXXXX)
113 | FISVmadm:A: XXXX:st: A device error message was found in
Device Recoverable Error the message log. vlvyly v
(Illegal Request) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter of XXXX.
114 | FISVmadm:A:XXXX:st: A device error message was found in
Device Recoverable Error the message log.
(Illegal Request) Check the statuses of the SCSI cable, Y|Y|Y Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
115 | FISVmadm:A:XXXX:st: A device error message was found in
Device Error (Media Error) the message log. Y| Y|Y Y
Replace the medium of XXXX.
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116 | FISVmadm:A:XXXX:st: A device error message was found in
Device Error (Media Error) the message log. v |y
(DRIVE vendor=XXXXXX, Replace the medium.
product=XXXXXXXXX)
117 | FISVmadm:A: XXXX:st: A device error message was found in
Device Error the message log. vy
(Hardware Error) Check the status of the SCSI unit of
XXXX.
118 | FISVmadm:A:XXXX:st: A device error message was found in
Device Error the message log.
(Hardware Error) Check the status of the SCSI unit. Y|Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
119 | FISVmadm:A:XXXX:st: A device error message was found in
Device Error the message log. v |y
(Aborted Command) Check the statuses of the SCSI cable,
SCSI unit, and SCSI adapter.
120 | FISVmadm:A: XXXX:st: A device error message was found in
Device Error the message log.
(Aborted Command) Check the statuses of the SCSI cable, Y|Y
(DRIVE vendor=XXXXXX, SCSI unit, and SCSI adapter.
product=XXXXXXXXX)
121 | FISVmadm:A:XXXX:glm: An XXXX offline message was found
offline in the message log. Y|Y
Contact a certified service engineer.
122 | FISVmadm:A:XXXX:glm:fail to It failed in the initialization of the SCSI
initiate PCI card card.
Please exchange SCSI cards. Please vy
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.
123 | FISVmadm:A: XXXX:glm:DMA Abnormalities were detected in the
handling failure check of a SCSI interface.
Please exchange SCSI cards. Please vy
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.
124 | FISVmadm:A:XXXX:glm:unsuppo | The SCSI card of the unsupport was
rted PCI card detected.
Please exchange SCSI cards. Please vly
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.
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125

FISVmadm:A:XXXX:glm:invalid
SCSI mode

The error was detected by the SCSI
card or the PCI bus.

Please exchange SCSI cards. Please
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.

126

FISVmadm:A:XXXX:glm:request
sense failure

The auto request sense date was able to
be acquired correctly.

Please confirm whether there is
connected omission of the 1/0 device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

127

A:XXXX:glm:reducing transfer rate

Transfer rate/mode of the 1/0 device
was changed.

Please confirm whether there is
connected omission of the 1/0O device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

128

FISVmadm:A:XXXX:glm:PClI card
error

The error was detected by the SCSI
card or the PCI bus.

Please exchange SCSI cards. Please
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.

129

FISVmadm:A:XXXX:glm:PCI bus
error

The PCI bus error was detected.

Please confirm where value of maxphys
property is setted in /etc/system
file.Please delete it when it is setted.
Please confirm whether the setted value
is correct when application demand
maxphys property setting. Please
exchange suspected parts when there is
not problem.

130

FISVmadm:A:XXXX:glm:SCSI
protocol error

The SCSI protocol error was detected.
Please confirm whether there is
connected omission of the 1/0 device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.
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131 | FISVmadm:A:XXXX:glm:SCSI
parity error

The SCSI bus parity error was detected.
Please confirm whether there is
connected omission of the 1/0 device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

132 | FISVmadm:A:XXXX:glm:SCSI
command timeout

1/0 was not completed within the fixed
time.

Please confirm whether there is
connected omission of the 1/O device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

133 | FISVmadm:A:XXXX:glm:SCSI
bus reset detection

SCSI bus reset was received.

In multi-initiator connection, please
check whether abnormalities have
occurred with other processing units.
Moreover, a problem may be in the
application which controls an 1/0
device. Please check whether there is
any problem in application.

134 | FISVmadm:A:XXXX:isp:
adapter offline

An XXXX adapter offline message was
found in the message log.
Contact a certified service engineer.

135 | FISVmadm:A: XXXX:isp:
Hard Error

A hardware failure message associated
with XXXX was found in the message
log.

Contact a certified service engineer.

136 | FISVmadm:A:XXXX:fcpfcd:
PCI Error

A cipher processor card error message
was found in the message log.
Replace the cipher processor card of
XXXX.

137 | FISVmadm:A:XXXX:fcpfed:
Adapter Hard Error

A cipher processor card error message
was found in the message log.
Replace the cipher processor card of
XXXX.

138 | FISVmadm:A:XXXX:MPHD:
Raid controller error

A disk path error message was found in
the message log.

Replace the disk array controller of
XXXX.
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139 | FISVmadm:A:XXXX:MPHD: A disk path error message was found in
Raid controller error the message log. vlyly N
(DRIVE vendor=XXXXXX, Replace the disk array controller.
product=XXXXXXXXX)
140 | FISVmadm:A:XXXX:MPHD: A redundant path was used but access to
all paths failed the disk array unit failed.
A hardware failure is assumed to have Y|Y|Y N
occurred. Contact a certified service
engineer.
141 | FISVmadm:A:XXXX:MPHD: A SCSI transfer error was detected.
SCSiI transport failed A hardware failure is assumed to have vlvly N
occurred. Contact a certified service
engineer.
142 | FISVmadm:A:XXXX:MPHD: A SCSI transfer error was detected.
SCSiI transport failed A hardware failure is assumed to have vilvly N
(DRIVE vendor=XXXXXX, occurred. Contact a certified service
product=XXXXXXXXX) engineer.
143 | FISVmadm:A: XXXX:fjpfca: An adapter hard error message was
Adapter Hard Error found in the message log. Y| Y|Y Y
Replace the adapter of XXXX.
144 | FISVmadm:A:XXXX:fjpfca: A PCI error message was found in the
PCI Error message log.
Check the statuses of the system board Yy Y
and adapter of XXXX.
145 | FISVmadm:A: XXXX:fjpfca: An adapter error message was found in
Adapter Error the message log. Y| Y|Y Y
Replace the adapter of XXXX.
146 | FISVmadm:A:XXXX:fjpfca: A device error message was found in
Device Error the message log.
Check the status of the connected Yy v
XXXX devices.
147 | FISVmadm:A: XXXX:sf: A transfer error message was found in
transport failed the message log.
. Y|[N|Y N
Check the statuses of the cable, unit,
and adapter of XXXX.
148 | FISVmadm:A:XXXX:soc: An XXXX offline message was found
offline in the message log. N|N|N N
Contact a certified service engineer.
149 | FISVmadm:A:XXXX:hme: An offline message was found in the
offline message log. Y| Y|Y N
Replace the adapter of XXXX.
150 | FISVmadm:A: XXXX:se: An offline message was found in the
offline message log. Y| Y|Y N
Replace the system board of XXXX.
151 | FISVmadm:A: XXXX:wpcd: An adapter hard error message was
Adapter Hard Error found in the message log. Y|Y|Y Y
Replace the adapter of XXXX.
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152 | FISVmadm:A:XXXX:sfdsk: A SynfinityDISK error message was
"Message" found in the message log. vly Y|Y|Y
For details, refer to "Messages" in the (*1 | (*1) | (*1)
SafeDISK/PRIMECLUSTER GDS.
153 | FISVmadm:A:XXXX:sfdsk: A SynfinityDISK error message was
"Message" found in the message log. vly Y|Y|Y
(DRIVE vendor=XXXXXX, For details, refer to "Messages" in the (*1 [ (*1) | (*1)
product=XXXXXXXXX) SafeDISK/PRIMECLUSTER GDS.
154 | FISVmadm:A: XXXX:nf: An adapter hard error message was
Adapter Hard Error found in the message log. N|{N|N|N|N
Replace the adapter of XXXX.
155 | FISVmadm:A:TimerUnit: The timer unit connected to host_name
stimed: Timer unit error failed. A timer unit error message was vININININ
(Hardware Error) found in the message log.
Replace the timer unit.
156 | FISVmadm: X:XXXX: XXXX A message associated with additional
(add-on): "Message" monitoring was found in the message
log.
For more information, see the HTML
_ o Y|Y|Y|Y]|Y
file in the following directory of the
corresponding device.
Ivar/opt/FISVmadm/manual/japanese/in
dex.html
157 | FISVmadm:A:XXXX:fjmisa:fail to | It failed in the initialization of the SCSI
initiate PCI card card.
Please exchange SCS_I cards._PIease vivivivIn
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.
158 | FISVmadm:A:XXXX:fjmisa:unsup | The SCSI card of the unsupport was
ported PCI card detected.
Please exchange SCS.I cards..PIease viviviyln
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.
159 | FISVmadm:A:XXXX:fjmisa:reques | The auto request sense date was able to
t sense failure be acquired correctly.
Please confirm whether there is
connected omission of the I/O device
and the SCSI cable. Please exchange Y| Y|Y|Y]|N
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.
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160

FISVmadm:A: XXXX:fjmisa:reduci
ng transfer rate

Transfer rate/mode of the 1/0 device
was changed.

Please confirm whether there is
connected omission of the 1/0O device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

161

FISVmadm:A:XXXX:fjmisa:PClI
card error

The error was detected by the SCSI
card or the PCI bus.

Please exchange SCSI cards. Please
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.

162

FISVmadm:A:XXXX:fjmisa:PClI
bus error

The PCI bus error was detected.

Please confirm where value of maxphys
property is setted in /etc/system
file.Please delete it when it is setted.
Please confirm whether the setted value
is correct when application demand
maxphys property setting. Please
exchange suspected parts when there is
not problem.

163

FISVmadm:A:XXXX:fjmisa:SCSI
protocol error

The SCSI protocol error was detected.
Please confirm whether there is
connected omission of the 1/0 device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

164

FISVmadm:A:XXXX:fjmisa:SCSI
parity error

The SCSI bus parity error was detected.
Please confirm whether there is
connected omission of the 1/0 device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.
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165 | FISVmadm:A:XXXX:fjmisa:SCSI | 1/0 was not completed within the fixed
command timeout time.

Please confirm whether there is
connected omission of the 1/0O device
and the SCSI cable. Please exchange Y|Y|Y|Y]|Y
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

166 | FISVmadm:A:XXXX:fjulsa:fail to | It failed in the initialization of the SCSI
initiate PCI card card.

Please exchange SCSI cards. Please
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.

167 | FISVmadm:A:XXXX:fjulsa:unsupp | The SCSI card of the unsupport was
orted PCI card detected.

Please exchange SCSI cards. Please
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.

168 | FISVmadm:A:XXXX:fjulsa:reduci | Transfer rate/mode of the 1/0 device
ng transfer rate was changed.

Please apply the following patches.
Solaris 8: since 114632-03

Solaris 9: since 114951-02

When you take a measure by the system
whose patch is not applied, please
check whether there is any connection
omission of an 1/0 device or a SCSI
cable. Please exchange suspected parts
when the problem relapses afterwards.
The revitalization exchange is also
possible for suspected parts that can
exchange revitalization.

169 | FISVmadm:A:XXXX:fjulsa:PCl The error was detected by the SCSI
card error card.

Please exchange SCSI cards. Please
exchange boards equipped with the PCI
slot when the problem relapses after
exchanging SCSI cards.

170 | FISVmadm:A:XXXX:fjulsa:PCI The PCI bus error was detected.
bus error Please exchange SCSI cards. Please
exchange boards equipped withthe PCI | Y | Y | Y | Y |'Y
slot when the problem relapses after
exchanging SCSI cards.
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171

FISVmadm:A: XXX X:fjulsa:SCSI
protocol error

Since abnormalities were detected
during control of an I/O device, a SCSI
bus is reset.

Please confirm whether there is
connected omission of the 1/0O device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

172

FISVmadm:A: XXX X:fjulsa:SCSI
parity error

The SCSI bus parity error was detected.
Please confirm whether there is
connected omission of the 1/0 device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

173

FISVmadm:A:XXXX:fjulsa:SCSI
command timeout

1/0 was not completed within the fixed
time.

Please confirm whether there is
connected omission of the 1/O device
and the SCSI cable. Please exchange
suspected parts when the problem
relapses afterwards. The revitalization
exchange is also possible for suspected
parts that can exchange revitalization.

174

FISVmadm:A:XXXX:fjgi:
Hardware Error
(Hard Error)(pci-address)

An adapter hardware error was
detected.

It seems to be a hardware failure. Please
contact the customer support.

175

FISVmadm:A: XXXX:fjgi:
Hardware Errorl
(Hard Error)(pci-address)

An adapter hardware error was
detected.

It seems to be a insufficiency of
resources or a hardware failure. Please
contact the customer support.

176

FISVmadm:A: XXXX:fjgi:
Hardware Error2
(Hard Error)(pci-address)

An adapter hardware error was
detected.

It seems to be a transmission way
failure or a hardware failure. Please
contact the customer support.

177

FISVmadm:A: XXXX:fjxge:
Hardware Errorl
(Hard Error)(pci-address)

An adapter hardware error was
detected.

It seems to be a hardware failure. Please
contact the customer support.
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178 | FISVmadm:A:XXXX:fjxge: An adapter hardware error was
Hardware Error2 detected. NININ
(Hard Error)(pci-address) It seems to be a hardware failure. Please
contact the customer support.
179 | FISVmadm:A:XXXX:fjxge: An adapter hardware error was
Hardware Error3 detected. NN N
(Hard Error)(pci-address) It seems to be a hardware failure. Please
contact the customer support.
180 | FISVmadm: A:XXXX:fjxge: An adapter hardware error was
Hardware Error4 detected. NN N
(Hard Error)(pci-address) It seems to be a hardware failure. Please
contact the customer support.
181 | FISVmadm:A:XXXX:qglc: An adapter hardware error was
Adapter Hard Error detected.
) N|N|N
It seems to be a hardware failure. Please
contact the customer support.
182 | FISVmadm:A:XXXX:glc: Error in the splicing equipment (switch,
Device Error HUB, and 1/O device) was detected.
Confirm the state of the splicing
. N|N|N
equipment.
Please contact the customer support
when the phenomenon is not improved.
183 | FISVmadm:A:XXXX:sd:Exceeded | The retrying error of the disk exceeded
the threshold of the retrying the threshold. vInly
message It seems to be a hardware failure. Please
contact the customer support.
184 | FISVmadm:A:XXXX:sfdsk:Exceed | The recovery processing failure by
ed the threshold of the writeback SafeDISK/PRIMECLUSTER GDS
success message exceeded the threshold. Y|N|Y
It seems to be a hardware failure. Please
contact the customer support.
185 | FISVmadm: A:XXXX:emlxs: An adapter hardware error was
Adapter Hard Error detected.
) N|N|N
It seems to be a hardware failure. Please
contact the customer support.
186 | FISVmadm:A:XXXX:qlge:Hardwa | An adapter hardware error was
re Error(Hard Error):(XXXX) detected. NN N
It seems to be a hardware failure. Please
contact the customer support.
187 | FISVmadm:A:XXXX:mpt:fail to Replace the SCSI/SAS controller.
initiate SCSI/SAS controller When the controller is PCI card, and the NN N
problem relapses after replacement,
replace the board.
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188 | FISVmadm:A:XXXX:mpt:power Replace the SCSI/SAS controller.
request failed i
When the controller is PCI card, and the NINTN N v
problem relapses after replacement,
replace the board.
189 | FISVmadm:A:XXXX:mpt:RAID Confirm the state of each disk
status error (volume).
There is no problem when the N|N|N|N Y
replacement of the disk or the volume is
operated.
190 | FISVmadm:A:XXXX:mpt:RAID Confirm the state of each disk
volume error (volume).
There is no problem when the N|[N|N|N Y
replacement of the disk or the volume is
operated.
191 | FISVmadm:A:XXXXX:mpt:SCSI/S | Replace the SCSI/SAS controller.
AS controller error Wh i
en the controller is PCI card, and the NINININ v
problem relapses after replacement,
replace the board.
192 | FISVmadm:A:XXXX:mpt:RAID Confirm the connection of the 1/0
action failed device and the SAS cable.
N|{N|[N|N Y
Replace a part when the problem
relapses afterwards.
193 | FISVmadm:A:XXXX:mpt:Reset Confirm the connection of the 1/0
(SCSI bus/Target) action failed device and the SAS cable.
N|{N|[N|N Y
Replace a part when the problem
relapses afterwards.
194 | FISVmadm:A:XXXX:mpt:RAID Confirm the state of the memory
Information request failed resource.
Replace the SCSI/SAS controller.
_ N|N|N|[N Y
When the controller is PCI card, and the
problem relapses after replacement,
replace the board.
195 | FISVmadm:A:XXXX:mpt:reducing | Confirm the connection of the I/O
transfer rate device and the SAS cable.
N|{N|[N|N Y
Replace a part when the problem
relapses afterwards.
196 | FISVmadm:A:XXXX:mpt:backoff | Replace the SCSI/SAS controller.
failed i
When the controller is PCI card, and the NINININ v
problem relapses after replacement,
replace the board.
197 | FISVmadm:A:XXXX:mpt:SCSI Confirm the connection of the 1/O
command timeout device and the SAS cable.
N|{N|[N|N Y
Replace a part when the problem
relapses afterwards.
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198 | FISVmadm:A:XXXX:mpt:SCSI Confirm the environment.
bus reset detection There is no problem when used in the
multi initiator environment.
Replace the SCSI/SAS controller when NINININ
it is not a multi initiator environment.
When the controller is PCI card, and the
problem relapses after replacement,
replace the board.
199 | FISVmadm:A:XXXX:mpt: SAS Confirm the connection of the I/O
Discovery action failed device and the SAS cable.
Replace a part when the problem NN NN
relapses afterwards.
200 | FISVmadm:A:XXXX:mpt:SMP Confirm the connection of the 1/O
action failed device and the SAS cable.
N|{N|[N|N
Replace a part when the problem
relapses afterwards.
201 | FISVmadm:A:XXXX:mpt:Detected | Confirm the disk and the volume state. NINININ
failure on the Hardware RAID
202 | FISVmadm:A:XXXX:mpt_sas:fail | Replace the SAS controller.
to initiate SAS controller When the controller is PCI card, and the NN NN
problem relapses after replacement,
replace the board.
203 | FISVmadm:A:XXXX:mpt_sas:pow | Replace the SAS controller.
er request failed When the controller is PCI card, and the NN NN
problem relapses after replacement,
replace the board.
204 | FISVmadm:A:XXXX:mpt_sas:RAI | Confirm the volume state. NINININ
D status error
205 | FISVmadm:A:XXXX:mpt_sas:SAS | Replace the SAS controller.
controller error When the controller is PCI card, and the NI NN
problem relapses after replacement,
replace the board.
206 | FISVmadm:A:XXXX:mpt_sas:RAI | Replace the SAS controller.
D action failed When the controller is PCI card, and the NN NN
problem relapses after replacement,
replace the board.
207 | FISVmadm:A:XXXX:mpt_sas:Res | Confirm the connection of the 1/0
et(SCSI bus/Target) action failed device and the SAS cable.
Replace a part when the problem NINNIN
relapses afterwards.
208 | FISVmadm:A:XXXX:mpt_sas:Res | Confirm the connection of the I/O
et(SCSI bus/Target) Action failed device and the SAS cable.
Replace a part when the problem NN NN
relapses afterwards.
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209 | FISVmadm:A:XXXX:mpt_sas:SCS | Confirm the connection of the 1/0
I command timeout device and the SAS cable.
N|N|N Y
Replace a part when the problem
relapses afterwards.
210 | FISVmadm:A:XXXX:mpt_sas:SAS | Confirm the connection of the 1/0
Discovery action failed device and the SAS cable. NN N v
Replace a part when the problem
relapses afterwards.
211 | FISVmadm:A:XXXX:mpt_sas:SM | Confirm the connection of the 1/0
P action failed device and the SAS cable.
N|N|N Y
Replace a part when the problem
relapses afterwards.
212 | FISVmadm:A:XXXX:mpt_sas:Det | Confirm the disk and the volume state. NN N v
ected failure on the Hardware RAID

(*1) Inthe SafeDISK/PRIMECLUSTER GDS configuration with the ssd driver, this message might be

excluded from the messages to be monitored.
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1 FISVmadm: X:XXXX:Firm: A system board error was found.
Detected failure on the System Contact a certified service engineer. NN N
Board occurred at MMM DD
hh:mm:ss TZ
2 FISVmadm: X:XXXX:SCF: A fan error was found.
Detected failure on the fan occurred | Contact a certified service engineer. NN N
at MMM DD hh:mm:
ssSTZ
3 FISVmadm: X:XXXX:SCF: A power error was found.
Detected failure on the Contact a certified service engineer. NN N
power supply unit occurred
at MMM DD hh:mm:ss TZ
4 FISVmadm: X:XXXX:Firm: A CPU error was found.
Detected failure on the CPU Contact a certified service engineer.
(CPU type=X, freq=XXXXMHz, N|N|N
Rev=X.X) occurred at
MMM DD hh:mm:ss TZ
5 FISVmadm: X:XXXX:Firm: A secondary cache 1-bit error was
U2-Cache correctable Error found.
(CPU type=X, freq=XXXXMHz, Contact a certified service engineer. N|N|N
Rev=X.X) occurred at
MMM DD hh:mm:ss TZ
6 | FISVmadm:X:XXXX:SCF: An RCI node error was found.
Detected failure on the RCI Contact a certified service engineer. NN N
node occurred at
MMM DD hh:mm:ss TZ
7 | FISVmadm:X:XXXX:SCF: A panel error was found.
Detected failure on the Contact a certified service engineer. NN N
PANEL occurred at
MMM DD hh:mm:ss TZ
8 FISVmadm: X:XXXX:Firm: A PCI card error was found.
Detected failure on the PCI Contact a certified service engineer. NN N
card occurred at
MMM DD hh:mm:ss TZ
9 | FISVmadm:X:XXXX:SCF: A UPS error was found.
UPS failure occurred at Contact a certified service engineer. N|N|N
MMM DD hh:mm:ss TZ
10 | FISVmadm: X:XXXX:Firm: A memory error was found.
Detected failure on the Contact a certified service engineer.
memory module N|N|N
occurred at MMM DD hh:mm:
ssTZ
11 | FISVmadm: X:XXXX:Firm: A memory bit error was found.
Memory correctable error Contact a certified service engineer. NN N
occurred at MMM DD hh:mm:
ssTZ
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Main unit
No Message (firmware-related) Explanation/Appropriate action
D| E|F H

12 | FISVmadm:l:XXXX:Firm: A message was reported.
Notification ("Message")
occurred at MMM DD hh:mm: NININ N
ssTZ

13 | FISVmadm:X:XXXX:SCF: An environment error was found.
Detected abnormality of Check the log to confirm no thermal NN N N
environment occurred at error has occurred, and then improve
MMM DD hh:mm:ss TZ the environment.

14 | FISVmadm:X:XXXX:Firm: A DTAGL bit error was found.
DTAG correctable error Contact a certified service engineer. NN N N
occurred at MMM DD hh:mm:
ssTZ

15 | FISVmadm:X:XXXX:Firm: A hardware configuration error
Hardware configuration occurred. NN N N
error occurred at Contact a certified service engineer.
MMM DD hh:mm:ss TZ

16 | FISVmadm: X:XXXX:Firm: Cache/TLB has been degraded.
Cache/TLB Degrade occurred Contact a certified service engineer. N|N|N N
at MMM DD hh:mm:ss TZ

17 | FISVmadm: X:XXXX:Firm: A hardware error occurred.
Detected hardware error Contact a certified service engineer. N|N|N N
occurred at MMM DD hh:ss TZ

18 | FISVmadm:X:XXXX:Firm: Status reset failed due to recurring part
Notification failures.
(Parts Status Reset Failure) Replace the part and then reset the N|N|N N
occurred at MMM DD hh:mm: status again.
ssSTZ

19 | FISVmadm:X:TEST:Firm: A test error log is reported.
Notification
(This is a TEST log) occurred at N|N|N N
MMM DD hh:mm:
ssTZ

20 | FISVmadm:A:XXXX:SCF: Setting data held in SCF has been lost. vInIN N
Setup Data Lost Contact a certified service engineer.

21 | FISVmadm:A:XXXX:POST: A single-bit E-cache error was detected.
E cache Data compare error(Single | Contact a certified service engineer. Y |N|N N
bit error)

22 | FISVmadm:A:XXXX:POST: Asingle-bit U2U error was detected. vInln N
U2U register ECC CE detected Contact a certified service engineer.

23 | FISVmadm:A:XXXX:POST: The TOD battery power is low. viInlN N
TOD Battery Low Contact a certified service engineer.

24 | FISVmadm:A:XXXX:POST: A single-bit E-cache error was detected. vInln N
E cache singlebit error Contact a certified service engineer.

25 | FISVmadm:A:XXXX:POST: A single-bit memory error was detected. viInlN N
Memory single bit error Contact a certified service engineer.
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Main unit
No Message (firmware-related) Explanation/Appropriate action ST EF
26 | FISVmadm:A:XXXX:POST: A single-bit UPA error was detected. vinlIN
UPA singlebit error Contact a certified service engineer.
27 | FISVmadm:A:XXXX:OBP: An abnormal CPU reset trap occurred.
[RED] RED State exception Contact a certified service engineer. Y |[N|[N
occurred
28 | FISVmadm:A:XXXX:0BP: An abnormal CPU reset trap occurred. vinlIN
[RED] Watchdog reset occurred Contact a certified service engineer.
29 | FISVmadm:A:XXXX:OBP: Though the OS encountered a panic, the
OS aborted panic was not handled. Y|[N|[N
Contact a certified service engineer.

*  One of Firm:SCF/POST/OBP is displayed.
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Appendix A Overall Configuration Diagrams

This appendix describes overall configuration diagrams using the PRIMEPOWER series as an example.
The machines of the PRIMEPOWER series can be operated in one of two operation patterns, depending
on the model.

1. Operation from the main unit only
The following models of the PRIMEPOWER series are operated only from the main unit.
PRIMEPOWER 1/200/250/400/450/600/650/850
GP7000F model 200/200R/400/400R/400A/600/600R
The figure below shows operation only from the main unit.
In this operation pattern, all computing resources of the main unit (e.g., CPU, memory, PCI unit)
of the main unit are used as those of a single server.
An RCI cable cannot be connected to PRIMEPOWER1 model.

Conceplual diagram of overall configuration (operation from the rmain unit only)

421



Appendix A Overall Configuration Diagrams

2. Operation from the main unit and a System Management Console (SMC)

The following models of the PRIMEPOWER series are operated from the main unit and a SMC.

PRIMEPOWER 800/900/1000/1500/2000/2500, GP7000F model 1000/2000
The figure below shows operation from the main unit and an SMC.

In this operation pattern, main unit resources are divided into several partitions and each partition
is operated as a single server. SMC manages several servers through centralized control.
In operation from a main unit and SMC, the resources started in partition units and those started by
SMC functionally complement each other.

Concephul disgramiof iverall configueaion (PRIMEPOYWER opiration with SMC)

FParflion 3
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The following explains the components that appear in the above figures.

SMC

External power control:
device

Machine Administration

System Control Facility

System board

Power unit

Fan

PRIMEPOWER800/900/1000/1500/2000/2500 and GP7000F model
1000/2000 require an SMC.

Use PRIMEPOWERZ1/200/250 as the base platform.

The main unit and SMC are connected by a system control LAN and a
user LAN. The system control LAN connects the "System Control
Facility" to the SMC.

On the SMC, "Machine Administration" included in the SCS monitors all
hardware components and partitions in cooperation with the System
Control Facility. To use "Machine Administration,” log in to the SMC
(Solaris) from the terminal connected to the SCS via the user LAN.

O

Mote

PRIMEPOWER?250 can be used as the base platform from SCS2.3 and
later.

Controls power supply to the main unit, the UPS, and the power supplies
of air conditioners, etc.

This software is included in ESF and monitors all hardware components in
cooperation with the System Control Facility. To use "Machine
Administration,"” log in to Solaris from the terminal connected to the main
unit via the user LAN.

The System Control Facility functions monitors the entire hardware
system, including the main unit and externally connected devices. It is a
single-board configuration with a dedicated CPU and memory. It
monitors the errors that occur in CPUs, memories, PCI units, disks, fans,
batteries, etc.

The system board is equivalent to a personal computer's motherboard.
Several CPUs, memories, and PCI slots are mounted on the system board;
they are connected by a bus.  The types and number of CPUs mounted on
one system board, memory capacity, and the number of PCI slots depend
on the main unit model. Several system boards serve as a basic part in
that they function as a single computer. Internal disks, the disk arrays
housed in a cabinet different from the cabinet in which the main unit is
housed, and tape units can be connected from PCI slots. System boards
are connected by the attachment feature (bus and channel).

Power supply unit with a converter (AC to DC).

Device that cools the inside of a cabinet.
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Appendix B Disk Drive Replacement

This appendix describes how to use the menu for displaying guidance information on disk drive
replacement.
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B.1 Outline of disk drive replacement

Disk drive replacement is classified into two modes: one is "fault replacement” for replacing faulty disks
and one is "preventive replacement” for replacing disks before they become faulty.

The disk drive replacement menu provides guidance information for replacing and mounting disk drives in
these modes.

The Machine Administration menu provides the disk drive replacement function with the following menu
items:
e The Faulty Hard Disk Drive Replacement (Hot Swap)
Allows replacement of disk drives without stopping system operation.

e Preventive Maintenance of the Hard Disk Drive (Hot Swap)
Allows preventive replacement of disk drives based on checking the frequency of errors, such as
retries, that have occurred previously.
Allows hot swapping without stopping system operation.

e Include the Hard Disk Drive after the Cold Maintenance
Displays guidance information for resetting data and the operation of mounting in
SynfinityDISK/GDS after replacement was performed with system operation stopped.

The following sections describe how to perform replacement using these menu items.
Note: The Machine Administration can maintain the following disk drives.

»  Internal disk drives (The Hardware RAID configuration is excluded)
»  Disk drives installed in the Expansion File Unit
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B.2 Flow of Fault Replacement

Replacement of a faulty disk drive is performed in the following three steps:
e Unmounting the faulty disk from the system
e Replacing the disk
e Mounting the new disk on the system

B.2.1 Unmounting disks

The following two steps of the unmount operation must be performed to enable disk replacement:
1. Logical unmounting for preventing the volume management software and OS from using the
relevant disk
2. Electrical disconnection for stopping disk rotation and enabling physical removal

In addition to the above, Machine Administration must be notified that the relevant disks can be replaced
physically.

Machine Administration manages a list of disks reported to it as being swappable, to prevent the erroneous
replacement of disks not included in the list.

The unmount operation varies depending on whether SynfinityDisk or PRIMECLUSTER GDS (GDS), or
other volume management software (Solstice™ DiskSuite, VERITAS™ Volume Manager, etc.) is used.

B.2.1.1 When using SynfinityDisk/GDS

When using SynfinityDisk/GDS, the following three disk unmount modes are available and can be
selected according to the operating mode.
When disk is replaced by the cold swap, unmount the disk by any method beforehand.

e Automatic unmounting by GDS
This mode can be used when using GDS4.1A30 or later (see Section B.4, "Setting up the GDS
Automatic Unmount function").
Upon detection of a disk error, GDS automatically performs all necessary operations including
logical unmounting, electrical disconnection, and notification to Machine Administration.
You need not manually unmount the disk drive before starting replacement.
After automatic unmounting is performed, the following message is displayed in
/varladm/messages:

Aug 6 17:29:46 host00 SDX:sdxservd: [ID 702911 user.error] ERROR: disk000001:
/dev/rdsk/c0t2d0s0: ready for swapping due to I/0 error, class=class0001

Alternatively, the GUI screen of GDS will display the disk as being in the SWAP state, as shown below.
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Manual unmounting using the SynfinityDisk/GDS GUI menu

Selecting "Swap Physical Disk" from the SynfinityDisk/GDS GUI menu triggers this function.
The function executes only unmounting from SynfinityDisk/GDS, and notifies Machine

Administration.
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In this case, operation executed electrical disconnection is performed by the Machine
Administration menu operation executed during replacement.

e Manual unmounting using the SynfinityDisk/GDS sdxswap command
You can use sdxswap to perform logical unmounting.
For the sdxswap command arguments, specify the class name and SDX disk name used by
SynfinityDisk/GDS.  For more information, refer to the "SynfinityDisk Handbook™ or
"PRIMECLUSTER Global Disk Services Handbook."

# /usr/sbin/sdxswap -0 —c¢ <class name> —-d <SDX disk name>

In addition, you have to notify Machine Administration using the diskswap command.
For the diskswap command argument, specify the logical device path of slice No. 0 of the relevant
disk.

# /usr/sbin/FJSVmadm/diskswap add <logical device path>

In this case, electrical disconnection is performed by the Machine Administration menu operation
executed during replacement.
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B.2.1.2 When using volume management software other than
SynfinityDisk/GDS

When using volume management software other than SynfinityDisk/GDS, the following two unmount
modes are available:

e Unmounting from volume management software
Use the volume management software to unmount the relevant disk from the volume.
For the operation procedure, refer to the manual for the software being used.

After logical unmounting is complete, use the diskswap command to notify Machine
Administration.

For the diskswap command argument, specify the logical device path of slice No. 0 of the relevant
disk.

# /usr/sbin/FJSVmadm/diskswap add <logical device path>

In this mode, electrical disconnection is performed by the Machine Administration menu item
executed during replacement.

e Cold swap
The relevant disk is replaced with the system stopped.
In this mode, the unmount operation is not required.

B.2.2 Replacing disk drives

Disk replacement is implemented in one of two modes: hot swap and cold swap.

O

Mote
e Disk drives are replaced by the CE.

B.2.2.1 Hot swap

To perform hot swap, execute the menu item "The Faulty Hard Disk Drive Replacement (Hot Swap)".

The menu item for faulty hard disk drive replacement differs depending on the disk unmount mode as
follows.

e Automatic unmounting by GDS

1. When you select the menu item "The Faulty Hard Disk Drive Replacement (Hot Swap)", the
following menu opens:
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Hard Disk Drive

The following diskis) isfare logically excluded from system:
Fdewfrdsk/e0t1d0=0 (=di: SCSIf0-IDH1) [Disk: diskioni)]
Fdewfrdsk/cdt 1d0=0 (=dBh: PCIR0OO-IDH1) [Disk: diskooio]

Select one of following actions:
v. Start hot replacement of disk(s) listed above
n. Start hot replacement of other diskis)

q:Buit  biBack to previous menu tiGo to top menu  hiHelp

Select (v.m.q9.b.t,.h):

This menu lists the disk drives that have been automatically unmounted by GDS and can now be
replaced.
Each disk name is displayed in the following format:

{logical device name> (<instance name>: <unit name>) [Disk: <SDX disk name>]

Logical device name : Represents the logical device name of the applicable
disk.

Instance name . Represents the instance name of the sd driver.

Unit name > Represents the unit name used in “Chapter 5 Messages”
in the “Machine Administration Guide” (this manual).

SDX disk name . Represents the SynfinityDisk/GDS disk name.

2. Enter "y" if you are going to replace the disk that has automatically been unmounted by GDS.
Enter "n" if any disk has been unmounted in another unmount mode and you are going to replace
that disk first.

For an explanation on replacement in this case, see 2, "Other unmount modes."

3. When you enter "y", a menu for selecting the disk to be replaced opens.

Hard Disk Drive

The fallowing disk(z) has/have logically been excluded.
You can start hot replacement of following disk(s):

1. fdev/rdsk/c0t1d0s0 (=dl: SCEIH0-I0H1) [Disk: diskoont]
2. fdevirdsk/cat1di=0 (=dBh: PCIROO-IDE1) [Disk: diskooio]
a. All

Select disk(z) to be replaced.
(To specify multiple disks, separate them by a comma *,")

q:Euit  biBack to previous menu tiGo to top menu hiHelp

Select (1-2,a.9,b,t.h):

If you are going to replace all the disks that have been automatically unmounted by GDS, enter "a".
If you are going to replace only a specific disk, select that disk.
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4. When you select the disk to be replaced, the following screen opens.

Hard Dizk Drive

The following disk(s) isfare zoing to be replaced.
Sdewirdsks/ et 1d0=0 (=dl: SCSIR0-IDE1) [Disk: disknoot]
Sdevirdsks/cat1di=n (=dif: PCIROO-IDE1Y [Disk: diskinin]

Replace the diskis) with fault-LED |it.

This meru will turn on the power of the replaced diskis).
Checlk all the replaced disks are properly installed, then
input “v" to continue.

q:Buit  biBaclk to previous menu t:Go to top menu  hiHelp

Select (v.a.b.t,h):

The Fault-LED (amber) on the relevant disk lights or blinks.
Physically replace the disk.

5. After replacement is complete, enter "y". Disk power-on processing is performed and the result
is displayed as follows:

Spinup of the following disk{s) i=zfare successfully completed:
FdewSrdsk/c0t1d0=0 (=d1: SCEIR0-I0#1) [Disk: disk0ooi]
Fdew/rdsk/cdt1d0=) (=dE5: PCIX00-IDR1) [Disk: disk0nin]

Input "%z

6. Check the result and enter "y". The screen for selecting the operation for mounting disks in GDS
opens.
The subsequent procedure is explained in Section B.2.3, "Mounting disks."

e  Other unmount modes

1. If you are going to replace a disk that has been unmounted in a mode other than automatic
unmounting by GDS, the following menu opens when you select the menu item "The Faulty Hard
Disk Drive Replacement (Hot Swap)".

Hard Disk Drive

The following disk have lozical ly been excluded.
‘fou can start hot replacement of following disk:
1. Fdev/rdsk/cit1dis0 (=di: SCSIH0-I041)

Select disk to be replaced.
q:fuit  biBack to previous menu t:Go to top menu hiHelp

Select (1,9,b.1, R0

431



Appendix B Disk Drive Replacement

2. The disks reported as swappable to Machine Administration are listed.
Select the disk you are going to replace. The following confirmation message appears.

Disk to be replaced Adew/rdsk/c0t1d0s0 (=dl: SCSIH0-ID61)

dre vou sure to start replacement by hot swap ?(v,n):

O

Note
— When you replace two or more disks, replace them one at a time.

3. If the displayed disk is the target disk, enter "y". Electrical disconnection of the disk is
performed and the following message appears:

Target disk can be located by LED.Please chanze disk.

1: disgk change hasz finizhed.
2: dizk change has been aborted.
Fleaze enter 1 or 2.

4. Replace the disk for which the Fault-LED (amber) lights or blinks.
5. After replacement is complete, enter "1". The subsequent procedure for mounting disks is

explained in Section B.2.3.3, "Mounting a disk that has been hot-swapped after unmounting by
means other than GDS."

B.2.2.2 Cold swap

Cold replacement refers to the replacement mode in which a disk is replaced with system operation
stopped.
1. Before stopping system operation, confirm the location of the disk to be replaced such as by
checking error messages.
2. Replace the target disk.
For information on how to mount a cold-swapped disk, see Section B.2.3.2, "Mounting a disk that
has been cold-swapped after automatic unmounting," and Section B.2.3.4, "Mounting a disk that
has been cold-swapped after unmounting by means other than GDS."
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B.2.3 Mounting disks

Mounting replaced disks in the system can be classified into the following five cases:
e Mounting a disk that has been hot-swapped after automatic unmounting
e Mounting a disk that has been cold-swapped after automatic unmounting
e Mounting a disk that has been hot-swapped after unmounting by means other than GDS
e Mounting a disk that has been cold-swapped after unmounting by means other than GDS
e Mounting a disk for which a hot-swap operation has completed without the disk having been
incorporated into the system.

O

Note
When the system has been shut down after hot swapping without properly mounting the
swapped disk, follow the procedure described in B.2.3.1, "Mounting a disk that has been
hot-swapped after automatic unmounting."”

B.2.3.1 Mounting a disk that has been hot-swapped after automatic
unmounting

This section describes how to mount a disk that has been unmounted by the GDS automatic unmount
function and then replaced using the hot swap menu.

This procedure follows the procedure explained in Section B.2.2.1, "Hot swap — ® Automatic
unmounting by GDS."

From the replacement menu, you can continue with the procedure to mount the replaced disk in GDS.
During disk mounting, resynchronization copying will be performed automatically, enabling the disk to
be used in a file system.

Hard Disk Drive

You can include the disk{=) to SafeDISK/SvnfinityDisk/G05 by this menu
instead of using commands or menu of SafeDISK/Synf inityDisk/GDS.
Select the disk(s) to be included.

(To specify multiple disks, separate them by a comma *,")

1. Adev/rdsk/c0t1d0sn (=di: SCSIH0-IDE1Y [Disk: diskooot]

2. fdevirdsk/cdt1d0s0 (=dE5: PCIROO0-I0H1) [Disk: diskioio]
a. ol

q. Quit without attaching.

Mot ice: In case wou guit this menu with disk{s), which had orizinally
been managed by SafeDISK/Svnf inityDisk/GDE, excluded, wou
should include detatched disk(s) to

SafeDISK Syrf inityDisk/GDE, later.

Depending on the capacity of the dizk, Reswnchronization

Copving will take long time. In some caze, it maw take hours.

q:Buit  biBack to previouz menu t:Go to top menu hiHelp
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1.

Select the disk you are going to mount.
If you want to mount all the disks you replaced, enter "a".

O

Note

— When three or more mirror groups are configured by GDS, multiple disks in the same
mirror group cannot be mounted simultaneously.
Mount them one at a time.

— When a spare disk is used, resynchronization copying of the spare disk may be executed in
the background.
In this case, start mount processing after copying of the spare disk is completed.

You can also quit the menu without mounting disks in GDS. In this case, execute the disk hot
swap menu item again or perform the mount operation using the GDS GUI menu or sdxswap

command to mount the disk in GDS.

After you select the disk to mount, the following message appears:

Hard Dizk Drive

The following disk(s) isfare going to be included to
SafeDI3K/Baf eDISK Bynf inityDisk,/GDS,
1. fdevw/rdsk/c0t1d0s0 (=dl: SCSIf0-IDH13 [Disk: diskoooi]

Input %" to continue.
qiluit  b:iBack to previous menu t:lGo to top menu hiHelp

Select (v.b,h):

If the correct disk is indicated, enter "y". Mounting the disk in GDS begins and the progress of
resynchronization copying is displayed as shown below.

Resynchronization copying takes about one minute per gigabyte of volume size for each volume
allocated on the disk.

Resvnchronizat ion Copving of disks has started.
It will take approximately 80 minutes to complete Reswnchronization
Copying.

Fdev/rdsk/c0t1d0=0 (sdl: SCEIH0-IDR1D [Disk: diskO001]
Fdev/rdsk/edt 1d0=0 (sdfb: PCIH00-IDE1Y [Disk: disk0010]

Copy proceszed (Time elapsed @ 0 minutels))
cltidis0: B3
cdtidisn: 73

To refresh the screen. hit return kew.

To quit this menu (Copy will kesp processed as background job.),
input “g9”.

To display the help messazes, input “h".

Select. (RETURM, q,h):

This screen is renewed every minute and changes automatically to the subsequent screen after
resynchronization copying is finished.
You can also renew the progress window by pressing the Return key.
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You can also enter "g" to quit the progress display. In this case, resynchronization copying will
continue in the background. You can check whether resynchronization copying is complete by
using the sdxinfo command or checking messages output to /var/adm/messages. For more
information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk Services
Handbook."

Resynchronization Copying of following disk(s) isfare successful ly
comp | eted.

fdev/rdsl/e0t1di=0 (=dl: SCEIR0-I0H1Y [Disk: disk0ioni]
fdev/rdsk/cdt 1d0=0 (=dBB: PCIR0O-IDR1D [Disk: diska0in]

Input “y":

3. Confirm the message content and enter "y".  The replacement results are displayed as follows:

Hot replacement for the disk{s) ended with following results:
Sdevirdsky/e0t1d0=0 (=d1: SCSIR0-IDET) [Disk: diskooot]

Sdevirdskicat1d0=0 (=dBG: PCIROO-IDE1) [Disk: diskooin]
process completed successful lw.

Input “y":

4. Confirm the message content, and enter "y".
If an error occurs during replacement or mount processing, an error message displaying the action
to be taken appears as shown below.
See Section B.6, "Messages," for information on the message that appears.

Hot replacement for the disk(s) ended with following results:
Sdev/rdsk/edt 1d0=0 (=dBB: PCIHO0-I041) [Disk: diskonin]
process failed.

Error: Spinup failed.

Action: Check whether the disk iz inserted correct|w.

Input “y":
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B.2.3.2 Mounting a disk that has been cold-swapped after automatic
unmounting

This section describes how to mount the disk, which has been unmounted by the GDS automatic unmount
function, with the system operation stopped.

This procedure follows the procedure in Section B.2.2.2, "Cold swap.” Two kinds of procedures are
available: Mounting a disk using the Machine Administration menu, and mounting a disk using the
SynfinityDisk/GDS GUI.

®

Mote
If a disk unmounted by the automatic unmount function has been cold-swapped, be sure to follow
this procedure to mount the disk again. If you fail to follow this procedure, the Fault-LED may
remain lit.

e Mounting a disk using the Machine Administration menu
Use menu item "Include the Hard Disk Drive after the Cold Maintenance".

1. When you activate the menu item, the disks that can be mounted are listed.

Hard Disk Drive

Swstem found that following disk(s) hasfhave phwsical ly been inserted,
but mot logically incloded to SafeDISKSynf inityDisk/GDS, wet.
Select the disk(sz) to be included.

(To specify multiple disks, separate them by a comma *,")

fdev/rdsk/c0t1d0s0 (=dl: SCEIH0-TID#1) [Disk: diskooni]
fdev/rdsk/cdt 1d0s0 (=dBS: PCIHO0-IDH1Y [Disk: diskinio]
a. all

q. Buit without attaching.

Motice: In case wou quit this menu with diskis), which had ariginal ly
been manazed by SafeDISK/Synf inityDisk/GDS, excluded, wou
should include detatched diskis) to

SafeDISK/Synf inityDisk/GDS, later.

Depending on the capacity of the disk, Reswnchronization

Copying will take long time. In some case. it mav take hours.

q:Buit  biBaclk to previous menu t:Go to top menu  hiHelp

Select (1-2,a.q.b.t.h):

Select the disk you want to mount.
To mount all disks, enter "a".

O

Note
— When three or more mirror groups are configured, multiple disks in the same mirror group
cannot be mounted simultaneously.
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Mount them one at a time.

— When a spare disk is used, resynchronization copying of the spare disk may be executed in
the background.
In this case, start mount processing after copying of the spare disk is completed.

2. When you have selected the disk to mount, the following message appears:

Hard Disk Drive

The fol lowing diskis) isfare going to be included to
SafeDISKSafeDISK Synf initvDisk/GDS.

1. fdew/rdsk/c0t1d0=0 (=d1: SCSIR0-IDE1) [Disk: diskooot]

Input “v" to continue.

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Zelect (v.b,h):

If the message content is acceptable, enter "y". Mounting the disk on GDS begins and the
progress of resynchronization copying is displayed as shown below.

Resvnchronization Copving of disks has started.
It will take approximately 80 minutes to complete Reswvnchronizat ion
Copying.

fdevirdsl/clt1d0=l (sdl: SCEIR0-IDH#1) [Disk: disk0001]
fdev/rdsl/cdt 1d0=l (sdiB: PCIR00-I0H1) [Disk: disko0inl

Copy proceszed (Time elapsed @ & minute(s))
cOt1dis0: B3
cdt 1di=0: F¥3

To refresh the zcreen, hit return kew.

To quit this menu (Copy will keep processed as background job. ),
input Yg”.

To dizsplay the help messages, input “hY.

Zelect. (RETURM,q,h}:

This screen is renewed every minute and changes to the subsequent screen after resynchronization
copying is finished.

You can also renew the progress window by pressing the Return key.

You can also enter "g" to quit the progress display. In this case, resynchronization copying
continues to be executed in the background.

You can check whether resynchronization copying is complete by using the sdxinfo command or
checking messages output to /var/adm/messages.

For more information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk
Services Handbook."

Resynchronization Copving of following disk(s) isfare successful ly
comp | eted.

Sdev/rdsk/c0t1d0s0 (=di: SCSIR0-IDETY [Disk: disk0001]
Sdevsrdsk/c4t1d0s0 (=dB5: PCIRO0-ID41) [Disk: diskiDi0]

Input “v":
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3. Confirm the message content and enter "y". The mount results are displayed as follows:

Included to SafeDISK/Svnf inityDisk/GDS for the disk(s) ended with
following results:
fdev/rdzk /0t 1d0=0 (=dl: SCRIH0-I0#1) [Disk: diskooni]
fdev/rdzk/cdt 1d0=0 (=dBS: PCIHO0-IDH1Y [Disk: diskOnin]

process completed successfullw.

Input “y":

4. Confirm the message content, and enter "y".
If an error occurs during replacement or mount processing, an error message displaying the action
to be taken appears as shown below.
See Section B.6, "Messages," for information on the message that appears.

Included to SafeDISK/Svnf inityDisk/GDS for the disk(s) ended with
following results:
Sdev/rdzk/edt 1d0z0 (sdBB: PCIHO0-IDH1Y [Disk: diskinin]

procezs failed.

Error: Spinup failed.

dction: Check whether the disk iz inserted correct |w.

Input “y":

e Mounting a disk using the SynfinityDisk/GDS GUI
To mount a disk using the SynfinityDisk/GDS GUI, you have to use resethardstat in advance to

reset the disk status information retained by Machine Administration.

1. The resethardstat command resets the disk status information retained by Machine Administration.
For the resethardstat command argument, specify the sd driver instance name (sd46, for example).

# /usr/sbin/FJSVmadm/resethardstat <instance name>

2. From the SynfinityDisk/GDS GUI menu, select "Restore Physical Disk™ and mount the disk in
SynfinityDisk/GDS.
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B.2.3.3 Mounting a disk that has been hot-swapped after unmounting by
means other than GDS

This section describes how to mount a disk that has been hot-swapped after unmounting by a method other
than the GDS automatic unmount function.

After completion of replacement using the hot swap menu, you have to perform one of the following
operations.

e When using SynfinityDisk/GDS
You have to perform the operation for mounting disks in SynfinityDisk/GDS.
Use the sdxswap command or GUI to mount disks in SynfinityDisk/GDS. For the sdxswap
command arguments, specify the class name used by SynfinityDisk/GDS and the SDX disk name.

# /usr/sbin/sdxswap -1 —¢ <class name> —d <SDX disk name>

e When using volume management software other than SynfinityDisk/GDS
You have to perform the operation for mounting disks in the management scope of the volume
management software used.
For information on how to mount disks, refer to the manual for the relevant volume management
software.

B.2.34 Mounting a disk that has been cold-swapped after unmounting by
means other than GDS

After replacement with system operation stopped, you have to perform one of the following operations.

1. Use the resethardstat command to reset the disk status information retained by Machine
Administration. As command argument for the resethardstat command, specify the sd driver
instance name (sd46, for example).

# /usr/sbin/FJSVmadm/resethardstat <instance name>

2. Mount the disk.
There are two types of mounting procedures, depending on whether SynfinityDisk/GSD or another
volume management software product is used.

e When using SynfinityDisk/GDS
You have to perform the operation for mounting disks in SynfinityDisk/GDS.
Use the sdxswap command or GUI to mount disks in SynfinityDisk/GDS.

— When using the command line
Use the sdxswap command to mount disks in SynfinityDisk/GDS. For the sdxswap
command arguments, specify the class name used by SynfinityDisk/GDS and the SDX disk
name.

# /usr/sbin/sdxswap -1 —c¢ <class name> —-d <SDX disk name>

— When using the GUI
From the SynfinityDisk/GDS GUI menu, select "Restore Physical Disk" and mount the
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When using volume management software other than SynfinityDisk/GDS

You have to perform an operation for mounting disks in the management scope of the volume
management software used.

For information on how to mount disks, refer to the manual for the relevant volume management
software.
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B.3 Flow of Preventive Replacement

Preventive replacement of disks for which no apparent errors have been detected by GDS or Machine
Administration is performed by taking the following four steps:

e Checking disk error information

e Unmounting disks

e Replacing disks

e  Mounting disks

B.3.1 Checking disk error information

During preventive replacement, a disk that has not been recognized as faulty is replaced and therefore the
disk to be replaced needs to be determined according to information other than fault information such as
error marks.

For this purpose, the Machine Administration menu provides a function for displaying disk error statistics
information to facilitate preventive replacement.

Disk error statistics information is collected by counting disk 1/O retry messages every day.

The menu item "Preventive Maintenance of the Hard Disk Drive (Hot Swap)" first displays error statistics
information.

This information is supplementary information for assisting you in determining whether the selected disk
needs to undergo preventive replacement.

O

Note
When using software other than GDS4.1A20 or earlier or SynfinityDISK, the target disk must be
unmounted according to the procedure given in Section B.3.2, "Unmounting disks," before starting
replacement using the "Preventive Maintenance of the Hard Disk Drive (Hot Swap)" menu item.
If the menu item is executed before disk unmounting, an error occurs.

1. When you select the menu item "Preventive Maintenance of the Hard Disk Drive (Hot Swap)", the
following menu opens.

Prevent ive Replacement for Dislk

Input the disk name to be replaced.
Ore of the following notation can be used:

Inztance Mame!(=d4)
Device Special File MamefcktXdisk)
Unit Mame{PCIfx-IDEX, SCSIf¥-IDEX, etc.)

L: Select from a list.
q:Euit  biBack to previous menu t:Go to top menu hiHelp

Select (name,L.q.b.t.h):
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Infarmation

Disk error statistics information can be displayed not only by using the "Preventive Maintenance
of the Hard Disk Drive (Hot Swap)" menu item but also by using the "Disk error statistics
information™ menu item in the "Log Data" menu.

2. Enter a disk name.
For the disk name, you can use one of the following three formats as shown in the menu. Enter
the disk name that has been displayed in the relevant messages or on the relevant menu screens.
— Instance name of sd driver
— Logical device name (under /dev/rdsk)
— Physical disk name (unit name written in the "Machine Administration Guide" Chapter5,
"Messages")

You can also select the target disk from the list. To do so, enter "L" to display a list as shown
below:

Prevent ive Replacement for Disk

Zelect a dizk to be replaced:
1. fdev/rdsk/c0t1d0=0 (=d1: PCIRO0-IDE1) [Disk: diskooot]
2. Sfdewirdzlk/cit1d0=0 (=d17: PCIfO0-IDE1) [Disk: di=kioio]

q:(uit  b:Back to previouz menu t:Go to top menu hiHelp

Select (1-2,9.b,t.h):

Even when a physical disk name is entered, this may not be sufficient to uniquely identify one disk.
In this event, candidate disks are listed so that you can select one as shown below.

Prevent ive Replacement for Disk

Zpecified name hitz more than one dizk.

Zelect a dizk to be replaced:

1. fdev/rdsk/c0t1d0=0 (=di: PCIH00-I0R1) [Disk: diskinoi]
2. Fdevfrdskic141d0=0 (=d17: PCIROO-IDETY [Disk: diskioin]

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select (1-2,q.b.t.h):

3. When you select the target disk, error occurrence statistics information appears as shown below:
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Preventive Replacement for Disk

Di=k name:
Fdev/rdskfe0t1d0s0 (=di: PCIROO-IDR1) [Disk: diskooot]

Dizk error statistics information:
Date Error count
Mar 10 2004 : ]
Mar 11 2004 @ 20
Mar 12 2004 : 230

fre wou going to replace this disk ?
Input “v" to proceed

q:(uit  b:Back to previouz menu t:Go to top menu hiHelp

Select (v,g.b.t,h:

Check the displayed information. If the correct disk is selected, enter "y".
If no error statistics information appears for the selected disk, no error retry events may have
occurred for the disk. Check whether you selected the wrong disk.

B.3.2 Unmounting disks

To make a disk hot swappable for preventive maintenance purposes, you have to perform the following
two steps of operation:

1. Logical unmounting for preventing the volume management software and OS from using the

relevant disk

2. Electrical disconnection for stopping disk rotation to enable physical removal
In addition to the above, Machine Administration must be notified that the relevant disks can be replaced
physically. Machine Administration manages a list of disks reported to it as being swappable, to prevent
the erroneous replacement of disks not included in the list.
The unmount operation for preventive hot swap varies depending on the type of software used:
GDS4.1A30 or later, SynfinityDisk, GDS4.1A20 or earlier, or other volume management software
(Solstice™ DiskSuite, VERITAS™ Volume Manager, etc.)

B.3.2.1 When using GDS4.1A30 or later

Automatic unmounting can be performed using the menu item "Preventive Maintenance of the Hard Disk
Drive (Hot Swap)".

1. When you enter "y" in Section B.3.1, "Checking disk error information," the following screen
opens:
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Prevent ive Replacement for Disk

Dizk name:
Sdevirdsk/e0t1d0s0 (=d1: PCIRO0-IDE1) [Disk: diskooot]

Thiz disk iz going to be logical ly excluded.

WaRNING:
While it’s excluded. mirroring feature related to it will be
temporari |y suspended. &= a result, data could be lost if remaining
dizk faced problem in that period.

Input “v" to continue.
q:Buit  b:Back to previous menu t:Go to top menu hiHelp

Select (v.q.b.t. R

2. To continue unmount processing, enter "y".

B.3.2.2 When using SynfinityDisk/GDS4.1A20 or earlier

When using SynfinityDisk/GDS, you have to use one of the following two types of disk unmount
operations before starting replacement using the menu item "Preventive Maintenance of the Hard Disk
Drive (Hot Swap)".

e Manual unmounting using the SynfinityDisk/GDS GUI menu
This function is triggered by selecting "Swap Physical Disk" from the SynfinityDisk/GDS GUI
menu. The function executes unmounting from SynfinityDisk/GDS, and notifies Machine
Administration.
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In this case, electrical disconnection is performed by the Machine Administration menu operation
executed during replacement.

e  Manual unmounting using the SynfinityDisk/GDS sdxswap command
You can use sdxswap to perform logical unmounting.  For the sdxswap command arguments,
specify the class name and SDX disk name used by SynfinityDisk/GDS.
For more information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk
Services Handbook."

# /usr/sbin/sdxswap -0 —c¢ <class name> —-d <SDX disk name>

In addition, you have to notify Machine Administration using the diskswap command. For the
diskswap command argument, specify the logical device path of slice No. 0 of the relevant disk.

# /usr/sbin/FJSVmadm/diskswap add <logical device path>

In this case, electrical disconnection is performed by the Machine Administration menu operation
executed during replacement.
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B.3.2.3 When using volume management software other than
SynfinityDisk/GDS

When using volume management software other than SynfinityDisk/GDS, follow the procedure below to
perform the unmount operation.

1. Use the volume management software to unmount the relevant disk from the volume. For the
operation procedure, refer to the manual for the relevant software.

2. After unmount from the volume management software is completed, use the diskswap command
to notify Machine Administration. For the diskswap command argument, specify the logical
device path of slice No. 0 of the relevant disk.

# /usr/sbin/FJSVmadm/diskswap add <logical device path>

In this case, electrical disconnection is performed by the Machine Administration menu operation
executed during replacement.

B.3.3 Replacing disks

The procedure for preventive maintenance (hot swap) varies depending on whether GDS4.1A30 or later is
used. The menu display automatically changes depending on this.

B.3.3.1 When using GDS4.1A30 or later

When using GDS4.1A30 or later, you can perform a series of operations from the unmount operation
screen of the "Preventive Maintenance of the Hard Disk Drive (Hot Swap)" menu item.

1. After selecting the disk to be replaced, the following screen opens.

Hard Disk Drive

The following diskis) isfare going to be replaced.
SdewSrdsk/c0t1d0=0 (=d1: SCEIH0-IDH1) [Disk: diskooni]
Sdevirdskicat1d0=0 (=dBb: PCIROO-IDE1Y [Disk: diskinin]

Replace the diskiz) with fault-LED |it.

Thiz menu will turn on the power of the replaced diskis).
Check all the replaced disks are properly inztalled, then
input *y” to cont inoe.

qifuit  biBack to previous menu t:ilo to top menu hiHelp

Select (v,q,b,t,h):

The Fault-LED (amber) on the relevant disk lights or blinks. Replace the disk physically.

2. After replacement is complete, enter "y". Disk power-on processing is performed and the result
is displayed as follows:
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Spinup of the faollowing disk{s) i=zfare successfully completed:
Sdewfrdsk/clt1d0s0 (=d1: SCEIR0-I0#1) [Disk: disk0ooi]
Fdev/rdsk/cdt1d0s) (=dE5: PCIX00-IDR1) [Disk: disk0nin]

Input “y":

3. Check the result and then enter "y". The screen for selecting the operation for mounting disks in
GDS opens. For the subsequent procedure, see Section B.3.4.1, "When using GDS4.1A30 or
later.”

B.3.3.2 When using software SynfinityDISK/GDS4.1A20 or earlier

1. If you enter "y" after checking statistics information, the following menu opens.

Prevent ive Replacement for Disk

Dizlk name:

fdevirdsle/clt1d0s0 (sdi: SCIIH0-IDY1D

Thiz dizk iz going to be logically excluded.

Input “v" to continue.

q:fuit  biBack to previous menu tifo to top menu hiHelp

Select (v.q.b.t.h):

2. Select the disk you are going to replace. The following confirmation message appears.

Disk to be replaced fdev/rdsk/cOt1di=0 (=d1: SCIIR0-I0H1)

dre you sure to start replacement by hot swap ?(w.n):

3. If the displayed disk is the target disk, enter "y". Electrical disconnection of the disk is
performed and the following message appears:

Target disk can be located bw LED.Pleaze change dizsk.

1: disk change has finished.
2: dizsk change has been aborted.
Fleaze enter 1 or 2.

Replace the disk for which the Fault-LED (amber) lights or blinks.
After replacement is complete, enter "1".
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B.3.4 Mounting disks

The procedure for mounting disks after preventive maintenance (hot swap) varies depending on whether
GDS4.1A30 or later is used.

B.3.4.1

When using GDS4.1A30 or later

Using the menu item "Preventive Maintenance of the Hard Disk Drive (Hot Swap)", you can continue to
mount the replaced disk in GDS.

Mounting the disks automatically implements resynchronization copying and enables the disks to be used
in a file system.

Hard Disk Drive

You can include the diskis) to SafeDISK/SynfinityDisks/GDS by this menu
instead of using commands or menu of SafeDISK/Svnf initvDisk/GDS.
Select the diskiz) to be included.

(To zpecify multiple disks, =eparate them by a comma *,™)

1.
2. fdevwirdsk/cdt1d0=0 (=dfb: PCIfO0-IDE1) [Disk: diskioio]
a.

q. Quit without attaching.

Mot ice: In case wou quit this menu with disk{s), which had originally

SafeDISK/Synf inityDisk/GDS, later.
Copving will take long time. In some case, it maw take hours.

q:Buit  biBack to previous menu t:Go to top menu hiHelp

Select (1-2,a,9,t.h):

Adev/rdsly/c0t1d0=l (sdl: SCEIR0-IDH1D [Disk: disk0001]

Al

been manazed by SafeDISK/SvnfinityDisk/GDS, excluded, wou
should include detatched diskis) ta

Depending on the capacity of the disk, Resvnchronization

Select the disk you are going to mount.  If you want to mount all the disks replaced, enter "a".

O

Note

— When three or more mirror groups have been set up, two or more disks in the same mirror
group cannot be mounted simultaneously. Mount them one at a time.

— When a spare disk is used, resynchronization copying of the spare disk may be executed in
the background. In this case, start mount processing after copying of the spare disk is
completed.

You can also quit the menu without mounting disks in GDS. In this case, execute the disk hot
swap menu again or perform the mount operation using the GDS GUI menu or sdxswap command
to mount the disk in GDS.
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2. After you select the disk to mount, the following message appears:

Hard Disk Drive

The fol lowing diskis) isfare going to be included to
SafeDISK/ Saf eDIBK  Svnf inityDislk/GDE.
1. fdevw/rdsk/c0t1d0s0 (=dl: SCSIR0-IDE1D [Disk: diskoooi]

Input “v" to continue.

q:0uit  biBack to previous menu tilo to top menu hiHelp

Select (w.b,h):

3. If the correct disk is indicated, enter "y". Mounting the disk in GDS begins and the progress of
resynchronization copying is displayed as shown below.
Resynchronization copying takes about one minute per gigabyte of volume size for each volume
allocated on the disk.

Resynchronization Copwing of disks has started.
It will take approximately 80 minutes to complete Reswvnchronization
Copying.

fdev/rdsl/clt1di=0 (sdl: SCEIR0-I0H1) [Disk: diskioni]
fdev/rdsl/cdt1d0s0 (=dBB: PCIR0O-IDR1D [Disk: disk00in]

Copy processed (Time elapsed @ 6 minute(s))
cOt1d0=0: 3
cat 1d0=0: 13

To refresh the screen, hit return kew.

To quit this menu (Copy will keep processed as backzround job. ),
input “g”.

To display the help messazes, input “hH".

Select. (RETURN, q.h):

This screen is renewed every minute and changes to the following window after resynchronization
copying is finished.

You can also enter "g" to quit the progress display. In this case, resynchronization copying
continues to be executed in the background.

You can check whether resynchronization copying is complete by using the sdxinfo command or
checking messages output to /var/adm/messages.

For more information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk
Services Handbook."

Resynchronization Copying of following disk(s) isfare successful ly
comp | eted.

fdev/rdsk/e0t1d0=0 (sdl: SCSIR0-I0H1Y [Disk: diskioni]
fdev/rdsk/cdt 1d0=0 (=dBB: PCIR0O-IDR1D [Disk: diska0in]

Input “v":
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4. Confirm the message content and enter "y". The replacement results are displayed as follows:

Hot replacement far the disk(s) ended with fallowing results:

Jdev/rdskfe0t1d0=0 (=dl: SCSIR0-IDH1) [Disl: diskoont]

Jdev/rdskfedt 1d0=0 (=dBS: PCIROO-IDR1) [Disk: diskooin]
process completed successful |y,

Input “y":

5. Confirm the message content, and enter "y".

If an error occurs during replacement or mount processing, an error message displaying the action
to be taken appears as shown below.

See Section B.6, "Messages," for information on the message that appears.

Hot replacement for the disk(s) ended with following results:
Fdew/rdsk/cdt1d0=0 (=dBh: PCIROO-IOH1Y [Disk: disk0ooio]
process failed.

Error: Spinup failed.
#ction: Checlk whether the dizk iz inzerted correct |y,

Input “v":

B.3.4.2 When using software other than GDS4.1A30 or later

After you finish disk replacement using the menu item "Preventive Maintenance of the Hard Disk Drive
(Hot Swap)" while using software other than GDS4.1A30 or later, you have to perform one of the
following types of operation:

e When using SynfinityDisk/GDS
You have to perform the operation for mounting disks in SynfinityDisk/GDS using the sdxswap
command or the GUI.  Mount the disk in SynfinityDisk/GDS. To mount a disk using the
SynfinityDisk/GDS GUI, select "Restore Physical Disk" from the SynfinityDisk/GDS GUI menu
and mount the disk in SynfinityDisk/GDS.
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You can also use the sdxswap command in the command line to mount a disk. For the sdxswap
command arguments, specify the class name used by SynfinityDisk/GDS and SDX disk name.

# /usr/sbin/sdxswap -1 —c¢ <class name> —-d <SDX disk name>

For more information, refer to the "SynfinityDisk Handbook™ or "PRIMECLUSTER Global Disk
Services Handbook."

e When using volume management software other than SynfinityDisk/GDS
You have to perform the operation for including disks in the management scope of the volume
management software used. For information on how to mount disks, refer to the manual for the
relevant volume management software.
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B.4  Setting up the GDS Automatic Unmount function

To enable the automatic unmount function with GDS4.1A30 or later, follow the procedure below:

1. Add a parameter statement to the GDS setting file.
Add the following line to the /etc/opt/FISVsdx/sdx.cf file:

SDX_ERROR_REPORT=warn

2. Reboot the system.
After this function is enabled, GDS operation changes as follows:
If an error occurs in one slice, all other slices located on the same physical disk are unmounted
simultaneously.
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B.5 Notes

This section provides notes on replacing disk drives.

B.5.1 Notes on disks shared by clusters

When replacing cluster-shared disks, note the following:

When performing automatic unmounting or preventive replacement using GDS4.1A30 or later, you can
execute the replacement menu from either node.

However, when using SynfinityDisk or GDS4.1A20 or earlier, be sure to perform the three operation types
unmounting, replacement, and mounting from one specific node only.

After completion of replacement, be sure to display configuration information using the Machine
Administration menu to check for error states from both nodes of the cluster. If an error remains,
perform the error mark reset operation.
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B.6 Messages

This section describes the messages displayed during replacement of disk drives.

B.6.1 Error messages displayed during execution of menu items
The following error messages may be displayed for the menu items "The Faulty Hard Disk Drive
Replacement (Hot Swap)," "Preventive Maintenance of the Hard Disk Drive (Hot Swap)," and "Include
the Hard Disk Drive after the Cold Maintenance™.

Message Invalid input. Try again.

Explanation An invalid character was entered.

Appropriate Enter a valid character (option).

action

Message There is no device for which hot swapping is possible.

Explanation No device is in swappable state.

Appropriate To replace a disk drive, perform logical unmounting of the disk in advance.

action

Message There is no disk that can be included.

Explanation Mounting after cold swap was selected but no disk can be mounted.

Appropriate No action is required because mount processing is already complete.

action

Message Menu has already blocked <logical disk name> for maintenance. Confirm no other menu is
started.

Explanation The target disk cannot be replaced because it is in use from another menu.

Appropriate If the disk is being operated from another menu, complete the operation.

action

Message Exclude failed: <logical disk name>

Explanation Electrical disconnection of the disk drive failed.

Appropriate If the relevant disk is in use, complete logical unmounting and then retry operation.

action Check for errors in the route to the disk (related PCI adapter, cable, extended file unit, etc.)

Message The disk which can operate does not exist in the selected disks.

Explanation Operation cannot be continued for any selected disks because electrical disconnection failed
or maintenance operation is in progress from another window.

Appropriate If the relevant disk is in use, complete logical unmounting and then retry the operation.

action Check for errors in the route to the disk (related PCI adapter, cable, extended file unit, etc.)
If the disk is being operated from another menu, complete the operation.
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Message Include failed: <logical disk hame>

Explanation Electrical and logical mounting of a disk drive failed.

Appropriate Check for errors in the route to the disk (related PCI adapter, cable, extended file unit, etc.)

action Check whether the size of the new disk is smaller than that of the original one.

Message Include failed about all disks.

Explanation Resynchronization copying of all replaced disks failed.

Appropriate Take action according to the error message on each disk.

action

Message No disk found.

Explanation No applicable disk is found in the error statistics information for preventive replacement.

Appropriate No action is required.

action

Message Error statistics information does not exist.

Explanation No statistics information exists for the selected disk because no errors occurred for this disk.

Appropriate No action is required.

action

Message Internal error.

Explanation An error occurred during program processing.

Appropriate Contact a certified service engineer.

action

Message Failed to execute command

Explanation A command used in the menu returned abnormally.

Appropriate Contact a certified service engineer.

action

Message The error counter initialized failure.

Explanation Statistics information reset processing started from the error information reset screen failed.

Appropriate Contact a certified service engineer.

action

Message Selected disk is not supported.

Explanation The selected disk is not supported for hot swap controlled from the Machine Administration
menu.

Appropriate Select a valid disk.

action When replacing a disk of a RAID device, follow the maintenance procedure for the device.
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B.6.2 Messages displayed when an error occurs during replacement
Error messages may be displayed on the result display screen at the time of completion of mount
processing after hot or cold swap. The following error messages are displayed for individual disks on
which an error occurred.

Message Exclude failed.

Explanation Electrical disconnection processing of a disk failed.

Appropriate Check for proper configuration/status of PCI adapter, file unit (file bay) and cable between

action them.

Message Connection failed during spinup.

Explanation Electrical mount processing of a disk failed.

Appropriate Check for proper configuration/status of PCI adapter, file unit (file bay) and cable between

action them.

Message Resynchronization copying was failed, or command to display progress was failed.

Explanation Resynchronization copying failed because of an error after replacement.
Alternatively, command execution failed because of a software error.

Appropriate This failure could be caused not only by hardware, but also by software related issues.

action Check disk status on the SynfinityDisk/GDS menu. When you can confirm by the menu that
all disks are properly configured and working, you can finish your maintenance work.
When the menu shows only newly replaced disk is excluded by GDS, confirm whether the
source disk or destination disk is properly installed. In addition to this, check a route to the
disks, such as a cable or PCI adapter. You should then reattempt this replacement procedure.
If you see any other problem, please consult a manual of "SynfinityDisk Handbook" or
"PRIMECLUSTER Global Disk Services Handbook."

Message The disks cannot be included in GDS because a disk is in the process of resynchronization
copying.

(Class:<class>, Disk:<disk>)

Explanation The specified disk cannot be mounted in GDS because the group to which the disk belongs
contains another disk that is subject to resynchronization copying.

Appropriate Wait until resynchronization copying is complete, then use the sdxswap command or GUI to

action include the disk.
After the resynchronization copying is complete, perform the same procedures again.

Message The disk cannot be included in GDS because it cannot be recognized correctly.

(Class:<class>, Disk:<disk>)

Explanation The specified device cannot be recognized as a disk drive.

Appropriate Check whether power is turned on normally, or check the format of the disk drive.

action After recovery, use the sdxswap command or the GUI to mount the disk.

[Check the connection and formatting status of the disk.]
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Message The disk cannot be included in GDS because the disk size is insufficient.
(Class:<class>, Disk:<disk>)

Explanation The specified disk cannot be mounted in GDS because the disk size is too small.

Appropriate Use a disk with a size equal to or greater than the original disk used before replacement.

action After replacement, use the sdxswap command or GUI to mount the disk.
[Mount a disk of the same size as or of a size larger than that of the original disk, and perform
the procedure again.]

Message The disk cannot be included in GDS.
(Class:<class>, Disk:<disk>)

Explanation The sdxswap -1 command terminated abnormally.  Alternatively, the specified device could
not be found.

Appropriate Check the GDS configuration and status based on the console messages, GDS log, and output

action of the sdxinfo command.
After recovery of GDS, use the sdxswap command or the GUI to perform mount processing.
[Check the GDS configuration and status.]

Message The disk cannot be excluded from GDS.
(Class:<class>, Disk:<disk>)

Explanation The sdxswap -O command terminated abnormally.  Alternatively, the specified device could
not be found.

Appropriate Check the GDS configuration and status based on the console messages, GDS log, and output

action of the sdxinfo command.
After recovery of GDS, retry the operation.
[Check the GDS configuration and status.]

B.6.3 Messages output to /var/adm/messages

Message ERROR: <disk>: <device>: ready for swapping due to 1/O error, class=<class>

Explanation Because an 1/0 error occurred on the disk <disk> in class <class>, the physical disk <device>
has been logically unmounted from GDS administration so that it can be replaced.

Appropriate Replace the relevant disk using the disk drive replacement menu.

action However, if this message is followed by error message "ERROR: <device>: setup for
hot-swap failed" output to the console, take action according to the response provided for the
error message.

Message ERROR: <device>: setup for hot-swap failed

Explanation The physical disk <device> has been logically unmounted from GDS administration so that it
can be replaced, but it could not be unmounted electrically.

Appropriate Check for errors in the route to the disk (related PCI adapters, cables, extended file units, etc.)

action After error recovery, use the hot swap menu to perform swap processing.

Message chgdisk : Power supply of disk is cut off. (<device>)

Explanation The disk drive <device> has been electrically disconnected successfully.

Appropriate Perform swapping using the disk drive replacement menu.

action If this message is displayed during execution of the replacement menu item, ignore the
message.
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Message unix: FISVfled<X> at <device>: offset <XX,XXXXXX>
unix: FJSVfled<X> is <device path>
Explanation The Disk Fault LED driver was attached.

Appropriate
action

This message is displayed during execution of the replacement menu item, ignore the
message.

Message unix: FISVsfled<X> at <device>: offset <XX,XXXXXX>
unix: FISVsfled<X> is <device path>
Explanation The SCSI Fault LED driver was attached.
Appropriate This message is displayed during execution of the replacement menu item, ignore the
action message.
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Appendix C  Troubleshooting

This section explains the procedures for troubleshooting.
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C.1 Problems related to SynfinityCluster and PrimeCluster:

C.1 Problems related to SynfinityCluster and

PrimeCluster:

When an error mark is displayed on the operation management screen for
SynfinityCluster or PrimeCluster

When the operation management screen for SynfinityCluster or PrimeCluster displays a * or a £, this
indicates that the error monitoring function of machine administration has detected an error of some kind.
Use the Machine Administration menu to check the machine status and perform the required actions by
using the following procedure:

e For PRIMEPOWER?250/450/650/850/900/1500 or 2500 series:
— Use the Management of Hardware Error Event menu to check which events occurred.
— For each event, check whether maintenance and the required actions have been performed.
If suitable action has not yet been performed, contact a certified service engineer.
— If the event remains displayed after maintenance has been completed, first perform a reset
with the Management of Hardware Error Event menu, then use the resethardstat(1M)
command for a reset.

e For other models:

— Use the monitoring information from the Hardware Monitoring Information menu for the
respective unit to check [Status].

— Check whether maintenance and the required actions have been performed for all units in
which an error occurred. If suitable action has not yet been performed, contact a certified
service engineer.

— If [Status] remains displayed after maintenance has been completed, first perform a reset
with the Hardware Monitoring Information menu, then use the resethardstat(1M) command
for a reset.

O

Note
Do not perform a reset unless suitable action has been performed for all errors that occurred.

461



Appendix C Troubleshooting

C.2 Machine Administration Daemon Error Messages

evsndd daemon

In the GP7000F model 1000/2000 and PRIMEPOWER 800/900/1000/1500/2000/2500, the evsndd
daemon transfers information from partitions to the System Management Console (SMC).

e Console messages
The evsndd daemon may output the following messages to the console screen:

Message

Can't make FIFO file XXXXXXXX.

Explanation

Creation of a control pipe file (XXXXXXXX) failed.

Appropriate action

Creation of a named pipe file in the /var/opt/FISVmadm/etc/ directory failed.
System resources may have been exhausted.
Check the system status.

Message

Can't open FIFO file XXXXXXXX.

Explanation

Opening of a control pipe file (XXXXXXXX) failed.

Appropriate action

Opening of a named pipe file in the /var/opt/FISVmadm/etc/ directory failed.
System resources may have been exhausted.
Check the system status.

Message

Can't make child process.

Explanation

Generation of a child process failed.

Appropriate action

System resources may have been exhausted.
Check the system status.

Message

This daemon can't communicate to the System Console.

Explanation

Communication with the System Management Console (SMC) is not possible.

Appropriate action

See the preceding error message, and take action accordingly.

Message

Can't make socket.

Explanation

Creation of a communication socket failed.

Appropriate action

System resources may have been exhausted.
Check the system status.

Message

Can't get host name.

Explanation

Reading of the /etc/FISVscslhostname file failed.

Appropriate action

Check for the /etc/FISVscslhostname file.

If the file does not exist, use the scslset(1IM) command to set the System
Management Console (SMC) host name.

If it does exist, system resources may have been exhausted.

Check the system status.

Message

Host or IP is not found.

Explanation

The System Management Console (SMC) host name cannot be resolved into an IP
address.

Appropriate action

Check whether the /etc/FJSVscslhostname file contains the correct System
Management Console (SMC) host name and whether the IP address corresponding
to the specified host name can be acquired in the partition.

If the specified host name is not correct, use the scslset(1M) command to set the
System Management Console (SMC) host hame.




C.2 Machine Administration Daemon Error Messages

Message

My IP is not found.

Explanation

The partition management LAN host name cannot be resolved into an IP address.

Appropriate action

The management LAN is generally hme0. Check for /etc/hosname.hme0, check
whether the specified host name is correct, and check whether the corresponding IP
address can be acquired.

If the management LAN is not hme0, use addevhost(1M) command to set the
management LAN host name.

Message

Can't open LOGFILE.

Explanation

Opening of a trace log file failed.

Appropriate action

Opening of a trace log file in the /var/opt/FISVmadm/log/ directory failed.
System resources may have been exhausted.
Check the system status.

Message

Can't send message.

Explanation

Transmission of information to the system console failed.

Appropriate action

The System Management Console (SMC) or the path between the System
Management Console (SMC) and partition may be abnormal.

Check the network configuration or the System Management Console (SMC)
status.

Moreover, this message might be output at the reboot of the System Management
Console (SMC).

Message

FISVmadm:W::FISVmadm:NFS mount failed for XXXXX

Explanation

The NFS mounting associated with the System Management Console (SMC) (host
name: XXXXX) failed.

Appropriate action

The System Management Console (SMC) or the path between the System
Management Console (SMC) and partition may be abnormal.

Check the network configuration or the System Management Console (SMC)
status.

Moreover, this message might be output at the reboot of the System Management
Console (SMC).

Message

Can't send mail.

Explanation

Transmission of a message reporting the termination of the connection between the
System Management Console (SMC) and partition failed.

Appropriate action

System resources may have been exhausted.
Check the system status.

Message

WARNING: This Partition is not set up for a redundant console configuration.

Explanation

System console redundancy is not configured for the partition.

Appropriate action

See the System Console Software (SMC) User's Guide, and configure System
Management Console (SMC) redundancy.

e Mail messages
The evsndd daemon may send the following mail message to the root of the partition:

Message Communication stop from "XXXX" to "YYYY".
Check System console or LAN.
Explanation The connection for communication between partition XXXX and System

Management Console (SMC) YYYY has been terminated.

Appropriate action

The System Management Console (SMC) or the path between the System
Management Console (SMC) and partition may be abnormal.

Check the network configuration or the System Management Console (SMC)
status.

This mail message may also be sent when the System Management Console (SMC)
is rebooted.
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C.3 Log information is not correctly displayed:

When the log information is displayed, all content might not be displayed.
This problem occurs when the following files have been damaged.

®  /var/adm/messages

®  /var/adm/messages.0

Please restore or delete these files when this problem occurs.
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Glossary

Adapter
The adapter is a card for 1-O control.

AP-Net
This is the high speed inter-connection system developed by Fujitsu, that has 240MB/s of the
bandwidth (bidirection).
There are two types of the system: One is the AP-Net type 1 in which as many as 8 nodes can be
connected to a single unit. The other is the AP-Net type 2 in which as many as 16 nodes can be
connected to a single unit. The network topology is the two-dimensional mesh for the AP-Net type
1 and the two-dimensional torus for the APNet type 2.

Battery
Part for contingency use in case of a power failure.

Channel
The channel is hardware used for control between the CPU and I-O bus.

CuUl
CUI is the abbreviation for "Character User Interface.” In this manual, CUI refers to the TTY
terminal-based interface.

Device

General term for the hardware components (e.g., keyboard, display, printer, memory, disk) that
constitute a computer system.
In UNIX, devices can be accessed as special files in the "/dev" directory like other files.

Diagnostic program
Program for diagnosing hardware.
The program name is Fujitsu/PFU Validation and Test Suite (FIVTS).

Disk array device
Means a disk unit that employs RAID.
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ESF
Stands for Enhanced Support Facility. Software that improves service. This software links with
the System Control Facility to provide the Solaris™ Operating Environment with value-added
functions including a utility that monitors hardware control and operational status and reduces the
time required for failure recovery.

external power control device
The external power control device provides functions to switch the power/environment control
interface (RCI) to another power/environment control interface (e.g., power control, condition
monitoring, disaster preventing monitor control).

Fan
Part that cools internal devices such as a CPU and memory.
FST
Field support strategy solution tool. FST is used to transfer files.
FST is intended for customer engineers, not for system administrators.
GUI
GUI is the abbreviation for "Graphical User Interface.” In this manual, GUI refers to the
browser-based interface.
HCP
Stands for Hardware Control Program. Program that controls the hardware components that
constitute a computer system.
Interleave

A control method in the main storage unit that improves effective speed of main storage access.
By splitting main storage into several parts (way), independent access to alternative sections is
enabled.

Intermediate swapping
To swap the hardware component to be monitored immediately because a failure has occurred in
the component.

Life monitoring
To replace the hardware component to be monitored because the end of the service life of the
component is approaching.

Lower tree level
Means a level that is lower than the current position in the hierarchical structure.

OBP/POST
OBP/POST is the abbreviation for "Open Boot PROM/Power On Self Test" and refers to the initial
hardware diagnosis function used at power-on.
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Preventive swapping

To monitor the frequency and interval of error occurrence in a hardware component to be
monitored and replace the component before an error occurs.

PRIMECLUSTER GDS

RAID

RCI

RCI address

RCI device

REMCS

REMCS Agent

SCF

Stands for PRIMECLUSTER Global Disk Services. \Volume management software that mirrors
disk units in which the system and data are stored to protect customers from disk failures and
accidents. This software supports concatenation that enables creation of mass-storage volumes
and striping that distributes access load to disks.

Concatenation . Concatenates several disks to create one logical mass-storage disk.

Striping . Distributes 1/O load to several disks. In striping, several disks
are handled as one logical disk.

Stands for Redundant Array of Inexpensive Disks. This storage strategy uses several disks to
achieve a high-speed, mass-storage, and highly-reliable disk. It distributes data to several drives
and reads and writes data simultaneously to achieve faster access. It can also combine various
techniques such as striping and mirroring that saves the same data to several disks for backup.

RCI is the abbreviation for "Remote Cabinet Interface” and refers to the interface for power
control and environment monitoring. RCI enables connection to each unit via a serial bus.

The RCI uses System Control Facility to monitor and control the other processors (clusters)
connected to it and peripherals such as an expansion cabinet. It can also use the XSCF function
to perform remote power on/off. Devices such as a main unit, external power control device,
disk unit, and line switching unit can be connected to the RCI.

The RCI address is used to identify a device using RCI.

RCI device, such as main equipment units, external power control units, disk devices, and line
switching units, are connected using an RCI.

Stands for REMote Customer Support system. Software that supports customer operation.

Function that monitors devices and communicates with the support center via a network to support
customer operation

Stands for System Control Facility.

SCF is used by PRIMEPOWER models other than PRIMEPOWER250 and PRIMEPOWERA450.
SCF monitors the hardware status and OS status and notifies the user of any occurring errors.
Provided that the power cable of the main unit is connected to a power supply, SCF can monitor
the main unit even at times when the power supply of the main unit is off. SCF is controlled by a
dedicated processor independent of the CPU of the main unit.

In addition, SCF provides monitoring of the hardware ambient temperature, unit temperature,
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SCS

SMC

SynfinityCluster

SynfinityDisk

Tree

UPS

cooling fan frequency, and power supplies, event notification between main units in the cluster
system, power on/off interlock processing between a main unit and an expansion unit, and
automatic power control.

Stands for System Console Software. SCS is SMC software.

This software runs on the system console and provides functions for helping the system
administrator and hardware maintenance personnel efficiently perform installation, management,
and maintenance of the main unit (GP7000F model 1000/2000,
PRIMEPOWERS800/900/1000/1500/2000/2500).  This product is preinstalled on the system
console.

Stands for System Management Console. SMC means the system console.

The system console is a device that monitors the main unit status, collects log data, makes a
variety of settings, and reports information to the REMCS Center. This console is connected to
the SCF on the main unit by a LAN.

Cluster system that enables the continuous operation of system and business applications.

The cluster system achieves high reliability, high availability, and scalability by connecting several
independent servers via a network and operating them like a single system. This software also
provides the failure monitoring function that forms the heart of the cluster system and the failover
function that restarts work at a high speed when a failure occurs.

Disk management software product that enables continuous operation of the disk environment.
This product improves the maintainability and availability of important data by protecting data
from failures that occur in hardware components such as 10 cards, 10 cables, and disk units, and
user operation errors.

A hierarchical structure

UPS is the abbreviation for "Uninterruptible Power Supply."” The UPS unit can supply continuous
power to the system even if the power supply fails under normal operating conditions.

Web-Based Admin View

Software that sets up the system environment and operations from an internet browser.
To display the GUI menu of Machine Administration, you must start this software in advance.

468



Glossary

XSCF

An abbreviation of Extended System Control Facility. XSCF is a system monitor and control
facility. It is also referred to as the SCF.

XSCF is used only by PRIMEPOWER?250/450 models and SPARC Enterprise Mxxxx series.
XSCF monitors the hardware status and OS status and notifies the user of any occurring errors.
Provided that the power cable of the main unit is connected to a power supply, SCF can monitor
the main unit even at times when the power supply of the main unit is off. SCF is controlled by a
dedicated processor independent of the CPU of the main unit.

In addition, XSCF provides monitoring of the hardware ambient temperature, unit temperature,
cooling fan frequency, and power supplies, event notification between main units in the cluster
system, power on/off interlock processing between a main unit and an expansion unit, and
automatic power control. However, the function which XSCF provide is different for the models.
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