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Preface

Purpose

The purpose of the document is to outline functions of PRIMECLUSTER Wizard for NetWorker. Further, it describes the procedures
from installation to operation management.

Readers

Thisdocument isintended for system engineers and system administratorswho design, configure, and manage PRIMECLUSTER systems.
The reader should have expertise in the PRIMECLUSTER and NetWorker system.

Outline
The document consists of the following six chapters and one appendix:
- Chapter 1 Feature
- Chapter 2 Environment setup
- Chapter 3 Operation
- Chapter 4 Command
- Chapter 5 Notice
- Chapter 6 Message
- Appendix A Setup Method with CUI

Notational convention

The document conforms to the following notational conventions:

_-ﬂ Information

Describes points where a user should take notice.

jJJ Example
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Describes settings using an example.
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Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their respective owners.
EMC, NetWorker are registered trademarks or trademarks of EMC Corporation.
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Requests
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IChapter 1 Feature

1.1 Feature Outline

PRIMECLUSTER Wizard for NetWorker is a software product that facilitates cluster operation management for NetWorker operating on
aPRIMECLUSTER system.

The standby operation requires NetWorker.

PRIMECLUSTER Wizard for NetWorker enables backing up and recovering integrated data on a shared disk on cluster system that is
constructed on PRIMECLUSTER with clustering environment.

Client Cluster Operation

Shared
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HNetil'ofoer HNetitoder Hetitarer
Client Client Client
PRIMECLUSTERI PRIMECLUSTERI PRlMECLUSTERI

Netitaer Netitoder HNetiiader Netiliodoer
Sernver Senrer Storage Mode Storage Node

PRIMEELUSTEHI PRIMEELUSTERI PRIMEELUSTERI PHIMEELUSTERI

Shared Tape Device Shared e=lcvis
Dish [rizhe

Metifoker [ atabase

Server Cluster Operation Storage Hode Cluster Operation

Operation that the NetWorker server cooperates with the cluster systemiscalled " Server cluster operation”. Operation that the NetWorker
storage node cooperates with the cluster system iscalled " Storage node cluster operation”. Operation that the NetWorker client cooperates
with the cluster systemis called "Client cluster operation".

L._J] Note

NetWorker 7.4/7.5/7.6 doesnot support the high avail able storage nodein any cluster systems. Therefore, the storage node cluster operation
is not supported for NetWorker 7.4/7.5/7.6.

Module structure
The modules for operating NetWorker on PRIMECLUSTER are as follows:



Environment setup Wizard Environment setup tool to enable NetWorker operation on
PRIMECLUSTER
Detector Module to monitor NetWorker
Scripts Control starting and stopping the NetWorker daemons
Setup/operation command Commands used to set up and operate
Environment setup

The environment setup tool provides “NETWORKER” Wizard that generates userApplication in the environment configuration by
executing the “hvw” command of PRIMECLUSTER RMS Wizard.
Monitoring

The detector monitors NetWorker.

Startup and stop control

Along with the state transition of a cluster system, scripts automatically start or stop NetWorker.
Setup/operation command

Provides the commands to collect troubleshooting information and Discontinue Monitoring Resources of NetWorker.

1.1.1 Server Cluster Operation

on which NetWorker is used.

Clustering NetWorker and monitoring system by NetWorker daemon-specific monitor improves availability of backup operation system

E : Flow of backup
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Clustering NetWorker server, sharing tape device and NetWorker management database (stores information such as when and what data
isbacked up and NetWorker setting) improves backup availability. Even failure occurs during backup and failover occursin cluster system,
backup can be continued on standby node.

Auto Detection and Recovery of NetWorker Failure

RMS configuration script and NetWorker server daemon detector automatically detects and recover failure on NetWorker and this
minimizes time to stop backup service.

The Detector constantly monitors NetWorker, and if it detects a failure, it will notify RMS (Reliant Monitor Services). If the
AUTORECOVER attribute is enabled, RM S will start script then perform automatic recovery for the failed NetWorker.

Taking over Backup Service

NetWorker-specific RM S configuration script and detector which monitors NetWorker server daemon cooperate with PRIMECLUSTER
and it enables to takeover backup service.

If backup onthe OPERATING node cannot be continued, backup operationisauto-switched fromthe OPERATING nodetothe STANDBY
node. Then, the NetWorker server is automatically started on the STANDBY node (the new OPERATING node) and resumes backup
service.

Thenew OPERATING node enabl es backup operation without changing NetWorker definition. Also, datathat isbacked up on the previous
OPERATING node can be recovered on the new OPERATING node.

Virtual Client Backup

Data on the shared disk that PRIMECLUSTER manages can be backed up by using avirtual server name (logical node name).

The logical node name is avirtual name related to virtual 1P address defined by takeover |P address of PRIMECLUSTER. Moreover, it
is aname managed to support virtual NetWorker client, server, and storage node PRIMECLUSTER Wizard for NetWorker.

Itis possible to treat NetWorker on the cluster system as a single similar system by using the logical node name. Therefore, it is possible
to back up dataon ashared disk from the standby node (new operation node) without the definition change of NetWorker even if failover
is generated, and the backup data can be recovered from each node.

The logical node name can be specified each user application of the cluster. Therefore, data on a shared each disk can be backed up and
recovered by logical node name treating each application asasingle system evenif in N:1 operation standby form or mutual standby form.

Local Backup of nodes within cluster

Data on alocal disk of each node within the cluster can be backed up by using a physical node name of the node within the cluster.
A local disk of the STANDBY node can be backed up because the NetWorker client is operated on all nodes within the cluster. Moreover,
the backup operation can be continued without the definition change of NetWorker even if failover is occurred.

Standby operation making about NetWorker client

The standby operation of the NetWorker client is achieved by running a necessary NetWorker client in operation/standby system when
the cluster does failover in cooperation with PRIMECLUSTER.

& Note

NetWorker Server is a NetWorker Storage Node or NetWorker Client. Therefore NetWorker server includes function of storage node
cluster or client cluster.

1.1.2 Storage Node Cluster Operation

Sharing tape library by clustering NetWorker Storage Node and NetWorker daemon-specific monitor improves availability of backup
system on which NetWorker is used.
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Clustering Storage Node improve backup availability on LAN-free with SAN environment.

To make NetWorker Storage Node a standby operation can take over functions that are provided by NetWorker Storage Node using by
failover of PRIMECLUSTER without changing of NetWorker configurations.

Data can be backed up on logical node name likewise client cluster operation. Client daemon can also be monitored. Also, monitoring
NetWorker daemon improves availability and reliability of data backup system.

Tape device can be shared between nodes that consist cluster system. NetWorker Dynamic Device Sharing Modul e is needed to share one
tape device between nodes.

gn Note

NetWorker 7.4/7.5/7.6 does not support the high available storage nodein any cluster systems. Therefore, the storage node cluster operation
is not supported for NetWorker 7.4/7.5/7.6.

Virtual Client Backup

It can be backed up by avirtual client name (logical node name) like a server cluster operation.

Local Backup of nodes within cluster

It can be backed up by aphysical client name like a server cluster operation.

Standby operation making about NetWorker client

The standby operation of the NetWorker client is achieved by running a necessary NetWorker client in operation/standby system when
the cluster does failover in cooperation with PRIMECLUSTER.



Q{ Note

NetWorker Storage Node is a NetWorker Client. Therefore NetWorker server includes function of client cluster.

'_-ﬂ| Information

1.1.3 Client Cluster Operation

Client cluster operation enables backup user resource that is constructed on PRIMECLUSTER consistently in clustering environment.
Usinglogical nodename (virtual NetWorker client and server) enablesbackup after fail over occurswithout changing NetWorker definition.
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Virtual Client Backup
It can be backed up by avirtual client name (logical node name) like a server cluster operation.

Local Backup of nodes within cluster
It can be backed up by aphysical client name like a server cluster operation.

Standby operation making about NetWorker client
It can be standby operation making about NetWorker client like a storage node cluster.



Scalable operation making about NetWorker client
The scalable operation of the NetWorker client is achieved by running NetWorker client on every node within a cluster in cooperation
with PRIMECLUSTER.

Moreover, the detector monitors the process of the NetWorker client, and notifies PRIMECLUSTER when fault occurs. Because the
recovery feature of PRIMECLUSTER can be used, the availability of the backup operation system which uses NetWorker isimproved.

ﬂ Information

For Server Cluster Operation, see “1.1.1 Server Cluster Operation”.
For Storage Node Cluster Operation, see “1.1.2 Storage Node Cluster Operation”.

1.1.4 Discontinue Monitoring NetWorker Resources

The monitoring of NetWorker can be canceled by using the hvnwdisable command.
When monitoring of the NetWorker resource is canceled, shutting down NetWorker without stopping the cluster application becomes

possible. In this case, the state of the resource of NetWorker is Online. When monitoring NetWorker again, the hvnwenable command is
used.

ﬂ Information

1.1.5 Client Operation of STANDBY Node

The NetWorker cluster application is Standby state in the STANDBY node within the cluster, and the NetWorker client runs there.

The detector monitors the NetWorker client in the STANDBY node. When the NetWorker client daemon stops abnormally in the
STANDBY node, the NetWorker cluster application becomes Faulted state. Clearing Faulted state of the NetWorker cluster application
makes the NetWorker client restart in the STANDBY node.

Moreover, if the NetWorker server starts by mistake in the STANDBY node, the detector regards the state as abnormal and reports that
to RMS, and the NetWorker cluster application becomes Faulted state in that node.

1.2 Operating Environment

This section discusses the following PRIMECLUSTER operation modes in which NetWorker is operated.

1.2.1 Available Operation Modes on PRIMECLUSTER

The following tables show available operation modes on PRIMECLUSTER.

: Scalable
Standby operation .
) ) operation
System Configuration I
1.1 N:1 Mutual
Cascade Scalable
standby standby standby
runs with runs with
Server Cluster Operation runs condition condition runs not run
(Note 1) (Note 1)
runswith runs with
Storage Node Cluster - -
Operation (Note 2) runs condition condition runs not run
P (Note 1) (Note 1)
Client Cluster Operation runs runs.vylth runs.vylth runs runs
conditions conditions




Standby operation Scalaple
operation
System Configuration |
1:1 N:1 Mutua
standby standby standby Cascade Scalable
(Note 1) (Note 1)
(Note 3) (Note 3)

(Note 1) NetWorker cluster applications can not be operated simultaneously. However, standby operation between a NetWorker cluster
application and other cluster applications can be run.

(Note 2) This operation is not supported for NetWorker 7.4/7.5/7.6.

(Note 3) N:1 standby and mutual standby can be achieved by combining with the scalable operation of the NetWorker client. For details,
see "1.2.2.3 Client cluster operation ".

1.2.2 System Configuration

The following example shows the system configuration of the Server cluster operation, the Storage node cluster operation, and the Client
cluster operation.

1.2.2.1 Server cluster operation

The following example shows the system configuration of the Server cluster operation.
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1.2.2.2 Storage node cluster operation

The following example shows the system configuration of the Storage node cluster operation.

Hetiloder

Metifader
Storage Moda
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FRIMECLUSTEE
Wizard for Metiio

=

FRIMECLUSTE

FRIMECLUSTER
Wizard for Netilodoer

FRIMECLUSTER
[rata
Salaris I Base

Solaris

Tape Device

NetWorker 7.4/7.5/7.6 doesnot support the high avail able storage nodein any cluster systems. Therefore, the storage node cluster operation
is not supported for NetWorker 7.4/7.5/7.6.

1.2.2.3 Client cluster operation
The following example shows the system configuration of the standby operation of the Client cluster operation.



- Standby operation(1:1 standby)

[ape Device

The following example shows the system configuration of the scalable operation of the Client cluster operation.



- Scalable operation
W

MNetiladoer
Sernwer

Miizard for Meti'dgdoer

Tape Device PRIMECLUSTER

JR

Hetilladar
Client

R

FRIMECLUSTER
Wiizard for Metitader

-

FRIMECLUSTER |

Salaris

Saolaris I

Data on the shared disk can be backed up on the node that the virtual client (logical node) is activated.

When you combine N:1 standby or mutual standby with the client cluster operation of NetWorker, configure the cluster applications
which include no NetWorker resource of N:1 standby or mutua standby, and configure the cluster applications which include

NetWorker resources of scalable operation besides them.

Thefollowing example shows the cluster applications of combining N:1 standby with the scalable operation of the NetWorker client.
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FSystem_A

Maode Mode? Moded
A A, e

_I ClusterApplication A !

Operating Standbey
Application_A I Application_A I
GLS A | GLS_ A |
FSystem_A | FSystem_A |
GDS_A | N |
_I Cluster Application B !
Standbey Operating
Application_B I Application_B I
GLS B | GLS B |
FSystem_B | FSystem_B |
305 B | DS _B |
ClustarApplication 1 Ii _I Cluster Application 2 Ii ClusterApplication 3 Ii
Operating Operating Operating
Metilioer MNetilioder MNetilioder
Client 1 Cliant 2 Cliant 3

Sy=tem_B

Data of every node is able to be backed up whichever node the cluster applications except NetWorker are operated on because the
NetWorker client is running on every node.
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|Chapter 2 Setting and Installation

2.1 Environment Setup

This section explains a general setup procedure of Server cluster operation or Storage node cluster operation or Client cluster operation

on aPRIMECLUSTER system.

Server cluster operation

Procedure
No Refer to
One Arbitrary Node Other Nodes
1 | Install and configure PRIMECLUSTER Install and configure PRIMECLUSTER 2.2
2 | Install PRIMECLUSTER Wizard for Networker | !"t8! PRIMECLUSTER Wizard for 22
NetWorker
3 | Create userApplication - 2.3
4 | Install NetWorker Install NetWorker 24
5 | Define Logical Node Name Define Logical Node Name 25
6 | Create and set up NetWorker resources - 2.6
7 | Configure NetWorker - 2.7
8 | Register NetWorker License - 2.8
Storage node cluster operation(NetWorker 7.2)
Procedure
No Refer to
One Arbitrary Node Other Nodes
1 | Install and configure PRIMECLUSTER Install and configure PRIMECLUSTER 22
2 | Install PRIMECLUSTER Wizard for Networker | "Stall PRIMECLUSTER Wizard for 22
NetWorker
3 | Create userApplication - 2.3
4 | Install NetWorker Install NetWorker 24
5 | Define Logica Node Name Define Logical Node Name 25
6 | Create and set up NetWorker resources - 2.6
7 | Configure NetWorker - 2.7

Qn Note

NetWorker 7.4/7.5/7.6 does not support the high avail able storagenodein any cluster systems. Therefore, the storage node cluster operation

is not supported for NetWorker 7.4/7.5/7.6.

Client cluster operation

No

Procedure

One Arbitrary Node

Other Nodes

Refer to

Install and configure PRIMECLUSTER

Install and configure PRIMECLUSTER

2.2
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Procedure
No Refer to
One Arbitrary Node Other Nodes

Install PRIMECLUSTER Wizard for Install PRIMECLUSTER Wizard for 22
2

NetWorker NetWorker
3 | Create userApplication - 2.3
4 | Install NetWorker Install NetWorker 24
5 | Define Logical Node Name Define Logical Node Name 25
6 | Create and set up NetWorker resources - 2.6
7 | Configure NetWorker - 2.7

2.2 PRIMECLUSTER Installation and Configuration

Set up hardware
Set up hardware required for PRIMECLUSTER.

Install software

Install PRIMECLUSTER firgt, referring to the “PRIMECLUSTER Installation Guide”.
Then, install NetWorker Wizard following the instructions of the “PRIMECLUSTER Wizard for NetWorker Installation Guide”.

Standby operation requires the PRIMECLUSTER Enterprise Edition or PRIMECLUSTER HA Server or PRIMECLUSTER Clustering
Base or PRIMECLUSTER Lite Pack.

Configure a cluster system
Configure a cluster system including network systems and shared disk units according to the PRIMECLUSTER manual.

Setting Shared Disk Device
A shared disk that is shared between cluster nodes must be defined to construct NetWorker cluster environment.

;ﬂ Information

Do not specify “/nsr" for amount point of a shared disk.

letc/vfstab file

Define disk mount information that is shared by cluster application.

Setting network

To setup cluster environment on NetWorker, use takeover |1P address as takeover network.

,ﬂ Information
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letc/hosts file

Define the logical node name that corresponds to the takeover IP address.

2.3 userApplication Creation

This section discusses the configuration of userApplication that does not include NetWorker resources.

Set up userApplication using the userApplication Configuration Wizard. The userApplication Configuration Wizard uses the format that
alows you to select information in the menu.

The term "userApplication" means "cluster application”.

gf1lnfonnaﬂon

Create userApplication using the userApplication Configuration Wizard. See “6.6 Setting Up Cluster Applications” of the
“PRIMECLUSTER Installation and Administration Guide”.

- Standby operation

A userApplication is configured as follows.
Create a NetWorker resource after NetWorker isinstalled.

SysMode
<nodezZR M3 =

uzerspplication
<applx

SpsMode
<nodelR M3>=

The following setup values are recommended for userApplication appl. The other attributes not described below are optional.

Attributes Values
AutoStartUp Yes
AutoSwitchOver HostFailure]Resourcerailure]ShutDown
PersistentFault 1

StandbyTransitions ClearFaultRequest|StartUp|SwitchRequest
HaltFlag Yes
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Ln Note

“Standby Transitions” must be configured as above so that the NetWorker client daemons run on the STANDBY node.

- Scalable operation(Only client cluster operation)

When you combine N:1 standby or mutual standby with the scalable operation of NetWorker client shown by "1.2.2.3 Client cluster
operation ", create the resources except NetWorker and userApplications which include them.

Create NetWorker resources and the userA pplications which include them after NetWorker isinstalled.

SpsMode SypsMode SpsMode
“nodelRMS= <nodeZR M3 = “node3RMS=

uzerdpplication uzerdpplication
<app_#A* <app_B=

Application_A Application_B

FSystern_A FSystern_B

ﬂ Information

2.3.1 Configuration-Generate and Configuration-Activate

Check the set contents and then generate and activate the configuration. The image screens after activation are as follows:
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¥ ugerfpphication Confeuration Wizard

i config |
¥ B pricoriis | userfpplication Configuration menu
7 |_] userApp_0 | Selectamenuio be selup
@ M Gls0
7 ™ Feystemd
W Gds0
& L] peachieas
% | wserApp_0
% W Gls0
@ M Fysiemo |
8 Gds0 f 0 Create Resounte
% Creale userApplicaton
1 Edit usarApplication or Resource

(¥ Remove userdpplication or Resource

(1 Edit global setngs in Configuration

| Java Applot Window

2.3.2 userApplication Operation Check

Start up userApplication and check if it is normally running on al the nodes by.

- Shared disk
Check if you can access to the shared disk from the OPERATING node.
- Takeover network
Check if you can access the OPERATING node from the client by the logical node name related to the takeover | P address.

’_ﬂ| Information

2.4 NetWorker Installation

2.4.1 NetWorker Installation

Install the NetWorker software. The packages installed for the server cluster operation, the storage node cluster operation, and the client
cluster operation is different.

QT Note

- Don't input anything to the following input requirements when you install NetWorker.
“Enter the first NetWorker server’ s name [no more]”

- Specify "no" for the following input requirements when you install NetWorker.
“Start NetWorker daemons at end of install [yes]”

- Change the file name of the rc script of NetWorker as follows after installing NetWorker 7.4/7.5/7.6.

# mv /etc/rc3.d/ S95net wor ker /etc/rc3.d/ FISVcl nt w. S95net wor ker
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ﬂ Information

- For detail of the NetWorker Installation, see the NetWorker manuals.

- The system configurations applied when NetWorker starts can be defined. See "2.9.1 Definition of Operation Environment at
NetWorker Startup”.

2.4.1.1 Server cluster operation

Install the following NetWorker softwaresin each node. If necessary, install other packages (online manual etc.).

Package NetWorker Software

LGTOcInt Client

LGTOdrvr* Driver

LGTOnode Storage Node
LGTOserv Server

* NetWorker 7.4/7.5/7.6 has no driver.

Install the NetWorker software in the local disk of each node. Make the NetWorker directory that is not /nsr (where administrative
information of NetWorker and the online indexes are stored) on the local disk of each node.

& Note

- Itis necessary to recognize the NetWorker server as one of the NetWorker clients. Therefore, it is necessary to install LGTOclnt.
- Itisnecessary toinstall LGTOcInt earlier than LGTOserv.

- In case you use the NetWorker Console server on a node of the cluster, create the NetWorker Console database in the disk that
NetWorker can aways accessto (alocal disk, and so on).

2.4.1.2 Storage node cluster operation

Install the following NetWorker softwaresin each node. If necessary, install other packages (online manual etc.).

Package NetWorker Software
LGTOcInt Client

LGTOdrvr Driver

LGTOnode Storage Node

Install NetWorker in the local disk of each node. Make the NetWorker directory for an arbitrary directory on the local disk of each node.

& Note

Do not install LGTOserv (NetWorker server).

Itisnecessary to recognizethe NetWorker storage node as one of the NetWorker clients. Therefore, itisnecessary toinstall LGTOclnt.

It is necessary to install LGTOcInt earlier than LGTOnode.

NetWorker 7.4/7.5/7.6 does not support the high available storage node in any cluster systems. Therefore, the storage node cluster
operation is not supported for NetWorker 7.4/7.5/7.6.
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2.4.1.3 Client cluster operation

Install the following NetWorker softwarein al nodes to be backed up. If necessary, install other packages (online manual etc.).

Package NetWorker Software

LGTOcInt Client

Install NetWorker in the local disk of each node. Make the NetWorker directory for an arbitrary directory on the local disk of each node.

gn Note

- Donotinstall LGTOserv (NetWorker server).

- In case you use the NetWorker Console server on a node of the cluster, create the NetWorker Console database in the disk that
NetWorker can aways accessto (alocal disk, and so on).

2.4.2 Setup NetWorker Directory (/nsr)

Inthe case of the server cluster operation, the NetWorker directory (where administrativeinformation and the onlineindexes of NetWorker
are stored) is as follows and /nsr becomes a symbolic link that points the NetWorker directory.

- OPERATING node

The NetWorker daemons start using the NetWorker directory on the shared disk. In this case, /nsr becomes asymbolic link that points
the NetWorker directory.

- STANDBY node

The NetWorker client daemon starts using the NetWorker directory on the local disk. In this case, /nsr becomes a symbolic link that
points the NetWorker directory.

QT Note

Insr can not be used as the NetWorker directory because /nsr needs to be a symbolic link as above.

For the procedure for copying the NetWorker directory from the local disk to the shared disk, see “2.4.2.1 Setup Shared NetWorker
Directory”.

L:n Note

This setting is necessary only for server cluster operation.

2.4.2.1 Setup Shared NetWorker Directory
Copy the NetWorker directory from the local disk to the shared disk.

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

1. Start the userApplication up for mount the shared disk.

2. Copy the NetWorker directory from the local disk to the shared disk.

# cp -Rp /var/nsr /mt

3. Stop the userApplication to unmount the shared disk.

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS
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;ﬂ Information

Y ou can use/etc/opt/FISV ¢l ntw/bi n/nwel ntwadd command to copy the NetWorker directory. For detail of nweclntwadd command, see 4.4
nwclntwadd - Copy of NetWorker Directory”.

2.5 Defining Logical Node Name

Define the logical node name of the NetWorker clients to be backed up.

The logical node name is defined in the logical node name management file of PRIMECLUSTER Wizard for NetWorker.

/etc/opt/FISvcl ntw etc/cl nwe. env

;ﬂ Information

The node that isthe NetWorker server isalso the node that is the NetWorker client. Therefore, resources on the shared disk that is shared
on the NetWorker servers are backed up for the virtual client (the virtual server).

To backup resource on the shared disk which is shared on the NetWorker server, the logical node name for client cluster operation (the
virtual client) must be defined.

- Define thelogical node namein the all nodes where PRIMECLUSTER Wizard for NetWorker isinstalled.
- Thelogica node name related to the takeover |P address must be set in /etc/hosts file.

- When the backup is operated, a part of the NetWorker directory on the shared disk that the NetWorker server daemon usesis backed
up automatically. Therefore, the definition of the logical node name for the userApplication that the NetWorker resource belongsis
needed.

- When the logical node name is not defined, all the data on the shared disk and on the local disk is backed up to the indexes of the
physical node name.

- When the logical node name is not defined, the server cluster cannot be operated.

- Do not define the logical node name of PRIMECLUSTER Wizard for NetWorker when you use node name takeover of takeover
network resource of PRIMECLUSTER.

2.5.1 Logical Node Name Management File

Logical node name management file is used to define the logical node name of the NetWorker Client.

Description style
ApplicationName, Logical NodeName, ClusterMntFileName, RawDevicelistFileName

Description

< >

Enter , between each file name and enter al the file name  within one line
ApplicationName,L ogical NodeName, ClusterM ntFileName,RawDeviceL istFileName.

RawDeviceL istFileName can be omitted.

Define the logical node name for each cluster application. If there is more than one logical node name, enter them by multiple lines for
each cluster application.

Space and characters between ”#” to the end of aline are ignored.

-19-



Parameter
- ApplicationName:

Enter the name of the NetWorker client application.
This cannot be omitted.

- LogicaNodeName:

Specify thelogical node name (hostname) that isrelated to the takeover | P address created on | P application (defined on /etc/hostsfile).
This cannot to be omitted.

Specify the logical node name that is defined asthe virtual client name at the definition of the NetWorker client to backup the shared
disk.

- ClusterMntFileName:

Specify the pathname for the cluster mount information file.
This cannot be omitted.

_ﬂ Information

- RawDevicelListFileName:

Specify the pathname for the raw device path list file.
Write to thisfile for backup the shared disk asraw device.
If the shared disk is backed up as file system, pathname is not required to be written.

;ﬂ Information

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

The following example shows the definition for the standby operation(1:1 standby).

Define the logical node name on both nodes.

# Logical Node Name Management File

# All Rights Reserved, Copyright Fujitsu 2003-2006

# ApplicationName, LogicaNodeName, ClusterMntFileName, RawDeviceListFileName

# userApp_0, v_hostname, /etc/opt/FISV clntw/etc/vistab_userApp_0, /etc/opt/FISV clntw/etc/
raw_list_userApp_0O

userApp_0, v_hostnamel , /home/vistab_user App_0, /home/raw_list_user App_O

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

The following example shows the definition for combining N:1 standby with scalable operation.
Define the logical node name on each node that the logical node is activated.
Nodel(nodelRMS)

# Logical Node Name Management File

# All Rights Reserved, Copyright Fujitsu 2003-2006

# ApplicationName, L ogicalNodeName, ClusterMntFileName, RawDeviceListFileName

# userApp_0, v_hostname, /etc/opt/FISV clntw/etc/vistab_userApp_0, /etc/opt/FISV clntw/etc/
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raw_list_userApp_0O
userApp_A , v_hostnameA , /home/vistab_user App_A , /homelraw_list_userApp_A

Node2(node2RMS)

# Logical Node Name Management File

# All Rights Reserved, Copyright Fujitsu 2003-2006

# ApplicationName, LogicalNodeName, ClusterMntFileName, RawDevicelListFileName

# userApp_0, v_hostname, /etc/opt/FISV clntw/etc/vistab_userApp_0, /etc/opt/FISV clntw/etc/
raw_list_userApp_0O

userApp_A , v_hostnameA , /home/vfstab_user App_A , /homelraw_list_userApp_A
userApp_B , v_hostnameB , /home/vfstab_user App_B , /home/raw_list_userApp_B

Node3(node3RMS)

# Logical Node Name Management File

# All Rights Reserved, Copyright Fujitsu 2003-2006

# ApplicationName, LogicalNodeName, ClusterMntFileName, RawDeviceListFileName

# userApp_0, v_hostname, /etc/opt/FISV cIntw/etc/vistab_userApp_0, /etc/opt/FISV clntw/etc/
raw_list_userApp_0

userApp_B, v_hostnameB , /home/vfstab_userApp_B , /home/raw_list_userApp_B

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

2.5.2 Cluster Mount Information File

Cluster mount information file is used to define file system on the shared disk that is backed up on logical node.
Format of this file must be followed to /etc/vfstab file.
Create cluster mount information file by the following procedure.

1. Copy template file of cluster mount information file (/etc/opt/FISV cIntw/etc/vistab.draft file) on cp (1).

# cp -p /etc/opt/FISvVcl ntw etc/vistab_draft /home/vfstab_userApp_0

If thereis no file system on the shared disk on which datais backed up, procedure for creating afile is complete.
If file system is on the shared disk on which data is backed up, execute procedure 2.

2. Edit afileby using vi(1).

# vi [ hone/ vfstab_userApp_0O

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

# Cluster mount information file

# All Rights Reserved, Copyright Fujitsu 2003-2006

#

# device device mount FS fsck mount mount

# to mount to fsck point type pass at boot options

# /dev/dsk/cOt0d0s5 /dev/rdsk/cOt0d0s5 /vol 1 ufs - no -
/dev/sfdsk/classD001/dsk/volume0001 /dev/sfdsk/classO00L/r dsk/volume0001 /mnt ufs- no

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

2.5.3 Raw Device Path List File

raw device path list file is used to define raw device to be backed up.
Thisfileisrequired for backup shared disk as raw device.

This file must be created on each logical node.

To edit thisfile, copy template of raw device path list

File (/etc/opt/FISVcIntw/etc/raw_list) on cp(1) and use vi(1).
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Description style

raw device path

Description

Write down raw device path in one line.
If there is more than one raw device path, write them in multiple lines.
Charactersin between ”#” to enter and spaces are ignored.

Parameter
- raw device path:
Specify path name of raw device on which datais backed up if shared disk is backed up as raw device.

j.ﬂ Example

© © 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000006006060COCOCEOESE

# Raw Device Path List File

# All Rights Reserved, Copyright Fujitsu 2003
# RawDevicePath

# /dev/rdsk/c1t0d0s5

/dev/rdsk/c2t1d0s0

/dev/rdsk/c2t1d0sl

© 0000000000000 00000000000000000000000000O0O0C0C0COCOCOCOCEOCEOCEOCEOCEOCIOCEOCIOCOCEOCEOCOCIOCI0CIOCI0C0CI0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCQCCQCCOCQOCEOCEECEEETS

2.6 NetWorker Resource Creation and Setting

Register NetWorker resourcesin userApplication that is created at “2.3 userApplication Creation”.

- Server cluster operation

Syshode SpzMode
<nodelR MS= <nodeZRMS=

userfpplication
<appl=

Mwsw
ZMwsw_APP1=
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- Storage node cluster operation

SyszNode SysMode
<nodelR MS= <nodeZRMS =

userdpplicaton
=appl=

Nwrst
< Mwst_APP1>-

_:rj Note

NetWorker 7.4/7.5/7.6 does not support the high available storage node in any cluster systems. Therefore, the storage node cluster
operation is not supported for NetWorker 7.4/7.5/7.6.

- Client cluster operation(Standby operation)

SwsMode SysMode
<nodelR M3 = “nodezRMS =

uzertpplication
<appl=

Merc|
ZMNwcl_APP1>

- Client cluster operation(Scalable operation)

When you combine N:1 standby or mutual standby with the scalable operation of NetWorker client shown by "1.2.2.3 Client cluster
operation ", create NetWorker resources and the userApplications which include them.
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SysMode SuszNode SysMode
<nodelRMS= <nodeZR MS = <node3RMS =

userapplicaton userapplicaton
<app_#A> =<app_B=

Application_A Application_B

FSy=stern_B

uzertpplication uzerdpplication uzertpplication
<app 1= <app_Z= <app_3=
Mercl Murcl Mercl
“Mwel ADPP 17 <MNuwcl_ADP 2> LMwel ADP_ 3>

ﬂ Information

At scalable operation, the following setup values are recommended for the userApplications which include NetWorker resources. The
other attributes not described below are optional.

Attributes Values
AutoSwitchOver No
PersistentFault 1

StandbyTransitions No

HaltFlag No

Before starting this procedure, RMS on all the cluster nodes should stop.

ﬂ Information

This section explains how to create userApplication and NetWorker resource, referring to “8.1.1 Changing the Cluster Application
Configuration” of the “PRIMECLUSTER Installation and Administration Guide”.

2.6.1 userApplication with NetWorker Resources

userApplication with NetWorker resources are created using the userApplication Configuration Wizard.

- Standby operation

The flow of userApplication creation is asfollows:
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1 userApplication delete

2 Resources creation

3 userApplication creation

This section explains only about “2. Resources creation”.

'_ﬂ| Information
For further details of “1. userApplication delete” and “3. userApplication creation”, see “8.1.1 Changing the Cluster Application
Configuration” of the “PRIMECLUSTER Installation and Administration Guide”.

©000000000000000000000000000000000000000000000 @000 0000000000000000000000000000000000000000000 X

- Scalable operation(Only client cluster operation)

Create NetWorker resources and userApplications which include them.
The flow of userApplication creation is as follows:

1 Resources creation

2 userApplication creation

The userApplications which include no NetWorker resource do not need to be deleted.
This section explains only about “1. Resources creation”.

©0ccec00c000000000000000000000000 00 0000000000000 000000000000000000000000000000000 eeecccccccccce

For further details of “2. userApplication creation”, see “6.6 Setting Up Cluster Applications” of the “PRIMECLUSTER Ingtallation
and Administration Guide”.

©000000000000000000000000000000000000000000000 @000 0000000000000000000000000000000000000000000 X

2.6.1.1 userApplication Removing

Select “Remove userApplication or Resource” in the “userApplication Configuration menu”, delete an userApplication only.

=
.1 config | us lication Configuration menu
? [ apricorms | veerien e
% |_] usarapp_o | Selecta menuio be el up
o M Giso
5 ¥ Feystemi !
™ Gos0 |
& Ll peachrms i
7 | userApp_0 f
% W Giso
@ M Faystemo f
8 Gdsn f L Creale Resounte
:1  Creale usetApplicaton
:_ 0 Edit usarApplic ation or Resournce
Z im Remoye userdgplication or Resource
i .
L Edit ghobal settngs in Condiguration
i
1
End C | mea | | Hel |
Java Applet Window
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2.6.1.2 Server cluster operation
This section explains a setup procedure of NetWorker Server cluster operation.

1. Select “Create Resource” in the “userApplication Configuration” menu.

¢ uzerApplication Confipuration Wieard

config |

= - userfpplication Configuration menu
M Gosi Select & menu o be setup,

M Gisn

® Creats Resourte

) Create userAppbcation

) Edil usechpplication of Resource

) Remove userApplication or Resource

) Edit global settings in Configuration

| pack | [_wem_| e

Java Applet Window

2. Select “Nwsv” in the “Resource Type” menu.

¢ waerfpplication Gonfiguration Wizard r-:_llﬁlgl
config |
0 Frystami Create Resource
M Gds0 E Select a Resource ype to be created
M Gls0 E
i Resource type
Crndline
Fzystemn
Gds
Gis
i Ralsll|Ipv|||ittlress.
| Cancel | Back || hem | | tep
lJm'u Fpplat Window
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3. Set attributesin the “Nwsv” setup screen.

1 weer Application GConfiguralion Wizard

Set up Resource [Resource type : Nwsv)
Saboct a many o bi ot up,

= AppditatinnMane= sy
) SenpiTimeout=300

) Interval=10

) LogSizes512

) WirualP ath=imndiner

- LocalPatb=marme 2ingr
) VifualHost=

[ Flane=4
[ Advanced setup

Ty

Yer co do: assignm a nawe To this ViccualHost
Setvings of application type "Rwav™ [not yet conalatentc)

Co | =

Java Ppplet Wirdos

Attributes

Description

ScriptTimeout

default_value[:[offline_value][:online_value]]

Default 300 (60 - 86400)

Specify timeout period for launching of Online/Offline
processing.

When the timeout time passes, RM S transmits the stop signal to
the script. Timeout value of OfflineScript (offline_value) and
OnlineScript (online_value) can be separately set.

Interval

Default 10 (5 - 60)
Specify interval time for monitoring NetWorker.

LogSize

Default 512 (10 - 4096)

Specify the size of the log files for the script and the detector.

If sizeisover therange of specified size, changethe nameto *.old
and create anew file.

Virtual Path

Specify the pathname of the NetWorker directory on the shared
disk.

/nsr cannot be specified for Virtual Path because /nsr needs to be
asymbolic link that points the NetWorker directory.

LocalPath

Specify the pathname of the NetWorker directory onthelocal disk.
Theinitial valueisthedirectory pointed by the symbolic link /nsr,
and it does not usually need to be changed.

/nsr cannot be specified for Virtual Path because /nsr needs to be
asymbolic link that points the NetWorker directory.

VirtualHost

Thelogica node name that the NetWorker server usesis set. As
for theinitial value, the logical node name defined by "2.5
Defining Logical Node Name" is displayed. Make a set content a
blank when you use node name takeover of takeover network
resource of PRIMECLUSTER.
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Attributes Description

Flags | NullDetector(D) Select whether or not the NetWorker resource is monitored.

If itisenabled, theresourceisnot monitored. |nthat case, Standby
processingisnot performed and the NetWorker resourceis Offline
state in the STANDBY node. Therefore, the NetWorker client
does not run in the STANDBY node.

As default, the setting is disabled and the NetWorker resource is
monitored.

WarningOnly(W) Select whether or not failover is performed. If it is enabled,when
the NetWorker resource failure occurs, the NetWorker resource
which is Online state becomes Warning state, and the NetWorker
resourcewhichisStandby state becomesFaulted state. Inany case,
failover is not performed.

As default, the setting is disabled and failover is performed.

AutoRecover(A) Select whether or not recovering the NetWorker resource is
attempted before failover in the event of NetWorker resource
failure.

If it is enabled, the NetWorker resource is recovered and
NetWorker is restarted.

As default, the setting is enabled and the NetWorker resource is
recovered.

DeviceName Specify device pathname of tape devices.

If thisis specified, SCSI reset is performed to specified devices
just before NetWorker starts.

The setting must be specified to share tape devices on SCSI multi-
initiate connection.

If morethan onetape device exist, specify by entering":" between
device pathname.

PreOnlineScript Executed before Online processing.
No default

PostOnlineScript Executed after Online processing.
No default

PreOfflineScript Executed before Offline processing.
No default

PostOfflineScript Executed after Offline processing.
No default

FaultScript Executed when a fault occurs.
No default

B Point

© 00 0000000000000 0000000000000000000000000000000O0COC0C0COCOCOCOCOCOCOCCOCO00C0000C0000000000000000000000000000

- For details about PreOnlineScript, PostOnlineScript, PreOfflineScript, PostOfflineScript, FaultScript, see ”2.9.2 NetWorker
Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Qn Note

- If NullDetector is enabled, the WarningOnly and AutoRecover attribute is automatically disabled.
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- Flags=<Abbreviation> indicates that the flag attribute is enabled.

| Setup Resource (Resource type : Nwsv)
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1| @ seripmimeout=300
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é:: P K ot 0 e

[ Adbvanced setup

Sectings of spplication type "Rwav” [consistent])
Zelace the SAVE4EXIT mend to =save the =zetup, and click [Regiscration].
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E

S

Jarva fpplet Wirdow

2.6.1.3 Storage node cluster operation
This section explains a setup procedure of NetWorker Storage node cluster operation.

1. Select “Create Resource” in the “userApplication Configuration” menu.

¢ uzerApplicotion Confipuration Wieard

config ;

s userfpplication Configuration menu

M Gels0 Select & menu 1o be setup,

M Gisn 3 ]
|
|

® Create Resource

) Craale userApplcalion |
) Edil userApplication of Resource
() Remove userApplication or Resource

) Belup oppendancy Gofeeen UsBrAD pitcafion

) Edft global setings in Configuration

| Ena | nack || _wemn_ | el

Java Applet 'Window
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2. Select “Nwst” in the “Resource Type” menu.

uger ipplication Confiperation Wieard

B Fsystend Create Resource
B GaisD Siboct a Rosource pd bo be croated,
B Gisn .
Resource type
Res
concel | | pack || Mem | e |
l fava Applet Wiredow

3. Set attributesin the “Nwst” setup screen.

+ user Applcatwon Gonfiguraiwon Wieard

config Setup Resource (Resource :
B Fsystomo P R type : Nwst)
M Gas0 Setact & men to be sotup,
M Gisn
() SAVE+EXIT
i ApplicationMames st
2 SenpiTimeout=300
) Irbarval=10
) LogSze=512
[ Flags=A
] shiancod setup
Settings of epplication type "Rust” [comsistent)
Selecr the JAVE4EXIT menu o 2ave the secup, and click [Pegistracion].
| Mext e |
Jova Applat Wiredow
Attributes Description
ScriptTimeout default_value[:[offline_value][:online_value]]

Default 300 (60 - 86400)

Specify timeout period for launching of Online/Offline
processing.

When the timeout time passes, RM S transmits the stop signal to
the script. Timeout value of OfflineScript (offline_value) and
OnlineScript (online_value) can be separately set.
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Attributes Description

Interval Default 10 (5 - 60)
Specify interval time for monitoring NetWorker.

LogSize Default 512 (10 - 4096)

Specify the size of the log files for the script and the detector.

If sizeisover therange of specified size, changethe nameto *.old
and create anew file.

Flags NullDetector(D) | Select whether or not the NetWorker resource is monitored.

If itisenabled, theresourceisnot monitored. |nthat case, Standby
processingisnot performed and the NetWorker resourceis Offline
state in the STANDBY node. Therefore, the NetWorker client
does not run in the STANDBY node.

As default, the setting is disabled and the NetWorker resource is
monitored.

WarningOnly(W) | Select whether or not failover is performed. If it is enabled,when
the NetWorker resource failure occurs, the NetWorker resource
which is Online state becomes Warning state, and the NetWorker
resourcewhichisStandby state becomesFaulted state. Inany case,
failover is not performed.

As default, the setting is disabled and failover is performed.

AutoRecover(A) | Select whether or not recovering the NetWorker resourceis
attempted before failover in the event of NetWorker resource
failure.

If it is enabled, the NetWorker resource is recovered and
NetWorker is restarted.

As default, the setting is enabled and the NetWorker resource is
recovered.

DeviceName Specify device pathname of tape devices.

If thisis specified, SCSI reset is performed to specified devices
just before NetWorker starts.

The setting must be specified to share tape devices on SCSI multi-
initiate connection.

If morethan onetape device exist, specify by entering":" between
device pathname.

PostOnlineScript Executed after Online processing.
No default

PreOfflineScript Executed before Offline processing.
No default

PostOfflineScript Executed after Offline processing.
No default

FaultScript Executed when afault occurs.
No default

_-ﬂ Information

- For details about PreOnlineScript, PostOnlineScript, PreOfflineScript, PostOfflineScript, FaultScript, see ”2.9.2 NetWorker
Onling/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.
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- If NullDetector is enabled, the WarningOnly and AutoRecover attribute is automatically disabled.

- Flags=<Abbreviation> indicates that the flag attribute is enabled.
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Select the SAVEHEXMIT menu to save the secup, and click [Regiseration].
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2.6.1.4 Client cluster operation
This section explains a setup procedure of NetWorker Client cluster operation.

1. Select “Create Resource” in the “userApplication Configuration” menu.

¢ uzer Application Confipuration Wieard

config

- f userfpplication Cenfiguration menu
8 Go=0 Select & menuto be setup,

8 Gis0

® Create Resource

) Croats userdppBeation
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21 Remove userApplication or Resource

) Eaft global sefings in Configuration

d
!
i

i
!

Hack

Java Applet Window
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2. Select “Nwel” in the “Resource Type” menu.

¢ weerApplication Condiguration Wizard

W foysteml
B Gas)
™ Gisn

Create Resource
Sefect a Resourca type to be creatled.

I;eru Applet Window

3. Set attributesin the “Nwecl” setup screen.

¢ weerApplication Configuration Wizard

‘_“‘::“ : Set up Resource {Resource type : Nwel)
B Gas Sabect a menu to be setup.
B Giso
® ApplicationMarne=twel
2 SenpTimeout=200
) Irtbeneal=18
() LogSize=512
) Flags=A
] mehvanced setup
Setcings of application cype "Recl” [Conaistent)
Select the SAVE4EXIT menu to save the setup, and click [Registration].
i Java Applat Wewdow
Attributes Description
ScriptTimeout default_value[:[offline_value][:online_value]]
Default 300 (60 - 86400)
Specify timeout period for launching of Online/Offline
processing.
When the timeout time passes, RM S transmits the stop signal to
the script. Timeout value of OfflineScript (offline_value) and
OnlineScript (online_value) can be separately set.
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Attributes Description

Interval Default 10 (5 - 60)
Specify interval time for monitoring NetWorker.

LogSize Default 512 (10 - 4096)
Specify the size of the log files for the script and the detector.

If sizeisover therange of specified size, changethe nameto *.old
and create anew file.

Flags NullDetector(D) Select whether or not the NetWorker resource is monitored.

If itisenabled, theresourceisnot monitored. Inthat case, Standby
processingisnot performed and the NetWorker resourceis Offline
statein the STANDBY node. Therefore, the NetWorker client
does not run in the STANDBY node.

As default, the setting is disabled and the NetWorker resourceis
monitored.

WarningOnly(W) | Select whether or not failover is performed. If it is enabled, when
the NetWorker resource failure occurs, the NetWorker resource
which is Online state becomes Warning state, and the NetWorker
resourcewhichisStandby state becomesFaulted state. Inany case,
failover is not performed.

At scalable operation, disable this flag.
As default, the setting is disabled and failover is performed.

AutoRecover(A) | Select whether or not recovering the NetWorker resourceis
attempted before failover in the event of NetWorker resource
failure.

If it is enabled, the NetWorker resource is recovered and
NetWorker is restarted.

As default, the setting is enabled and the NetWorker resource is

recovered.

PreOnlineScript Executed before Online processing.
No default

PostOnlineScript Executed after Online processing.
No default

PreOfflineScript Executed before Offline processing.
No default

PostOfflineScript Executed after Offline processing.
No default

FaultScript Executed when a fault occurs.
No default

;ﬂ Information

- For details about PreOnlineScript, PostOnlineScript, PreOfflineScript, PostOfflineScript, FaultScript, see ”2.9.2 NetWorker
Online/Offline Script”.

- For details about Flags, see “9 Appendix - Attributes” of the “PRIMECLUSTER RMS Configuration and Administration
Guide”.

- If NullDetector is enabled, the WarningOnly and AutoRecover attribute is automatically disabled.



- Flags=<Abbreviation> indicates that the flag attribute is enabled.
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2.6.1.5 userApplication creation

Select “Create userApplication”, Create userApplication including NetWorker resources.
The attribute of userApplication, see “2.3 userApplication Creation”.

L
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2.6.2 Configuration-Generate and Configuration-Activate

Check the set contents and then generate and activate the configuration. The image screens after activation are as follows:
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f L Remove userdgplication or Regsourcs
i
(7 Edit global setmngs in Configuration
|
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2.6.3 userApplication Operation Check

Start userApplication by executing the hvem command then check if it is properly running on al the nodes.

- Shared disk

Check if you can access to the shared disk from the OPERATING node.
- Takeover network

Check if you can access the OPERATING node from the client by the logical node name related to the takeover | P address.
- NetWorker

Check if the NetWorker daemons are running on the OPERATING node.

'_ﬂ| Information

- For the RM'S command, see the “PRIMECLUSTER Installation and Administration Guide.”

- How to verify the NetWorker processes are running, see the NetWorker manuals.

2.7 NetWorker Configuration

Configure NetWorker.

’_ﬂ| Information
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Qn Note

- In case of NetWorker 7.2, you can use the NetWorker Administrator program (nwadmin) to configure NetWorker. For the nwadmin
command, see the NetWorker manuals.

- In case of NetWorker 7.4/7.5/7.6, you can use the NetWorker Management Console to configure NetWorker. For the NetWorker
Management Console, see the NetWorker manuals.

- ExecutetheNetWorker Administrator program (nwadmin) or the NetWorker Management Consol ewith the NetWorker server daemon
running.

- Client configuration of NetWorker needsto be done only on the OPERATING node. After the configuration switch the cluster system,
and confirm that the configuration is effective on the STANDBY node. After the confirmation, switch the cluster system again.

2.7.1 Server Cluster Operation

Pay attention to configure the following NetWorker settings.

Server Configuration

The following items must be defined for server that is specified as VirtualHost.

Follow the procedure below if you use the NetWorker Administrator program (nwadmin).
1. Start nwadmin GUI, and select [Server] -> [Server Setup).

2. Specify name of administrator of physical node that consists of cluster on [Administrator] field.

Follow the procedure below if you use the NetWorker Management Console.
1. Start NetWorker Management Console, and select [Configuration] on [NetWorker Administration] screen.
2. Select [Filg] -> [Properties].

3. Specify name of administrator of physical node that consists of cluster on [Administrator] field.

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

user =r oot , host =cl us_phys1l
user =r oot , host =cl us_phys2

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

Qn Note

- NetWorker server name isthe logical node name set in the userApplication configuration.

- If node name takeover of takeover network resource of PRIMECLUSTER is used, above setting isn’ t necessary.

Client Configuration

Configure each physical node within the cluster asa NetWorker client.

Follow the procedure below if you use the NetWorker Administrator program (nwadmin).

1. Start nwadmin GUI, and select [Client] -> [Client Setup].
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2. Confirm that the physical node name has been set in the [name] field. If it has not been set, click [create], and enter the physical
node name for the [name] field.

Follow the procedure below if you use the NetWorker Management Console.
1. Start NetWorker Management Console, and select [Configuration] on [NetWorker Administration] screen.
2. When the client of the physical node name does not exist, create the new client.

3. Enter the physical node name for the [name] field.
Configure each logical node within the cluster asa NetWorker client.

Follow the procedure below if you use the NetWorker Administrator program (nwadmin).
1. Start nwadmin GUI, and select [Client] -> [Client Setup].

2. Confirm that logical node name has been set in the [namg] field. If it has not, click [create], and enter the logical node name for the
[name] field.

3. Enter the name of the administrator of each physical node that the logical node is activated in the [remote access] field.

Follow the procedure below if you use the NetWorker Management Console.
1. Start NetWorker Management Console, and select [Configuration] on [NetWorker Administration] screen.
2. When the client of the logical node name does not exist, create the new client.
3. Enter the logical node name for the [name] field.
4

. Enter the name of the administrator of each physical node that the logical nodeis activated in the [Remote access] field on [Globals
(2 of 2)] tab.

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

user =r oot , host =cl us_phys1l
user =r oot , host =cl us_phys2

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

& Note

- Itisnecessary to create the clients with the name of each physical node within the cluster to be backed up even if backing up by the
physical node nameis not done.
- Do not register the physical node namein the"alias" attribute if backing up by the logical node name is done.

- Client configuration of NetWorker needs to be done only to NetWorker server on the OPERATING node. After the configuration,
switch the cluster system, and confirm that the configuration is effective on the STANDBY node. After the confirmation, switch the
cluster system again.

2.7.2 Storage Node Cluster Operation

Pay attention to configure the following NetWorker settings:

Executing jbconfig command

The procedure for setting a storage node by using the jbconfig command is the same as the procedure for setting an usual one. Define the
logical node name for the storage node name.
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ﬂ Information

Client Configuration

For details, see “Client Configuration” of the “2.7.1 Server Cluster Operation”.

About License

The number of shared tape library must be prepared with the module of NetWorker Storage Node. The number of NetWorker Cluster
Connections license in cluster system must be prepared.

2.7.3 Client Cluster Operation

Pay attention to configure the following NetWorker settings:

Client Configuration

For details, see “Client Configuration” of the “2.7.1 Server Cluster Operation”.

2.8 Registering NetWorker License

Different type of NetWorker licenseis required for server cluster operation.

Follow the procedure below for entering and applying NetWorker enabler codes and authorization codes.

gn Note

- In case of NetWorker 7.2, you can use the NetWorker Administrator program (nwadmin) to configure NetWorker. For the nwadmin
command, see the NetWorker manuals.

- In case of NetWorker 7.4/7.5/7.6, you can use the NetWorker Management Console to configure NetWorker. For the NetWorker
Management Console, see the NetWorker manuals.

Procedure

Follow the procedure below if you use the NetWorker Administrator program (nwadmin).

1

© N o g M w DN

Ensure that the NetWorker server is running normally on the OPERATING node.
When the NetWorker server is running on the OPERATING node, enter NetWorker licenses after PRIMECLUSTER, NetWorker,
and PRIMECLUSTER Wizard for NetWorker are installed.

Login to the OPERATING node as superuser.

Start the NetWorker Administrator program (nwadmin).

Open [register] window on [Server] on menu bar.

Select [Create].

Enter the enabler code on [Enabler codg] field.

Open [Server] window on [Server Setup] on [Server] on menu bar and enter name, address, tel ephone number, and email address.

Create the following file.
Insr/res/hostids
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9.

10.

11
12.

Write the hostid of the OPERATING node and the STANDBY node by the following format to /nsr/res/hostids file created in
procedure 8.

format

hostid of the OPERATI NG node: hostid of the STANDBY node (: hostid of the STANDBY node *)

* Written for server cluster operation at more than three nodes within the cluster

To find each hostid, execute hostid command on each node.

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

Cluster Node hostid of Each Node Example

2 nodes OPERATING node 12345678 | 12345678:87654321
STANDBY node 87654321

3 nodes OPERATING node 12345678 | 12345678:87654321:98765432
STANDBY node 87654321
STANDBY node 98765432

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

Switch cluster server and reboot all the nodes, and restart the NetWorker server. After that, restart the NetWorker Administrator
program (nwadmin).

Change displaying style of server window to chart style and output content of the server resource.

Follow the procedure for applying a NetWorker license.

Fill out password application form based on the output result on procedure 11 and send application form to password i ssuing office.

When you receive "authorization code", enter the authorization code on the [Auth Code] field on [Register] window and apply that
code. If the authorization code is entered, you are allowed to operate NetWorker permanently.

Follow the procedure below if you use the NetWorker Management Console.

1

Ensure that the NetWorker server is running normally on the OPERATING node.

2. Start NetWorker Management Console, and select [Configuration] on [NetWorker Administration] screen.
3. Select [Registrations] from |eft pane, then [Registrations] list is displayed.

4.
5
6

Right-click and select [New], then [Create Registrations] screen is displayed.

. Enter the enabler code on [Enabler code] field on [Configuration], and click [OK].

. Create the following file.

Insr/res/hostids

Write the hostid of the OPERATING node and the STANDBY node by the following format to /nsr/res/hostids file created in
procedure 6.

format

hostid of the OPERATI NG node: hostid of the STANDBY node (: hostid of the STANDBY node *)

* Written for server cluster operation at more than three nodes within the cluster

To find each hostid, execute hostid command on each node.

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000



Cluster Node hostid of Each Node Example

2 nodes OPERATING node 12345678 | 12345678:87654321
STANDBY node 87654321

3 nodes OPERATING node 12345678 | 12345678:87654321:98765432
STANDBY node 87654321
STANDBY node 98765432

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

8. Stop the cluster application and start again to restart the NetWorker server.

9. Select [Registrations] created in procedure 5 on [NetWorker Administration] screen of NetWorker Management Console, then
[Expiration date] and [Host id] are displayed.

10. Fill in displayed [expiration date] and [host id] on "NetWorker license password application form", and fax it to the Fujitsu license
password issuing office. The "authorization code" is sent back.

11. Select [Registrations] created in procedure 5 on [NetWorker Administration] screen of NetWorker Management Console.

12. Enter the authorization code on the [Auth code] field, and click [OK]. Y ou are allowed to operate NetWorker permanently.

ﬂ Information

Enter the NetWorker licenses on the OPERATING node that the NetWorker server is running after PRIMECLUSTER, NetWorker, and
PRIMECLUSTER Wizard for NetWorker are installed; not required on the STANDBY node.

2.9 Information

2.9.1 Definition of Operation Environment at NetWorker Startup

Definition of operation environment is available when the NetWorker starts.

PRIMECLUSTER Wizard for NetWorker executes the following NetWorker startup scripts to start NetWorker.

Server Cluster Operation
[etc/opt/FISV cIntw/sys/v_nsrd_start

Storage Node Cluster Operation
Client Cluster Operation

[etc/opt/FISV cIntw/sys/networker_start

If you want NetWorker to execute some commands and setting of environmental variables just before NetWorker starts, you can define
them in the definition file PRIMECLUSTER Wizard for NetWorker provides.

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

1. Copy /etc/opt/FISV clntw/etc/networker.env_draft file to /etc/opt/FISV clntw/etc/networker.env.

# cp -p /etc/opt/FISVcl ntw etc/ networker.env_draft /etc/opt/FISVcl ntw etc/ networker. env
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2. Edit networker.env file with vi(1).

# vi [etc/opt/FISVcl ntw etc/ networker. env

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

LC_ALL=$LANG
export LC ALL
ulimt -n 1024

# networker.env executed as a part of the NetWrker startup script
# All Rights Reserved, Copyright Fujitsu 2006

#

# Users can wite commands and the setting of environnental variables
# executed just before starting NetWrker.

#

# Exanpl es:

# NSR_DEV_BLOCK_SI ZE_4MM 20GB=64

# export NSR_DEV_BLOCK_ S| ZE_4MM 20GB

# LANG=C

# export LANG

#

#

#

#

NSR_DEV_BLOCK_S| ZE_4MV 20GB=128
export NSR_DEV_BLOCK_SI ZE_4MM 20GB

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

gn Note

- Defineintheadl nodesinstaled PRIMECLUSTER Wizard for NetWorker to.

- Define environmental variablesLANG and LC_ALL if you change the language that NetWorker operates.

2.9.2 NetWorker Online/Offline Script

PRIMECLUSTER Wizard for NetWorker starts and stops NetWorker by the script. PRIMECLUSTER Wizard for NetWorker provides
user interfaces that allow users to perform unique operation during NetWorker start/stop.
For example, application startup/stop and batch processing can be executed along with startup or stop of NetWorker.

Script
- PreOnlineScript
Executed before Online processing
- PostOnlineScript
Executed after Online processing
- PreOfflineScript
Executed before Offline processing
- PostOfflineScript
Executed after Offline processing
- FaultScript

Executed when failures occur
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Notice

Execute the scripts using root privileges.

The exit code 0 indicates normal termination. The value other than 0 indicates abnormal termination or Online processing and Offline
processing of userApplication failure.

If the script exceeds the maximum execution time (ScriptTimeout), switching process will fail.

Each script has the environment variable defined in RMS.

;ﬂ Information

2.9.3 Notes for Constructing Tape Device Shared System

Setting Operating Environment

If tape device is shared on cluster system on NetWorker Server, NetWorker Storage Node, device pathname of shared tape device must
be specified with operating environment setting.
For the detail of NetWorker Configuration, see “2.6 NetWorker Resource Creation and Setting”.

Qn Note

After installing PRIMECLUSTER Wizard for NetWorker, change operating environment before stating the cluster application. If the
cluster application is started without specifying device pathname of shared tape device, tape may not be able to be mounted to jukebox.
Device and SCSI port that the specified device uses must be correspond in the cluster system. If specified value is not correspondent in
each cluster node, tape library may not be able to use.

Setting /kernel/drv/st.conf
If tape library is shared on cluster system, the below setting is needed.
1. Edit /kernel/drv/st.conf using by vi(1) command according to manual that appends in hardware.
Edit st.conf as follows, in case description of st.conf doesn't exist in the manual of the hardware.

1. Execute the mt(config) command.

# m -f <Device path name of tape device> config

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

# nt -f /dev/rnt/1cbn config
tape-config-list=
"HP Utrium4", "HP UtriumLTO 4", "CFGHPULTRI UMLTO4";
CFGHPULTRI UMLTO4 = 2, 0x3B,

0, 0x18619, 4, 0x44, 0x44, 0x46, 0x46, 3, 60, 1200, 600, 1200, 600, 600, 18000;

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS

2. Add the output of the mt command to st.conf.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000OCLOCL0COCOCOCOCOCCOCCOCOCOCOCOCOCOCOCOCCOCO0C0C0C0C0C0C0CO0COCO0CO0CO0CO0CIO0CIOCIOCELS

tape-config-list=
"HP Utrium4", "HP UtriumLTO 4", "CFGHPULTRI UMLTO4";
CFGHPULTRI UMLTO4 = 2, 0x3B, 0, 0x18619, 4, 0x44, 0x44, 0x46, 0x46, 3, 60, 1200, 600, 1200, 600, 600, 18000;

© 0000000000000 00000000000000000000000000000000000O0COCL0COCOCOCOCOCCOOCOCOCOCOCOCOCOC0C0C0C00C0C0C0C0COCOCOCOCOCO0CO0CIO0CIOCIOCESS



2. After above setting, add ”ST_NO_RESERVE_RELEASE 0x20000” to the fourth parameter of drive information in st.conf. The
following is an example in case of the tape device which uses Ultrium-4.

jpﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

Before tape-config-list=

changing "HP Ultrium 4", "HP Ultrium LTO 4", "CFGHPULTRIUMLTO4";
CFGHPULTRIUMLTO4 = 2,0x3B,
0,0x18619,4,0x44,0x44,0x46,0x46,3,60,1200,600,1200,600,600,18000;

After tape-config-list=

changing "HP Ultrium 4", "HP Ultrium LTO 4", "CFGHPULTRIUMLTOA4";
CFGHPULTRIUMLTO4 = 2,0x3B,
0,0x38619,4,0x44,0x44,0x46,0x46,3,60,1200,600,1200,600,600,18000;

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

3. Reboot this server.

Qn Note

Do not use the tape library that sets above settings except NetWorker. And the tape library can not be shared between two or more
NetWorker Servers. Datamay be vanished if the tape library is shared by two or more NetWorker Servers.

2.9.4 NetWorker Management Console Setting

Implement either of Procedure 1, Procedure 2 or Procedure 3 when you use NetWorker Management Console(NMC) in the cluster
environment using PRIMECLUSTER Wizard for NetWorker.

[Procedure 1] Install NMC server besides the cluster environment

Install NMC server in the machine besides the cluster environment.It is necessary to install the NetWorker client packageto install NMC.

[Procedure 2] Register NMC as a resource of PRIMECLUSTER
Control NMC by registering in the Cmdline resource of PRIMECLUSTER. When you implement this procedure, contact Fujitsu engineer.

[Procedure 3] Incorporate NMC in PRIMECLUSTER Wizard for NetWorker
Install NMC in one node of the cluster, and incorporate the NMC start procedure in PRIMECLUSTER Wizard for NetWorker.

1. Edit "/etc/opt/FISVcintw/sys/v_nsrd_start” file as follows. Add “/etc/init.d/gst start &" (NMC start command) before the last “exit
0" in thefile. The following example shows the edited file.

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

el se
(/usr/sbin/nsrd -k $1) >${MSG FI LE} 2>&1
if [ $2 -ne 0 ]; then
${CVD_LOGGER} -p daenon.err <${MSG FI LE}
[ -f "${MSG FILE}" ] && ${CMD RM -f ${MSG FI LE}
exit 1
el se
${CVMD_LOGGER} -p daenon. notice <${MSG FI LE}
fi
${CVMD_LOGGER} -p daenon.notice ' nsrd'
# (echo ' nsrd') > /dev/console
# (echo "') > /dev/consol e
fi




${CVMD_RM -f ${MSG_ FILE}
/etc/init.d/gst start &

exit O

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

. Edit "/etc/opt/FISV cIntw/sys/networker_start” file as follows. Add "/etc/init.d/gst start &" (NMC start command) before the last
"exit 0" in the file. The following example shows the edited file..

H Example

© 00 0000000000000 0000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCO000C0C0C0C0000000000000000000000000000

fi

Y s

#${ CVMD_LOGGER} -p daenon.err "usage: ~basenanme $0° {start|stop}"
echo "usage: “basenane $0° {start|stop}"

[ -f "${MBG FILE}" ] & ${CVMD_RM -f ${MSG FILE}

exit 1

esac
[ -f "${MSG FILE}" ] && ${CVMD_RM -f ${MSG FI LE}
/etc/init.d/gst start &

exit 0O

© 0 0000000000000 00000000000000000000000000000000000O0C0C0C0COCOCOCOCOCOCOCOCCOCOC00C0C00C000000000000000000000000

. Change the file name of the NMC start script.

# nmv /etc/rc3.dl S97gst /etc/rc3.d/ FISVel nt w. S97gst

Ln Note

When you connect to the NMC after the procedure above, connect to the | P address of physical node which the NMC isinstalled.



IChapter 3 Operation

3.1 Auto Re-execution of Backup

By using NetWorker Autorestart function, if failure occurs on the NetWorker server or the OPERATING node and failover occurs during
backup, backup is resumed automatically on the new OPERATING node in server cluster operation.
Detail of backup operation using Autorestart function is explained below.

ﬂ Information

3.1.1 What is Autorestart Function?

If backup is not ended normally due to node shutdown, backup operation is re-executed when the NetWorker server starts next time.
When NetWorker restarts, it writes EOF to the tape that writing is interrupted and backup data from interrupted save set.

For detail of function, see the NetWorker manuals.

Enabling Autorestart function allows re-execute backup automatically on the new OPERATING node if failover occurs during backup.

3.1.2 Procedure for Autorestart Setup

Enable Autorestart function by the procedure bel ow.

gn Note

- In case of NetWorker 7.2, you can use the NetWorker Administrator program (nwadmin) to enable the Autorestart function. For the
nwadmin command, see the NetWorker manuals.

- Incaseof NetWorker 7.4/7.5/7.6, you can use the NetWorker Management Consol e to enable Autorestart function. For the NetWorker
Management Console, see the NetWorker manuals.

Procedure

Follow the procedure below if you use the NetWorker Administrator program (nwadmin).
1. Ensurethat the NetWorker server is running normally on the OPERATING node.
. Login to the OPERATING node as superuser.
. Start the NetWorker Administrator program (nwadmin):

2
3
4. Open [Group] window on [Customize] on menu bar.
5. Select [View] -> [Details] on [Group] window.

6

. Change [Autorestart] to [Enabled].

Follow the procedure below if you use the NetWorker Management Console.
1. Ensurethat the NetWorker server is running normally on the OPERATING node.
2. Select [Configuration] on [NetWorker Administration] screen of NetWorker Management Console.
3. Select [Groups] from left pane, then [Groups] list is displayed.
4. Right-clicks the group which enables Autorestart function and select [Properties], then properties are displayed.
5. Change [Autorestart] to [Enabled] on [Advanced] tab.
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Qn Note

- Toenable Autorestart function, [Autostart] must be changed to [Enabled].
- If [Manual restart] is specified on [Options], [Autorestart] is not enabled.

- Notethat if backup isinterrupted, [Manual restart] on [Options] is automatically selected.

3.1.3 Notes to Use Autorestart Function

Depends on timing of failover, datais not backed up automatically because error occurs on NetWorker before Autorestart is enabled.
If such a case occurs, cause of error on NetWorker must be resolved before backup manually.

Autorestart function is available only with server cluster operation on NetWorker.
Data must be re-backed up manually with other operation such as client cluster operation, storage node cluster operation.

3.2 NetWorker Maintenance

PRIMECLUSTER Wizard for NetWorker monitors a NetWorker processwhile PRIMECLUSTER isrunning. If the NetWorker daemons
stop, this PRIMECLUSTER Wizard considersthat afailure occursin the system. Then, the NetWorker daemons are restarted or switched
to the STANDBY node. If maintenance work is required, discontinue monitoring the NetWorker resource or use the maintenance mode
of PRIMECLUSTER.

Discontinue monitoring the NetWorker resource

Execute the following commands to discontinue monitoring the NetWorker resource on the OPERATING node.

- Discontinuing monitoring the resource

# [ etc/opt/FISvcl nt w sbi n/ hvhwdi sabl e appl i cati on_nane resource_nane

Restarting monitoring the resource

# [ etc/opt/FISVcl nt w shi n/ hvnwenabl e appl i cati on_nane resource_nane

The userApplication nameis specified for application_name. The NetWorker resource name is specified for resource_name. Confirm the
userApplication name and the resource name by using the hvdisp command of PRIMECLUSTER.

& Note

Use the maintenance mode of PRIMECLUSTER when you discontinue monitoring the NetWorker resource on the STANDBY node.

ﬂ Information

- For information on how to discontinue or restart monitoring the NetWorker resource, see "4.2 hvnwdisable - Discontinue Monitoring
Resources' and “4.3 hvnwenable - Restart Monitoring Resources”.

- For detail of the hvdisp command, see “PRIMECLUSTER Installation and Administration guide”.

When monitoring the NetWorker resource is discontinued, shutting down NetWorker without stopping the cluster application is possible.
In this case, the state of the NetWorker resource is Online.

Use the maintenance mode of PRIMECLUSTER.

Use the maintenance mode of PRIMECLUSTER to discontinue monitoring the NetWorker resource on the OPERATING node and the
STANDBY node.
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ﬂ Information

- For detail of the maintenance mode of PRIMECLUSTER, see "5.4.11 Using maintenance mode" of “PRIMECLUSTER Reliant
Monitor Services (RMS) with Wizard Tools Configuration and Administration Guide”.

The maintenance mode of PRIMECLUSTER enables you to shut down NetWorker without stopping the cluster application.

Starting and stopping NetWorker.

To start or to stop NetWorker, use the following commands when monitoring the NetWorker resource is discontinued or maintenance
mode of PRIMECLUSTER is used.

- Starting NetWorker

- Server Cluster Operation

# [etc/opt/FISVcl ntw sys/v_nsrd_start hostnane

Specify the logical node name of the NetWorker server as VirtualHost for hostname.

- Storage Node Cluster Operation- Client Cluster Operation

# [etc/opt/FISVcl ntw sys/ networker_start start

- Stopping NetWorker

# [usr/ sbin/ nsr_shut down

3.2.1 Patch Application and Update

Follow the procedure below to applying the NetWorker patch or update the NetWorker software.

;ﬂ Information

- For detail of applying the NetWorker patch or update the NetWorker software, see the NetWorker manuals.

- For detail of the maintenance mode of PRIMECLUSTER, see "5.4.11 Using maintenance mode" of “PRIMECLUSTER Reliant
Monitor Services (RMS) with Wizard Tools Configuration and Administration Guide”.

1. Start maintenance mode.

2. Stop NetWorker client on the STANDBY node.

# [ usr/sbin/ nsr_shut down

3. Apply the NetWorker patch or update the NetWorker software on the STANDBY node.
4. If "S95networker” existsin "/etc/rc3.d" on the STANDBY node, change the file name to "FJSV clntw.S95networker."

# nmv [etc/rc3.d/ S95net worker /etc/rc3.d/ FISVel nt w. S95net wor ker

5. Start NetWorker client on the STANDBY node.

# [etc/opt/FISVcl ntw sys/ networker_start start

6. Stop NetWorker on the OPERATING node.

# [usr/sbin/ nsr_shut down

7. Apply the NetWorker patch or update the NetWorker software on the OPERATING node.



8. If "S95networker" existsin "/etc/rc3.d" on the OPERATING node, change the file name to "FJSV clntw.S95networker".

# mv [etc/rc3.d/ S95net worker /etc/rc3.d/ FISVel nt w. S95net wor ker

9. Start NetWorker on the OPERATING node.

- Server Cluster Operation

# letc/opt/FISVcl ntw sys/v_nsrd_start hostnane

Storage Node Cluster Operation- Client Cluster Operation

# /etc/opt/FISVcl ntw sys/ networker_start start

10. Stop maintenance mode.

3.2.2 Uninstallation
Follow the procedure below to uninstall the NetWorker software and PRIMECLUSTER Wizard for NetWorker.

Qn Note

- Uninstall PRIMECLUSTER Wizard for NetWorker before uninstalling NetWorker.

- Stop RMS on al nodes within the cluster before uninstalling NetWorker and PRIMECLUSTER Wizard for NetWorker.

ﬂ Information

- For detail of procedure for uninstalling NetWorker, see the NetWorker manuals.

- For detail of procedure for uninstalling PRIMECLUSTER Wizard for NetWorker, see " Software Release Guide PRIMECLUSTER
Wizard for NetWorker".

- For details of procedure for deleting NetWorker resources, see "8.8.2 Deleting a Resource” of "PRIMECLUSTER Installation and
Administration guide”.

1. Stop RMSon dl nodes within the cluster.
2. Delete the NetWorker resource.
3. Uninstall PRIMECLUSTER Wizard for NetWorker on all nodes within the cluster.

4. If "FISVclntw.S95networker" existsin "/etc/rc3.d" on al nodes within the cluster, change the file name to " S95networker".

# mv /etc/rc3.d/ FISVcl nt w. S95net wor ker /etc/rc3. d/ S95net wor ker

5. Uninstall NetWorker on all nodes within the cluster.

gn Note

In the case of the server cluster operation, the NetWorker directory exists on the local disk of each node and the shared disk. If you delete
the NetWorker directory after NetWorker isuninstalled, delete the NetWorker directory on thelocal disk of each node and the shared disk.

3.3 Troubleshooting

3.3.1 Corrective Action against Failover
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NetWorker logging
If afailover or degeneration occursin the event of afailure in PRIMECLUSTER operation with NetWorker, solve the problem referring
to the log of NetWorker.

PRIMECLUSTER Wizard for NetWorker logging

PRIMECLUSTER Wizard for NetWorker providesinformation what kind of failureis detected and what corrective action should be taken
in the following log files:

/var/opt/ FISvVcl ntw | ogs/ FISVcl nt w_HV_NODENAME* . | og

*HV_NODENAME is the name of the NetWorker resource.

Thelog file formats are as follows:

Dat e/ type/ | D/ t ext
2006/ 03/ 24 14:46: 15 | NFO GdCheck: Begi nning of process watch.
2006/ 03/ 24 16:17: 24 ERROR: GdCheck: End process watch. pi d=5386

- Date
Output in the format of YYYY/MM/DD HH:MM:SS.

- Type
Indicates classification. (Information, Error, Warning)

- Text
Indicates message content.

gn Note

Thelog fileswill be used for troubleshooting. Do not delete or edit the files.

3.3.2 Backup and Recovery after Failover

When the failover occurs while operating NetWorker on PRIMECLUSTER, the cluster application on the node where the resource failure
occurred becomes the Faulted state. Under such a state, you are not able to back up or recover data because the NetWorker client daemon
has stopped.

It is necessary to clear the Faulted state of the cluster application and bring it to the Standby state to back up or recover data on the node
where the resource failure occurred.

1. Solvethe problem of NetWorker by the method similar to "3.3.1 Corrective Action against Failover".

2. Clear the Faulted state of the cluster application to bring it to the Standby state on the node where the resource failure occurred.

# [ opt/ SMAW SMAWRr s/ bi n/ hvut il -c application_nane

application_name is the cluster application name. Confirm the cluster application name by the hvdisp command of PRIMECLUSTER.

3.3.3 Bringing Warning NetWorker Resource to Online State

The procedure for solving the problem and bringing the Warning NetWorker resource to Online is described below.

1. The problem of NetWorker is solved by the method similar to "3.3.1 Corrective Action against Failover"

2. Confirm that the NetWorker daemons have stopped. If they are running, stop them.
Stopping the NetWorker daemons

# [usr/sbin/ nsr_shut down

3. Confirm that the resources except the NetWorker one are Online.
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4. Inthe case of server cluster operation, confirm that /nsr is a symbolic link that points the NetWorker directory on the shared disk.
5. Start the NetWorker daemons.

- Server Cluster Operation

# /etc/opt/FISVcl ntw sys/v_nsrd_start hostnane

Specify the logical node name of the NetWorker server as VirtualHost for hosthame.

- Storage Node Cluster Operation- Client Cluster Operation

# [ etc/opt/FISVcl ntw sys/ networker _start start

6. The NetWorker resource becomes Online if NetWorker starts normally.

3.3.4 Troubleshooting Information

The following information is useful for troubleshooting.

System message
M essage file

Ivarladm/messages

NetWorker information
Log files
Insr/logs/*

PRIMECLUSTER information

You can collect troubleshooting information by executing the “fjsnap” command of PRIMECLUSTER. See the “PRIMECLUSTER
Installation and Administration Guide”.

PRIMECLUSTER Wizard for NetWorker information
Configuration files

[etc/opt/FISV clntw/etc/*
lusr/opt/reliant/etc/hvgdconfig
Jusr/opt/reliant/build/<configuration name>.usfiles/*

Log files

Ivar/opt/reliant/log/*
Ivarlopt/FISV cIntw/log/FISVclntw_HV_NODENAME?* .log
Ivar/opt/FISV clntw/log/FISV clntw_HV_NODENAME* .script.log

*HV_NODENAME isthe NetWorker resource name.

ﬂ Information

For information on how to collect troubleshooting information of PRIMECLUSTER Wizard for NetWorker only, see “4.1 clntwlog -
Achieve Confidential”.
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IChapter 4 Command

4.1 clntwlog - Achieve Confidential

User

Superuser

Format
[etc/opt/FISV cIntw/bin/cintwlog [-d output destination directory path]

Function
Achieve resource for trouble

The name of output fileis cintwtrace.tar.Z .

Followning data s collected.

- NetWorker setting information and log files
Jusr/bin/pkginfo -| LGTOxxxx
Insr/res
Insr/logs
Jusr/bin/ls -dlog /nsr
Jusr/bin/ls -alR NetWorkerDirectory*
[etclinit.d/networker
Jusr/sbin/mminfo -avV
Jusr/sbin/nsrjb -v
Jusr/sbin/nsrlic -v

- Wizard for NetWorker setting information and log files
{usr/bin/ pkginfo -| FISV cintw
[etc/opt/FISV clntw/etc
letclopt/FISV cintw/sys/v_nsrd_start
[etc/opt/FISV clntw/sys/networker_start
Ivar/opt/FISV cintw/logs
letclopt/FISV clinw/sys/clgetnwce (Icmap)

- PRIMECLUSTER setting information and log files
lusr/opt/reliant/build/wizard.d/ConfigurationName
usr/opt/reliant/build/ConfigurationName.usfiles
Ivar/opt/reliant/log

- System information
usr/bin/date
/usr/bin/uname -a
{usr/bin/df -k NetWorkerDirectory*
lusr/bin/df -k
[etc/release
usr/bin/isainfo -v
/kernel/drv/st. conf
lusr/bin/ls -| /dev/rmt/ *
/etc/host*
{usr/sbin/ifconfig -a
{usr/bin/ps -ecfjl
lusr/bin/ls -a /etc/ rcO.d
lusr/bin/ls -a /etc/ rc2.d
lusr//bin/ls -al /usr/shin
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{usr/bin/showrev -p
Ivarladm/messages*

* NetWorkerDirectory is/nsr directory or the directory linked by /nsr.

Parameter
To specify destinated output directory, specify “-d output destination directory path®. This directory is used for working directory. The
default is/vartmp.

Completion Status

0 : stopped normally
except for above : stopped abnormally

Qn Note

When this command executes in the state that the cluster application is Offline, the latest log of NetWorker cannot be gathered. After
mounting only a shared disk using by /usr/sbin/mount command, the latest is gathered.

4.2 hvnwdisable - Discontinue Monitoring Resources

User

Superuser

Format

[etc/opt/FISV clntw/sbin/hvnwdisabl e application_name resource_name
[etc/opt/FISV clntw/shin/hvnwdisable -a [ application_name ]

Function

Stop monitoring application such as NetWorker on PRIMECLUSTER temporarily. Use this function for NetWorker maintenance.

Parameter

application_nameresource_name
application_name specifies the user application of PRIMECLUSTER, and the resource name that stops resource_name. Please check by
performing command “hvdisp” of PRIMECLUSTER about a resource name.

-a[ application_name]

The option discontinues monitoring the NetWorker resource that belongsto userApplication that isrunning on alocal node and is specified
for application_name.

If application_name is omitted, the option will discontinue monitoring the NetWorker resource on the local node.

ﬂ Information

Exit Status

0: normally stopped
except for above : stopped abnormally
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4.3 hvnwenable - Restart Monitoring Resources

User

Superuser

Format

[etc/opt/FISV clntw/sbin/hvnwenabl e application_name resource_name
[etc/opt/FISV cintw/sbin/hvnwenable -a [ application_name]

Function

Resume monitoring on application that is stopped by hvdisable command. Use this function for NetWorker maintenance.

Parameter

application_nameresource_name
application_name and resource_name specify the user application name and resource name that were specified to be the "hvnwdisable”
command.

-a[ application_name]

The option restarts monitoring al NetWorker resources that belong to userApplication that is running on alocal node and is specified for
application_name.

If application_name is omitted, the option will restart monitoring all the NetWorker resources on the local node.

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

It is an example of the procedure after hvnwdisable is executed.

# nsr_shutdown <- NetWorker
nsr_shutdown will kill the following processes shutdown command
6411 ? S 0:00 /usr/shin/nsrexecd

6421 ? S 0:00 /usr/shin/nsrexecd

6444 ? S 0:02 /usr/shin/nsrd -k hostname <-Logical node name

6484 ? S 0:00 /usr/shin/nsrmmdbd
6491 ? S 0:00 /usr/shin/nsrindexd
6513 ? S 0:00 /usr/shin/nsrmmd -n 1
6523 ? S 0:00 /usr/shin/nsrmmd -n 2
Do you want to continue? [Y es]?

* * Killing NetWorker daemons

** Maintenance **

# letc/opt/FISV cIntw/sys/iv_nsrd_start hostname <- Startup NetWorker
# letc/opt/FISV clntw/sbin/hvnwenabl e appl ManageProgram001_Nwsv server with logical node
hvnwenable: INFO: The monitoring of name
"ManageProgram000_Nwsv_APPL1" is enabled successfully.
#

Exit Status

0: stopped normally
except for above : stopped abnormally



Qn Note

Use this command as a pair of a hvnwdisable command.

4.4 nwclntwadd - Copy of NetWorker Directory

User

Superuser

Format
Jetc/opt/FISV clntw/bin/nwclntwadd

Function

Copy the NetWorker directory onthelocal disk to the shared disk in the cluster system. Execute this command from one nodein the cluster
node. When the shared disk is not mounted, mount/umount is done automatically before and after the copy.
Sharing NetWorker directory is set asacopy destination on ashared disk. When the NetWorker resource is made when sharing NetWorker
directory is set according to this command, the setting of sharing NetWorker directory need not be changed.

Parameter

No parameters.

jJJ Example

© © 0000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCEOCEOCE

It is an example when the substance of NetWorker database (/nsr) is on ashared disk (here, “/mnt/nsr” is specified in “Virtual_Path”).

# /etc/opt/FISV clntw/bin/nwcl ntwadd

This command must be executed on server cluster mode. <- Confirm server cluster mode
Areyou sure? (default:n) [y,n] : y

PRIMECLUSTER Wizard for NetWorker Setup tool <- Select mount point
1/mnt

Select Mount-Point Number (quit:qg) : 1

Complete the Virtual Path : <- Input the shared NetWorker directory
>> [mnt/nsr

The specified VirtualPath is/mnt/nsr. <- Confirm the setting of the shared
Areyou sure? (default:n) [y,n,q] : y NetWorker directory.

Virtua Path Mount
NetWorker Database copy
Virtua Path Unmount
Setup succeeded.

#

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS
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Exit Status

0: stopped normally
except for above : stopped abnormally

Qn Note

- Execute this command only in the case of server cluster operation.
- Execute this command on one node within the cluster.

- Insr must be asymbolic link that points the NetWorker directory on the local disk by installing the NetWorker software according to
"2.4.1.1 Server cluster operation”.

- The shared disk must be ready to be mounted when this command is executed. Therefore, in the case of using GDS(Global Disk
Services), the volume that is used for the shared disk must be made "active" state before the command is executed. How to operate
GDS, see the “PRIMECLUSTER Installation and Administration Guide”.

- When ZFSis used for the shared disk used as NetWorker directory, the nwclntwadd command cannot be used. In this case, copy the
NetWorker directory according to the example of "2.4.2.1 Setup Shared NetWorker Directory".

4.5 cintwbr - Collective Backup and Restoration of Environmental
Files

User

Superuser

Format
/etc/opt/FISV clntw/bin/cintwbr [ backup | restore] [ -d backup_directory ]

Function

This command supports the collective backup and restoration of avariety of environmental filesthat constitute PRIMECLUSTER Wizard
for NetWorker.

The collective backup and restoration of Wizard for NetWorker is also executed by the collective backup and restoration of the
PRIMECLUSTER system (cfbackup/cfrestore).

& Note

For the collective backup and restoration of the PRIMECLUSTER system, see" Chapter 11 Backing Up and RestoringaPRIMECLUSTER
System" in "PRIMECLUSTER Installation and Administration Guide".

The following files can be backed up and restored with this command:
- [etc/opt/FISV cintw/etc/*

- cluster mount information file and raw device list file
defined on /etc/opt/FISV clntw/etc/clnwe.env

Parameter

backup
Collect backup of environmental filesthat constitute PRIMECLUSTER Wizard for NetWorker. Thelist of thefilesisdisplayed to standard
output. The collected files are stored in <current directory>/FJSV cIntw or <directory specified with -d option>/FISV cIntw.

restore
Restore environmental files that were collected with backup option before. The list of the filesis displayed to standard output. Be sureto
confirm whether <current directory>/FJSV cIntw or <directory specified with -d option>/FJISV cIntw exists.
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[-d backup_directory]

It specifies the directory where environmental files are stored with backup or restore option. With backup option, FISVclntw directory is
made in the specified directory. With restore option, environmental files are restored from <the specified directory>/FISV cintw.
Without this option, environmental files are collected backup to or restored from <current directory>/FISV clntw.

Exit Status

0: stopped normally
except for above : stopped abnormally
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IChapter 5 Notice

Particular attention must be given to the operation of PRIMECLUSTER Wizard for NetWorker.

Features and functions
Below areguidelinesand precautionsto betaken in using thefeaturesand functions provided by PRIMECLUSTER Wizard for NetWorker.
- For the node where NetWorker server is running

During server isrunning, NetWorker server isrunning on the OPERATING node. Therefore, the NetWorker server cannot be run and
shared disk cannot be backed up on the STANDBY node.

- About the storage node cluster operation

NetWorker 7.4/7.5/7.6 does not support the high available storage node in any cluster systems. Therefore, the storage node cluster
operation is not supported for NetWorker 7.4/7.5/7.6.

Configuration

Below are guidelines and precautionsto be taken in configuring an environment that allowsfor PRIMECLUSTER Wizard for NetWorker.

- Thereisno problem in operation, though the default setting such as the label templates and managers becomes a physical node name
when the server cluster operation is constructed. Change to an appropriate setting.

Operations
Below are guidelines and precautions to be taken in operating PRIMECLUSTER Wizard for NetWorker:
- Notesfor shared operation of tape device

If failover occurs during robot is operated on library in transferring tape, backup may not be ended normally. In such a case, execute
“nsrjb -H” and “nsrjb -1” command and backup manualy.

- About the access to the tape device

It keeps waiting for the response from hardware when the cluster application is switched with NetWorker accessed the tape device.
Therefore, the NetWorker process cannot stop and PRIMECLUSTER might have the node in the panic. Execute the switch of the
cluster application with their no access to the tape device.

- filexxxx File

If monitor is not stopped normally due to node failure, filexxxx (xxxx is number) may be stored on /var/opt/FISV cIntw/logs.
This file may be used for testing when failure occurs.

- About the message on syslog.

Although the following messages may be displayed on a console screen at the time of node starting and a node change, it does not
have influence on operation.

sysl ogd: /nsr/logs/ messages: |nput-and-output error
sysl ogd: /nsr/logs/ messages: There are a file and no directory.
syslogd: /nsr/logs/summary": There are a file and no directory.

The file in this message is a log file of a NetWorker server, and is performing the writing to these log files using syslogd. In case
mount processing to a shared disk is performed at the time of node starting or a change and the message output from the application
which is using other syslogd(s) in the state where it became impossible to refer to these files temporarily is performed, this message
output generates a/nsr directory. The messagefile of the /var/adm subordinate who is using Syslogd etc. is normally outputted, while
this message is displayed. Moreover, since it is in the state where NetWorker is not started, it is not used for these log files of a
NetWorker server.

- About the Warning state when the NetWorker resource starts

Thereisno problem that a NetWorker resource may become the Warning state and the following messageis output before it becomes
the Online state, when the resource starts.
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[I1 D 748625 daenon. warni ng] LOG3.011892417591080023 11 4 0 4.2 RVB
(DET, 29): WARNING Resource <ManageProgranD01_Nwsv> received detector report
Det Report sOnl i neWarn" the WarningScript "/etc/opt/FISVel ntw sys/cl ntwwarning" will be run.”

If the NetWorker resource keeps the Warning state and it does not become the Online state, see "3.3.3 Bringing Warning NetWorker
Resource to Online State" to solve the problem.

- About the NetWorker Console server

In case you start the NetWorker Console server of NetWorker 7.4/7.5/7.6 on a node of the cluster, make the NetWorker cluster
application the Online or Standby state because the NetWorker client daemon needs to be running in that node.
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IChapter 6 Message

This chapter describes messages generated by PRIMECLUSTER Wizard for NetWorker and lists the possible causes and actions you can
take to resolve any problemsindicated by a message.

6.1 Scripts Messages

It explains the error message output to console and /var/adm/messages file when starting the cluster application and stopping.

WARNING: The syslogd daemon may be forced to stop.
[Content]
Thereis apossibility that syslogd processiskilled.
[Corrective action]

Start syslogd when syslogd iskilled.

6.2 NetWorker Startup Scripts Messages

PRIMECLUSTER Wizard for NetWorker has following NetWorker startup scripts.

- letc/opt/FISV cintw/sys/networker_start
- letc/opt/FISVcIntw/sysiv_nsrd_start

It explains the message that these scripts output to console and /var/adm/messages file.

6.2.1 NetWorker Start Messages

When the NetWorker start by PRIMECLUSTER Wizard for NetWorker is done, the following messages are output by NetWorker startup
script. The message of NetWorker server demon nsrd start is output only at the server cluster operation.

Mar 23 09:28:40 tom |l ogger: starting NetWrker daenons:
Mar 23 09:28:40 tom |l ogger: nsrexecd
Mar 23 09:28:42 tomlogger: nsrd

6.2.2 Error Messages

It explains the error message output when NetWorker startup script is executed. The error message of the NetWorker demon might be
output besides the following.

ﬂ Information

/usr/sbin/nsrexecd does not exist or is not a regular file.
[Content]

NetWorker client demon nsrexecd command doesn't exist or it is abnormal file.

[Corrective action]

Confirm NetWorker is correctly installed, and nsrexecd command exists.

Jusr/shin/nsrexecd does not exist or is not executable.
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[Content]

NetWorker client demon nsrexecd command doesn't exist or it is not executable.

[Corrective action]

Confirm NetWorker is correctly installed, and nsrexecd command is executable.

/usr/sbin/nsrd does not exist or is not a regular file.
[Content]

NetWorker server daemon nsrd command doesn’ t exist or it is abnormal file.

[Corrective action]

Confirm NetWorker is correctly installed, and nsrd command exists.

/usr/sbin/nsrd does not exist or is not executable.
[Content]

NetWorker server demon nsrd command doesn't exist or it is not executable.

[Corrective action]

Confirm NetWorker is correctly installed, and nsrd command is executable.

6.3 Error Messages of the SCSI reset

It explains the error messages output to console and the /var/adm/messages file when the SCSI reset processing is executed before
NetWorker starts.

Messageisdisplayed by theformat: “package name: level of message: message number: message®. “FJSVcIntw isdisplayed as “package
name”. The following is described without the package name.

ERROR: 4401: Device-file-name (DEVICE) is a mode of the unsupport.
[Content]

The specified device file was not a character device.

[Corrective action]

Check the device name set to the NetWorker resource.
Check the device file of the tape device.
ERROR: 4402: Memory allocation failed. errno=X

[Content]
Allocating memory failed.

[Corrective action]
The problem may be due to insufficient system resource. Check the system environment.

"X" isvalue of errno when the malloc() function is executed.

ERROR: 4403: Device (DEVICE) open failed. errno=X
[Content]

Opening the specified device file failed.
[Corrective action]

Check the condition of the tape device and the device file of the tape device.

"X" isvalue of errno when the open() system call is executed.
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ERROR: 4404 Device (DEVICE) reset failed. errno=X
[Content]
Reseting the specified device failed.

[Corrective action]
Check the condition of the tape device, and the device file of the tape device.

"X" isvalue of errno when theioctl() system call is executed.

6.4 Error Messages of Commands

It explains the error message output when the command is executed.
The message of PRIMECLUSTER might be output besides the following.

;ﬂ Information

6.4.1 cintwlog messages

Message is displayed by the format: “package name : level of message : message number : message“. “FJSVclntw* is displayed as
“package name". The description of format below omits package name.

ERROR:4001:No system administrator authority.
[Content]

Not root authority.

[Corrective action]

Re-execute by root authority.

ERROR:4021:The PATH directory does not exist.
[Content]

Directory specified with -d option does not exist.

[Corrective action]

Specify the exist directory with -d option.

ERROR:4022:Abnormal end. Detail: X, X
[Content]

Error occurs within command.

[Corrective action]

Contact your system administrator.

ERROR:4023:The "CMD" command terminated abnormally. Detail: X
[Content]

“CMD”ended abnormally. Either /usr/bin/cp or /usr/bin/tar or /usr/bin/compressisin “CMD”. Example of displayed error message
for disk shortage is shown below.
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(example)

Getting NetWorker log.
*** |nternal log collection completion ***
tar: write error: Error is detected on EOF.

ERROR: The /usr/bin/tar command terminated abnormally. Processing is ended. code:2

[Corrective action]

The disk space can be short. Check disk space of /var/tmp or directory specified with -d option. Change the destinated directory and
re-execute.

6.4.2 hvnwdisable/hvhwenable messages
Message is displayed by the format: “command name : level of message : message”. “hvnwdisable” or “hvnwenable” is displayed as
“command name®. The description of format below omits command name.
ERROR: Internal error! (details)
[Content]

Aninterna error occurred.

[Corrective action]

Contact your system administrator.

ERROR: Failed to disable/enable resource monitoring - resource_name
[Content]

Cannot disable or enable monitoring.

[Corrective action]

Contact your system administrator.

ERROR: hvgdconfig does not exist!
[Content]

hvgdconfig file does not exist.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

ERROR: Obtaining local SysNode Name failed!
[Content]
Cannot get alocal SysNode name.

[Corrective action]

Check if CF (Cluster Foundation) has been configured and is"UP" state.

ERROR: Obtaining RMS configuration Name failed!
[Content]

The RMS configuration name is note able to obtain.

[Corrective action]

Confirm the setting of userApplication (cluster application) is completed.
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ERROR: Result of hvw is invalid!
[Content]
RMS hvw (1M) command is failed.

[Corrective action]

Confirm the setting of userApplication (cluster application) is completed.

ERROR: Failed to disable/enable resource monitoring! (details)
[Content]

Cannot disable or enable monitoring because of details.

[Corrective action]
Check if PRIMECLUSTER installation, cluster setup and building a cluster application (userApplication) have been completed.

ERROR: No Wizard for NetWorker resources belong to specified userApplication! -
userApplication_name

[Content]
Thereisno PRIMECLUSTER Wizard for NetWorker resource in the specified userApplication userApplication_name.

[Corrective action]

Retry with a correct userApplication name.

ERROR: No Wizard for NetWorker resources are in the current RMS configuration!
[Content]
Thereisno PRIMECLUSTER Wizard for NetWorker resource in the current RM S configuration.

[Corrective action]

Check if building a userApplication (cluster application) has been completed or NetWorker resources are included in the
userApplication.

ERROR: No Wizard for NetWorker resources exist on this node! - SysNode_name
[Content]
Thereisno PRIMECLUSTER Wizard for NetWorker resource on alocal node SysNode_name.

[Corrective action]

Check if building a userApplication (cluster application) has been completed or NetWorker resources are included in the
userApplication.

ERROR: Invalid userApplication or Resource!
[Content]

The specified userApplication name or resource name isinvalid.

[Corrective action]

Retry with a correct userApplication name and resource name.

ERROR: The specified resource does not exist on SysNode_name! - resource_name
[Content]

The specified resource does not exist on alocal node SysNode_name.



[Corrective action]

Retry with a correct resource name or retry on a correct node.

6.4.3 nwclntwadd messages

Message is displayed by the format: “package name : level of message : message number : message“. “FJSVclntw* is displayed as
“package name"“. The description of format below omits package name.

ERROR : /nsr does not exist or is not a symbolic link.
[Content]

The directory “/nsr” does not exist or is not asymbolic link.

[Corrective action]
Make “/nsr” asymbolic link that indicates the NetWorker directory on alocal disk.

ERROR : LocalPath does not exist or is not a directory.
[Content]
LocalPath (NetWorker directory on the local disk) does not exist or is not a directory.

[Corrective action]
Make “/nsr” asymbolic link that indicates the NetWorker directory on alocal disk.

ERROR : /etc/vfstab does not exist or is not readable.
[Content]
[etc/vistab file does not exist or is not readable.

[Corrective action]
Confirm the /etc/vfstab file.

ERROR : Shared-disk does not exist.
[Content]
The shared disk that can be used from PRIMECLUSTER does not exist.

[Corrective action]
Set the shared disk that can be used with PRIMECLUSTER.

ERROR : Device or Mountpoint is not set.
[Content]
Setting “Device" or “Mountpoint” of the shared disk isillegal.

[Corrective action]
Confirm the shared disk setting.

ERROR : Mounting the shared disk failed.
[Content]
The mounting of a shared disk failed.

[Corrective action]
Confirm setting a shared disk or whether a shared disk's being using.
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ERROR : Unmounting the shared disk failed.
[Content]
The unmounting of a shared disk failed.

[Corrective action]

Confirm whether there is the process where a shared disk is used.

ERROR : VirtualPath or LocalPath is not set.
[Content]
Neither “Virtual_Path" nor “Local_Path" are set.

[Corrective action]
Confirm “Virtual_Path” and “Local_Path” of PRIMECLUSTER Wizard for NetWorker.

ERROR : Copying the NetWorker directory (/nsr) failed.
[Content]
The copying of a shared data area of NetWorker failed.

[Corrective action]

Confirm whether there is existing/nsr areain a shared data area.

6.4.4 cintwbr messages

« o«

The messages are displayed with the format: “date_and_time command_name: message”. “clntwbr or “FISVcIntw.pi“ is displayed as
“command_name". The following is described without date and time.
cintwbr: No system administrator authority.

[Content]
Not root authority.

[Corrective action]

Re-execute by root authority.

cintwbr: /usr/xpg4/bin/id cannot be executed.
[Content]
Jusr/xpgd/bin/id cannot be executed.

[Corrective action]

Confirm /usr/xpg4/bin/id exists and it is executable.

cintwbr: Failed in mkdir PATH
[Content]
The directory specified with -d option cannot be created.

[Corrective action]

The disk space can be short. Check the disk space of the directory specified with -d option or the directory that thiscommand is executed
(the current directory). Change the target directory and execute again.

clntwbr: PATH/FISVcIintw does not exist. Restoration failed!
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[Content]
FJSVcIntw directory does not exist in the directory specified with -d option for restoration.

[Corrective action]
Confirm FISV cIntw directory (backup information) existsin the directory specified with -d option or the directory that this command
is executed (the current directory).

FJSVcintw.pi: backup aborted (X-X)

[Content]

Error occurs within the command.

[Corrective action]

Contact your system administrator.

FJSVcIntw.pi: restore aborted (X-X)
[Content]

Error occurs within the command.

[Corrective action]

Contact your system administrator.
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Appendix A Setup Method with CUI

A.1 userApplication Creation(CUI)

This section explains how to setup RMS configurations using by CUI.

:.‘T Note
RMS configurations by CUI may differ dightly from the one by GUI.
- Standby operation

A userApplication is configured as follows.

Create a NetWorker resource after NetWorker isinstalled.

SysMode
<nodeZR MS =

uzertpplication
“<applx

SysMode
<nodelRMS>

LocalFileSystarn GLS

- Scalable operation(Only client cluster operation)

When you combine N:1 standby or mutual standby with the scalable operation of NetWorker client shown by "1.2.2.3 Client cluster
operation ", create the resources except NetWorker and userA pplications which include them.

Create NetWorker resources and the userA pplications which include them after NetWorker isinstalled.

SpsMode SpsMode SysMode
<nodelR MS = <nodeZR.MS = “<node3RMS>=
usertpplication usertpplication
<app_A= <app_B=

| Application_A | Application_B
[ GLS_B J

LacalFile Sy=tam_#& LacalFil=Sy=t=m_E

—
—n
-

[ GLS_A J
GO5_ A D5 B

Set up userApplication using the RM S Configuration Wizard. The RMS Configuration Wizard uses the format that allows you to select
information in the menu.
The following command is executed on any one of the cluster nodes:

e

# hvw -n <Definition name>
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This section explains userApplication creation and non-NetWorker resource setup. userApplication is configured with the RMS
Configuration Wizard. ThisRM S Configuration Wizard forms Wizard format.

1. Application-Create
2. Configuration-Generate
3. Configuration-Activate

On Application type selection menu, the menus in capital |etters are the turnkey wizards (e. 9. NETWORKER) that enables you to create
userApplication easily.

The following pages describe procedure for creating the userApplication which includes a NetWorker resource with the turnkey wizard.
Create the userApplications which include no NetWorker resource according to the creating procedure of each application.

ﬂ Information

A.1.1 Application-Create

1. Create userApplication by selecting Application-Create in the “Main RMS manage menu” page.

nodel: Main configuration menu, current confizuration: test

Mo RMZ active in the cluster

1) HELF 107 Conf izurat ion-Remove

23 QUIT 113 Conf izurat ion-Freeze

3) ApplicationCreate 127 Conf izurat ion-Thaw

4) fpplication-Edit 133 Confizurat ion-Edit-Glabal-Settinzs
b)) fpplicat ion-Remove 14 Conf izurat ion-Congistency-Repart
B) fpplication-Clone 182 Conf izurat ion-Script Execut ion

73 Configurat ion-Generate 18) RM3-CreateMachine

%) Configurat ion-hct ivate 177 RM3-RemoveMachine

93 Configurat ion-Copy

Chooze an action: &

2. Select NETWORKER (in capitals) in the “Application type selection menu” page.

Creation: Application tvpe selection menu:

1} HELF £} DEMO 113 SYHFOWARE
23 QUIT 7} GENERIGC

31 RETURN 8 METHPP

41 OPTIONS 31 NETWORKER

51 CRM 107 ORACLE

fpplication Type: &

3. Specify auserApplication name of ApplicationName in the “Settings of turnkey wizard NETWORKER” page.

Settings of turnkey wizard “NETWORKER"

11 HELP 47 REMOYE4EXIT 11 WachinestBasics(-)
27 MO-SAYEHEXIT 51 Applicat i onMame=APP1
30 SAYEHEXIT B) BeingControl led=no

Chooze the szetting to process: &
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4. Select Machines+Basics to set up nodes and following menu items.

Settings of turnkey wizard “NETWORKER®

1) HELP 47 REMOYE4EXIT 71 MachinestBasics(-)
20 MO-SAYEHEXIT 5Y &pplicat fonMame= APP1
30 SAYEHEXIT B} BeingContraol led=no

Chooze the setting to process: 7

5. Set an operating node to Machines [0], and standby nodes to Machines [n]. Select AdditionalMachines when adding a new node.
For other settings, see HELP or the PRIMECLUSTER Installation and Administration Guide.

ﬂ Information

The following setup values are recommended. The other attributes not described below are optional.

Attributes Values
AutoStartUp Yes
AutoSwitchOver HostFailure]ResourcerailurelShutDown
PersistentFault 1
StandbyTransitions ClearFaultRequest|StartUp|SwitchRequest
HaltFlag Yes

“StandbyTransitions™ must be changed as above stated while NetWorker clients clustering system is standby.
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6. Savethe above settings by selecting SAVE+EXIT.

MachinestBasics (appliconzistent)
1) HELP

2 -

3 SAYEAEXIT

4) REMOYEHEXIT

5) AdditionalMachine

B) &dditionalConzole

71 Wachines[0]=node1RYS

83 Wachines[1]=node?RMS

93 (PreCheckScript=)

10} (PrelnlineScript=)

11} (PostOnlineScript=)

123 (Pre0fflineScript=)

13) (0ff l ineDoneScript=]

14) (FaultScript=)

15) (AutoStartlUp=yes)

16}
173
18}
193
207
21)
22}
23)
24)

(PreserveState=no)
{PersistentFault=1})
i Shut downPriority=]
(OnlinePriority=]

(LicenseTokill=no)

iAot oBreak=yes)
{HaltFlag=yes)

283 (PartialCluster=0)

283 (ScriptTimeont=)

Chooze the setting to process: &

{AutoSwit chiver-HostFai lure |ResourceFai lure | Sttt Down)

{StandbyT ransit ions=ClearFaul t Request | Startlp| Swi tchRequest )

7. Set up resources required for shared disks (GDS), Local FileSystems, and Gls in the “Settings of turnkey wizard NETWORKER”

page.

Settings of turnkey wizard “NETWORKER"

1) HELP

2) -

3 SAYEHEXIT

4} -

53 Applicat ionName=fAPP1

) Machinest+Basicslappl)
73 Commandlines(-]

83 Controllersi-]

91 Nwcl(-)

100 Nwst(-)

117 Mwsv(-)

123 Crmzfpplication(-)

133 Crm:Basichpplication(-)
Chooze the szetting to process: &

14} Oraclef-}

183 CrmzSvstemStated (-]

163 CrmzSvstemStatel (-]

17} LocalFileSystess{Lf= APP1)

187 RemoteFileSystems(-]

187 Iphddresses(-)

200 RawDisks(-)

217 RC-Yolumelanazement (-

220 YERITAS-VolumeMarazement (-

230 Metapp(-)

24) Gd=:Global-Disk-Services{Gds_ APP1)
2587 Crm:MPNET(-)

263 Gl=:Global-Link-Services{Gls_APP1)

8. Return to the Main RM S management menu by selecting SAVE+EXIT. (Any settings related to NetWorker should not be done at

this point.)

A.1.2 Configuration-Generate and Configuration-Activate

Execute Configuration-Generate and Configuration-Activate. Then the environment setup will successfully be completed.
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nodel: Main confizuration menu. current
Mo RME active in the cluster

1) HELP

23 QuIT

31 4pplication-Create

4) fpplicat ion-Edit

B &pplicat ion-Remove

B) &pplication-Clone

7 Conf igurat ion-Generate
8) Conf iguration-Activate
93 Configuration-Copy
Chooze an action: &

conf izurat ion: test

10} Conf izurat ion-Remove

11) Conf izuration-Freeze

123 Conf izurat ion-Thaw

133 Conf igurat ion-Edit-Global-Sett ings
143 Conf izurat ion-Conzistency-Repart
187 Conf izurat ion-ScriptExecut ion

163 RM3-CreateMachine

173 RME-Removelachine

A.2 NetWorker Resource Creation and Setting

Register NetWorker resourcesin userApplication that is created at “A.1 userApplication Creation(CUI)”.

- Server cluster operation

Syshode
<nodelRMS >

userdpplication
<appl=

Syshode
<node2RMS >

Nuwrsw
ZHwsw_APP1=-

LocalFileSystarns

LS

/] [\G

|
—
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- Storage node cluster operation

Sy=Mode SysMode
<nodelR MS = “<nodeZRMS =

userdpplication
=appl=

MNwrst
“Mwst_APP1>-

/] [\ ol

LocalFileSystarns
[ 505 ]

Jj Note

NetWorker 7.4/7.5/7.6 does not support the high available storage node in any cluster systems. Therefore, the storage node cluster
operation is not supported for NetWorker 7.4/7.5/7.6.

- Client-cluster operation(Standby operation)

Sw=Mode SysMode
<nodelR M5 “nodezR M5

uszertpplication
<appl=

Mercl
<Mwcl_APP1-=

AN
[ LocalFileSysterms ] [ GLS

|
—

- Client-cluster operation(Scalable operation)

When you combine N:1 standby or mutual standby with the scalable operation of NetWorker client shown by "1.2.2.3 Client cluster
operation ", create NetWorker resources and the userApplications which includethem.
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SysMode SysMode SysMode

<nodelR MS= <nodeZR MS = “<node3RMS=
userspplication userApplication
=app_A* <app_B*

| Application_A | Application_B

[ LacalFilSystam_5& ] [ GLE_A J [ LacalFilSystam_E ] [ §L5_B J

GDE_A GDE_B

usertpplication uzertpplication uzertpplication
<app_i1= <app_Z= <app_3=
Mwrcl Mercl Mrcl
“Mwcl ADP 13 LMwel_ADP_ 2> LMwel_ADP_ 3>
.:-.‘
i
Ly See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000060OCOCEOESE

See"A.1.1 Application-Create" about the way of creating userApplication.
At scalable operation, the following setup values are recommended for the userApplications which include NetWorker resources. The
other attributes not described below are optional.

Attributes Values
AutoSwitchOver No
PersistentFault 1

StandbyTransitions No

HaltFlag No

© 0000000000000 00000000000000000000000000O0O0C0C0COCOCOCOCEOCEOCEOCEOCEOCIOCEOCIOCOCEOCEOCOCIOCI0CIOCI0C0CI0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCQCCQCCOCQOCEOCEECEEETS

Execute the following command on any one of the nodes. Note that <Definition name> must be the same as that specified at “A.1
userApplication Creation(CUI)”.

# hvw -n <Definition nane>

RMS Configuration Wizard allows you to set up the environment by selecting numbers from the menu.

1 | Application-Create Create userApplication.
2 | Configuration-Generate Generate userApplication.
3 | Configuration-Activate Activate userApplication.

gn Note

Before starting this procedure, RMS on all the cluster nodes should stop.
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;fTInfonnaﬂon

A.2.1 Application-Edit

Server cluster operation

The following example shows how to configure the NetWorker server cluster operation.

1. Select Application-Edit in the “Main RM'S management menu” page.

nodel: Main configuration menu, current configuration: test

Mo BME active in the cluster

1) HELP 103 Conf izurat ion-Remowve

23 I 113 Conf izurat ion-Freeze

33 Application-Create 123 Conf izurat ion-Thaw

47 Application-Edit 133 Conf izuration-Edit-Global-Settings
53 Applicat ion-Remove 143 Conf izurat ion-Consistency-Report
B3 Application-Clone 153 Conf izuration-ScriptExecut ion

73 Configurat ion-Gererate 163 RM5-Createtachine

83 Configuration-fctivate 173 RHM5-RemoveMachine

93 Configurat ion-Copy

Chooze an action: 4

2. Select userApplication in the “Application selection menu” created at “A.1 userApplication Creation(CUI)”.

Edit: &pplication selection menu (restricted):
1) HELP

23 QuIT

33 RETURM

4 OPTIONS

B APP1

dpplication Mame: &

3. Select Nwsv in the “Settings of turnkey wizard NETWORKER” page.

Settings of turnkey wizard “NETWORKER"

1} HELP 14} Oracle(-)

23 READONLY 153 Crm:SystenStatedi-)

3) SAYEREXIT 183 Crm:SystenStated(-)

4 - 17) LocalFileSystems(Lf=_aPP1)

B dpplicat ionName=APP1 18} RemoteFileSyvstens(-)

B) MachinestBazics(appl) 19) Iptddresses(-)

73 CommandL i nest-) 203 RawDisks(-)

8) Contrallers(-) 213 RC-¥aolumeManazement (-

93 Nwcli-) 227 VERITAS-YaolumeMarmgement (- )

107 Nwsti-) 237 Netappi-2

11) Nwsv(-) 247 Gdz:Global-Disk-Services(Gds_aPP1)
12) Crm:épplicationf-) 253 Crm:MPNET(-)

13) Crm:Basichpplication(-] 283 Glz:Global-Link-Services(Gl=s_aPP1)

Choose the setting to process: FF
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4. Setupin the Nwsv setup page.

Mwsy (Mwsv APP1inot wet consistent)

1) HELP 107 ¥irtualHost=

23 - 113 Flags=#

3) SAYEREXIT 127 (DewviceName=)

4) REMOWEHERIT 133 (PrelnlineScript=)
B ScriptTimeout=300 14} (PostOnlineScript=)
B) Interval=10 153 (Pre0fflineScript=)
73 LogSize=h12 18) (PostOff lineScript=)
83 VWirtualPath="furt fner’ 173 (FaultScript=)

93 LocalPatb=" foptfnsr’
Chooze the setting to process: &

For details about setting, see ”2.6.1.2 Server cluster operation”.

5. Savethe above settings by selecting SAVE+EXIT.

Settinzs of turnkey wizard “NETWORKER"

1) HELF 14) Oraclel-)

21 - 187 Crm: Svstem3tated(-)

3 SAYEHEXIT 160 Crm:SvstenState?(-)

4) - 170 LocalFileSvstems(Lf=_APP1)

B tpplicat ionName=4PP1 18) RemoteFilelSvstens(-)

) MachinestBazicslappl) 130 Iptddresses(-)

73 CommandL i nesi-) 207 RawDisks(-)

8) Contrallers(-) 213 RC-YaolumeManazement (-

a3 Nwcli-) 227 VERITAS-YalumeManazenent (-

100 Nwst(-) 230 Metappi-)

117 MwswviNwsw_APP1) 24) Gds:Global-Disk-Services(Gds_APP1)
127 Crmztpplication(-) 253 Crm:MPNET(-)

13) Crm:Basichpplicationi-) 260 Gls:Global-Link-Services(Gls_aPP1)
Chooze the setting to process: &

Storage node cluster operation

The following example shows how to configure the NetWorker storage node cluster operation.

1. Select Application-Edit in the “Main RM'S management menu” page.

nodel: Main configuration menu, current configuration: test

Mo RME active in the cluster

1) HELP 107 Conf izurat ion-Remove

23 QUIT 113 Conf izurat ion-Freeze

3) tpplication-Create 127 Conf izurat ion-Thaw

4) Application-Edit 137 Confizurat ion-Edit-Global-Sett ings
53 fpplicat ion-Remove 143 Conf izurat ion-Cons i st ency-Report
B) fpplication-Clone 187 Conf izurat ion-Script Execut ion

73 Confizgurat ion-Generate 180 RM3-CreateMachine

8 Confizurat ion-hAct ivate 177 RM3-RemoveMachine

93 Confizurat ion-Copy

Chooze an action: &
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2. Select userApplication in the “Application selection menu” created at “A.1 userApplication Creation(CUI)”.

Edit: &pplication selection menu (restricted):
1) HELP

2 QuIT

33 RETURN

43 OPTIONS

Bl APP1

dpplication Mame: &

3. Select Nwst in the “Settings of turnkey wizard NETWORKER” page.

Settinzs of turnkey wizard "NETWORKER"

1) HELF 14} Oraclef-)

21 READOMLY 15) Crm:SvstemStated(-)

30 SAYEHEXIT 167 Crm:SvstenState?(-)

4) - 17) LocalFileSvstems(Lf=_APP1)

5 tpplicat ionName=4APP1 18) RemoteFilelvstens(-)

) MachinestBazicslappl) 19) Iptddresses(-)

73 CommandL i nesi-) 207 RawDisks(-)

8) Contrallers(-) 213 RC-¥alumeManazement (-]

a3 Nwcli-) 227 VERITAS-YalumeMarazement (-

10) Nwst(-) 237 Metapp(-)

117 Mwswi-) 24) Gdz:Global-Disk-Services{Gds_APP1)
127 Crmztpplicat ion(-) 250 CrmzMPNET(-)

13) Crm:Baszichpplicationi-) 260 Glz:Global-Link-Services(Gls_APP1)
Chooze the setting to process: A

4. Setup in the Nwst setup page.

Mwst (Mwst APP1:consistent)

1) HELP 8) Flags=#

21 - 93 (DewicelName=)

3) SAYEREXIT 107 (PrelnlineScript=)
4) REMOYE+EXIT 1) (PostOnl ineScript=)
51 ScriptTimeout=300 127 (Pre0fflineScript=)
B) Interval=10 130 (PostOff lineScript=)
73 LogSize=h12 14) (FaultScript=)
Chooze the setting to process: &

For details about setting, see ”2.6.1.3 Storage node cluster operation”.
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5. Savethe above settings by selecting SAVE+EXIT.

Settings of turnkey wizard “NETWORKER®

17 HELF 147 Oraclel-)

23 - 157 Crm: SvstenStated(-)

2 SAYEHEXIT 160 Crm:SvstenState?(-)

47 - 170 LocalFileSvstems(Lf=_APP1)

B tpplicationName=APP1 187 RemoteFileSwvstens(-)

B) MachinestBaszicslappl) 197 Iptddresses(-)

73 Commandl i nesi-) 207 RawDisks(-)

8) Contrallers(-) 213 RC-YalumeManazement (-

93 Nwcli-) 227 VERITAS-YaolumeManazenent (-

100 Nwst(Mwst APP1) 237 Netappi-)

117 Mwswi-) 247 Gds:Global-Disk-Services(Gds_APP1)
127 Crmztpplicat ion(-] 263 Crm:MPNET(-)

13) CrmiBazichpplication-) 280 GlsiGlobal-Link-Services(Gls_APP1)
Chooze the setting to process: &

Client-cluster operation

The following example shows how to configure the NetWorker client-cluster operation.

1. Select Application-Edit in the “Main RM'S management menu” page.

nodel: Main configuration menu, current configuration: test

Mo BME active in the cluster

1) HELP 103 Conf izurat ion-Remowve

23 I 113 Conf izurat ion-Freeze

33 Application-Create 123 Conf izurat ion-Thaw

47 Application-Edit 133 Conf izuration-Edit-Global-Settings
53 Applicat ion-Remove 143 Conf izurat ion-Consistency-Report
B3 Application-Clone 153 Conf izuration-ScriptExecut ion

73 Configurat ion-Gererate 163 RM5-Createtachine

83 Configuration-fctivate 173 RHM5-RemoveMachine

93 Configurat ion-Copy

Chooze an action: 4

2. Select userApplication in the “Application selection menu” created at “A.1 userApplication Creation(CUI)”.

Edit: &pplication selection menu (restricted):
1) HELP

23 QuIT

33 RETURM

4 OPTIONS

B APP1

dpplication Mame: &
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3. Select Nwdl in the “Settings of turnkey wizard NETWORKER” page.

Settings of turnkey wizard “NETWORKER®

17 HELF 147 Oraclel-)

23 READOMLY 153 Crm:SystemStated(-]

2 SAYEHEXIT 160 Crm:SvstenState?(-)

47 - 170 LocalFileSvstems(Lf=_APP1)

B tpplicationName=APP1 187 RemoteFileSwvstens(-)

B) MachinestBaszicslappl) 197 Iptddresses(-)

73 Commandl i nesi-) 207 RawDisks(-)

8) Contrallers(-) 213 RC-YalumeManazement (-

1) Mwcl(-) 227 VERITAS-YaolumeManazenent (-

100 Nwst(-) 230 Metappi-)

117 Mwswi-) 247 Gds:Global-Disk-Services(Gds_APP1)
127 Crmztpplicat ion(-] 263 Crm:MPNET(-)

13) CrmiBazichpplication-) 280 GlsiGlobal-Link-Services(Gls_APP1)
Chooze the setting to process: #

4. Setupin the Nwcl setup page.

Mwcl (Mwz| _APP1:consistent )

1) HELP 21 Flags=d

2 - 93 (PrelnlineScript=)
30 SAYEAEXIT 107 (PostOnl ineScript=)
4) REMOYEHEXIT 1) (PrelfflineScript=)
51 ScriptTimeout =300 127 (PostOff | ineScript=]
B) Interval=10 137 (FaultScript=)

70 LogSize=h12

Chooze the setting to process: &

For details about setting, see ”2.6.1.4 Client cluster operation”.
5. Savethe above settings by selecting SAVE+EXIT.

Settinzs of turnkey wizard "NETWORKER"

1) HELF 14} Oraclel-)

21 - 153 Crm: SvstemStated(-)

30 SAYEHEXIT 160 Crm:SvstenState?(-)

4) - 177 LocalFileSvstems(Lf=_APP1)

5 tpplicat ionName=4APP1 18) RemoteFilelSvstens(-)

) MachinestBazicslappl) 130 Iptddresses(-)

73 CommandL i nesi-) 207 RawDisks(-)

8) Contrallers(-) 213 RC-YaolumeManazement (-

97 Nwcl(Nwcl _APP1) 227 YERITAS-YolumeManagement (-

100 Nwst(-) 230 Wetappi-)

117 Mwswi-) 24) Gds:Global-Disk-Services(Gds_APP1)
127 Crmztpplicat ion(-) 253 Crm:MPNET(-)

13) Crm:Baszichpplicationi-) 260 Gls:Global-Link-Services(Gls_APP1)
Chooze the setting to process: &

A.2.2 Configuration-Generate and Configuration-Activate

Execute Configuration-Generate and Configuration-Activate. Then the environment setup will successfully be compl eted.
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nodel: Main confizuration menu. current
Mo RME active in the cluster

1) HELP

23 QuIT

31 4pplication-Create

4) fpplicat ion-Edit

B &pplicat ion-Remove

B) &pplication-Clone

7 Conf igurat ion-Generate
8) Conf iguration-Activate
93 Configuration-Copy
Chooze an action: &

conf izurat ion: test

10} Conf izurat ion-Remove

11) Conf izuration-Freeze

123 Conf izurat ion-Thaw

133 Conf igurat ion-Edit-Global-Sett ings
143 Conf izurat ion-Conzistency-Repart
187 Conf izurat ion-ScriptExecut ion

163 RM3-CreateMachine

173 RME-Removelachine

A.2.3 userApplication operation check

Start userApplication by executing the hvem command then check if it is properly running on al the nodes.

- Check if you can access to the shared disk from the operating node.

- Check if you can access the operating node from the client using the logical |P address.

- Check if NetWorker process can be running on the operating node.

ﬂ Information

- For the RM'S command, see “PRIMECLUSTER Installation and Administration Guide.”

- For the NetWorker process, see the manual of NetWorker.
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