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Preface

This manual outlines the functions and operation of the Web-Based Admin View. Web-Based Admin View is acommon base to utilize
GUI (operation management view) with PRIMECLUSTER, and is provided along with each operation management product.

Target Readers
This manual isintended for all the users operating the products with Web-Based Admin View (e.g. PRIMECLUSTER.)

Organization

Thismanual consists of five parts, Appendices, and glossary. The content of each category is described below. When you use this product
for the first time, be sureto read Part 1 first, and then work on the necessary operations.

Part 1 Introduction

Describes the functions and topology of the Web-Based Admin View.
Part 2 Web-Based Admin View GUI screen

Describes how to operate the GUI screen.
Part 3 Web-Based Admin View tools menu

Details the functions provided as the Web-Based Admin View tools menu.
Part 4 Web-Based Admin View operating setup

Details the operation method (e.g. shut-down, restart) and modifies the original settings.
Part 5 Download package

Describes installation procedure of a download package and operating instructions.
Appendix A Message

Explains the message texts and corrective actions.
Appendix B Troubleshooting

Explains how to take corrective actions in the event of afailure and collect required data for the request of troubleshooting.
Appendix C Release information

This appendix describes the changes in this manual.
Glossary

This part defines the terms and expounds the meaning of each technical term. Refer to this part if necessary.

Related documentation

The documents listed in this section contain information relevant to Web-Based Admin View and may be ordered through your sales
representative. Before beginning to work with Web-based Admin View, read the following document:

- PRIMECLUSTER Concepts Guide

- PRIMECLUSTER Installation Guide

- PRIMECLUSTER Software Release Guide

- PRIMECLUSTER Cluster Foundation (CF) Configuration and Administration Guide

- PRIMECLUSTER Réliant Monitor Services (RMS) with Wizard Tools Configuration and Administration Guide
- PRIMECLUSTER Réliant Monitor Services (RMS) Troubleshooting Guide

- PRIMECLUSTER Reéliant Monitor Services{RMS) Referernce Guide

- PRIMECLUSTER Scalable Internet Service (SIS) Configuration and Administration Guide



PRIMECLUSTER Installation and Administration Guide

PRIMECL USTER Global Disk Services Configuration and Administration Guide

PRIMECL USTER Global File Services Configuration and Administration Guide

PRIMECL USTER Global Link Services Conffiguration and Administration Guide: Redundant L ine Control Function

ﬂ Information

Manual Printing
Use the PDF file supplied in a CD-ROM for each product to print this manual.
Adobe Reader isrequired to read and print this PDF file. To get Adobe Reader, see Adobe Systems Incorporated's website.

Notational Conventions
Notation
This document adopts the following notational conventions.
Prompts

Command line examples that require system administrator (or root) rights to execute are preceded by the system administrator
prompt, the hash sign (#). Entries that do not require system administrator rights are preceded by adollar sign ($).

Manual page section numbers

References to the UNIX operating system commands are followed by their manual page section numbers in parentheses __ for
example, cp(1).

The keyboard

Keystrokes that represent nonprintable characters are displayed as key icons such as [Enter] or [F1]. For example, [Enter] means
press the key labeled Enter; [Cntl]+[B] means hold down the key labeled Cnt/ or Control and then press the [B] key.

Typefaces / Symbol
The following typefaces highlight specific elementsin this manual.

Typeface / Symbol Usage
Constant Width Computer output and program listings; commands, file names, manual page names
and other literal programming elementsin the main body of text.

ltalic, <ltalic> Variables that you must replace with an actual entered value.

<Constant Width> Variables that you must replace with an actual displayed value.

Bold Itemsin a command line that you must type exactly as shown.

"Constant Width" The title, documentation, screen, and etc of lookup destination.

[Constant Width] Tool bar name, menu name, command name, button name, and icon names
Example 1.

Several entries from an /etc/passwd file are shown below:
root:x:0:1:0000-Admin(0000):/:

sysadm:x:0:0:System Admin.:/usr/admin:/usr/shin/sysadm
setup:x:0:0:System Setup:/usr/admin:/usr/sbhin/setup
daemon:x:1:1:0000-Admin(0000):/:



Example 2.

To use the cat(1) command to display the contents of afile, enter the following command line:
$ cat <file name>

Symbol
Materia of particular interest is preceded by the following symbolsin this manual:

E) Point

© 0000000000000 000000000000000000000000000000000000O0OCL0COCOCOCOCOCCOCCCOCOCOCOCOCOC0C00C0000C0C0C0C0COCOCO0CO0C0CO0CIO0CIOCIOCOCEOCEEOEE

Describes the contents of an important point.

© 000000000000 0000000000000000000000000000000000000000OCOCL0COCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0COCOCOCOCO0CO0CIOCIOCIOCESS

QJT Note

Describes the points the users should pay close attention to.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000O0COCLOCOCOCOCOCOCOCCOCCCOCOCOCOCOCOCOC00C0000C0C0C0C0C0C0C000000000CLGCSE

Gives some examples for users' clear understanding.

© 000000000000 0000000000000000000000000000000000000000OCOCL0COCOCOCOCOCCCCOCOCOCOCOCOCOC0C0C0CO00C0C0C0C0C0COCOCOCOCO0CO0CIOCIOCIOCESS

,ﬂ Information

%See

Provides manuals for users reference.

Abbreviated name
- Microsoft(R) Windows(R) X P operating system is abbreviated as Windows(R) XP.
- Windows(R) XP, Windows Vista(R) and Windows(R) 7 are abbreviated as Microsoft(R) Windows.

Oracle Solaris might be described as Solaris, Solaris Operating System, or Solaris OS.

- Red Hat Enterprise Linux is abbreviated as RHEL.

RHEL is abbreviated as Linux(R).

Date of publication and edition

June 2011

Trademarks
Oracle and Java are registered trademarks of Oracle and/or its affiliates. Other names may be trademarks of their respective owners.

Microsoft, Windows, WindowsX P, WindowsVista, Windows7 and Internet Explorer are registered trademarks of Microsoft Corporation
in the United States and other countries.

Screen images are used in accordance with the guidelines of Microsoft Corporation.
PRIMECLUSTER is atrademark of Fujitsu Limited.

Linux istrademark or registered trademark of Mr. Linus Torvalds,in the United States and other countries.



Red Hat, RPM and all Red Hat based marks and logs are trademarks or registered trademarks of Red Hat, Inc. in the United States and
other countries.
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Requests
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Part 1 Introduction

Part 1 outlines Web-Based Admin View.

Chapter 1 Web-Based AAMIN VIEW OVEIVIEW...........cuutiiiirieiiieeeitiee sttt et ste et e et eestne e snneeesstneeenas

Chapter 2 Web-Based Admin View iNStallatioN............coooiiiiiiiie et e e




IChapter 1 Web-Based Admin View overview

This chapter outlines Web-Based Admin View.

1.1 Function overview

Web-Based Admin View isacommon base to utilize GUI (operation management view) with PRIMECLUSTER, and is provided along
with each operation management product. It serves the following functions:

1. Authentication function

The operation administrator is ableto use the operation management view only if he signson to Web-Based Admin View. Basicaly,
the authentication process for each operation management product and node is eliminated.

2. GUI view function
A GUI view on theclient is provided for each operation management product.

Since PRIMECLUSTER operation management view displays a management / monitoring screen on the client for Web-Based
Admin View, an administrator using multiple operation management views can always perform a desired operation from the Web-
Based Admin View screen.

3. Multiple-node monitoring function

Even whenthere aretwo or more nodes (e.g. PRIMECLUSTER), all nodes are monitored by the management server for Web-Based
Admin View. This enables the administrator to operate all monitored nodes only by accessing to the management server.

4. Online manual display function

The operation management products offer document information services to administrators by providing online manuals on Web-
Based Admin View in concurrence with the operation management view.

1.2 Web-Based Admin View topology

1.2.1 Logical three-tier architecture

Web-Based Admin View adopts a logical three-tier architecture. It focuses on enabling every kind of operation management products
running on Web-Based Admin View to configure its topology with complete control.

Each role is described below.
1. Client

The client describes the personal computers or UNIX workstations on which the operation management views of each operation
management product are displayed. This operation management view is operated from aclient.

2. Management server

The management server receives operation and displaying requests from the operation management view screen and forwards to
the monitored nodes. When there are two or more nodes, the management server administers them overall, alowing all those
monitoring nodes to be operated on a single screen for the clients. In addition, it is possible to duplicate the management server;
primary management server and secondary management server.

In particular, whenever the GUI (operation management view) provided by PRIMECLUSTER is used, the management server is
definitely made duplicate.

Also, the node that takes over operations is designed to be turned to the secondary management server when the node acting as the
primary management server fails. Accordingly, the entire cluster system continues to be administered without down time.

3. Monitoring node

The monitoring node monitors and performs settings for a management server request. Also, it monitors diverse events that occur
in the nodes after system startup, and notifies the management server of failure.



1.2.2 System topology

The system is designed to enable clients, management servers, and monitoring nodes to configure with complete control.

Each topology is described bel ow.

Note that the topology to be supported varies depending on the operation management product. For details, refer to the document for each
operation management product.

& Note

- For details about setting the management server, refer to " 7.3 Management server”.

- For details about setting network environment of management server, refer to "7.5 Multi-network between server and client by
classified use".

- For configuration of 3-tier model, refer to "2.4.1 Management server configuration™.

1. Single architecture model

Client/
hanagement
Server!
Monitaring Mode

Bitrmap

In this configuration, a monitoring node, a management server, and a client are functioning one another in a single node.
2. 2-tier architecture model
In this configuration, monitoring nodes and management servers share one tier, and a client isindependent.

This model is relatively small-scale and is used when a management server is not set for specific purposes. It is a typical model
primarily used for the cluster topology such as 1:1 standby and mutual standby in atwo-node configuration.

It supports the following two types of topology:
- Generic topology

In thistopology, only one LAN is used for the Web-Based Admin View operation. Thistopology should be adopted only if the
range of network and users can be limited and defined.

LAMN

Frimary manage ment
server
MWlanitaring node

Client

Secondary
managerment server f
Manitaring node

- Topology where multi-network is used by classified use

In this topology, two LANSs are used for Web-Based Admin View operation. The LAN used for communication among
management servers and monitoring nodes and that used for the Web browser of aclient are separate. When using aclient from
apublic network, thistopology is recommended for security.



For the setup, designate the | P addresses for a client and a monitoring node respectively on the administration server.

Lo | Primary management
server/
Monitaring node

Clignt

| T Secondary
management server /

honitaring node

Fublic network

LAM

3. 3-tier architecture model
In this configuration, monitoring nodes, management servers, and a client are allocated separately.

This model should be used especialy when a large-scale PRIMECLUSTER system is managed centrally, or when a monitoring
node should not be overloaded as a management server.

In case of the cluster system with three or more nodes, this model is used for N: 1 standby, mutual standby, or scalable operations.

For the configuration with three or more nodes, Fujitsu recommends this 3-tier architecture model in which the management server
isinstalled separately to assure job continuity and availability.

This model supports the following two types of topology:
- Generic topology

In thistopology, only one LAN isused for the Web-Based Admin View operation. Thistopology should be adopted only if the
range of network and users can be limited and defined.

LAMN

Prirmary manage ment
server/
Maonitaring node

Client

Secondary
management server /
Manitaring node

Monitaring node

honitaring node




- Topology where multi-network is used by classified use

In this topology, two LANSs are used for Web-Based Admin View operation. The LAN used for communication among
management servers and monitoring nodes and that used for the Web browser of aclient are separate. When using aclient from
apublic network, this topology is recommended for security.

For the setup, designate the | P addresses for a client and a monitoring node respectively on the management server.

Fublic Metwork Primary management Manitoring node
server
Maonitaring node

Clignt honitaring node

Secondary
management server /
Manitaring node

Monitaring node

LAM

& Note

In three-tier configuration of Web-Based Admin View, server model and OS version of the cluster management server must be the
same as those of cluster nodes.

E) Point

Inthe normal operation, the client, the management server, and the monitoring node of Web-based Admin View communicate one another
by using the IP address of LAN, which is assigned to the displayed node name as a result of executing "uname -n." Note that the node
name is referred to the name with which the communication network recognizes the system. The IP addressis automatically set up when
Web-Based Admin View isinstalled. When the LAN IP address of each host (node) is modified along with the system migration, the IP
address should al so be changed. For the modification method, refer to "7.1 Network address”.
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1.2.3 Dynamic operation of secondary management server

Web-Based Admin view enables to automatically change a secondary management server during operation according to the operating
status of the entire cluster system.

If the secondary management server fails, or both the primary and secondary management serversfail, one unit is selected from the other
running monitoring nodes. This single selected monitoring node provides high reliability by taking over the function of the secondary
management server.
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It is possible to locate two or more candidate monitoring nodes as they can serve as a secondary management server. Each node should
be predetermined whether or not it be a candidate for a secondary management server. Normally, the secondary management server is
determined from active monitoring nodes in descending order of mip (IP addresses for identifying the Web-Based admin View's own
host). For this IP address, refer to "4.4.1 |P address/ Host name". For details of dynamic operation of the secondary management server,

refer to 7.4 Secondary management server automatic migration”.

1.3 Version / Level reference

Failower

The version of Web-Based Admin View is automatically updated when each product is installed.

In order to display the version currently installed, take the following steps:



- Confirm with the Web-Based Admin View screen

Access to the management server from a client, and then select [Version] on the following Web-Based Admin View screen.

Figure 1.1 Web-Based Admin View screen

Server: tFrimaryl 10.20.30.40

tJSecundaryl

10.20.30.41

-
BEBERIVIE CEUSTERYSN

59 Global Cluster Services

¥ Global Disk Senices

5 wieb-Based Admin View tools

|
|
3 Global File Services |
I
I

3 manual

L« _L_NINE _—_ *

FE Machine Administration |

59 Carnrmon |

Logourt

HodeList Yersion

\Web-Based AdminView,

- Confirm by command

Execute the following command, and confirm the version in the node.

# letc/opt/FISVwvbs/etc/bin/wvversion
- Check aversion level in the Web-Based Admin View screen.
When selecting "Version," the following screen appears.

Version display example

- For Solaris OS
"'-I'IET'E:i':'n Il"lfl:l EI
g FJSVvwenf WA Server for Admin View
. s
Z (sparc) 4.1.1,REv=2003.01.2900

FJSvwwhs Weh-Based Admin Yiew
(sparc) 4.1.2, REv=2003.11.2000

OK

Java Spplet Window

In case of the above figure, the package of the FISVwvcenf versionis4.1.1, and that of the FISVwvbsversionis4.1.2.




- For Linux(R)

Werzion Info

o FJSYuwhs Web-Based Admin View "WWWYW Senver for Admin Yiew.

2 (i386 linux) 4.1.2-02

oK

Java fpplet Window

In case of the above figure, the package of the FISVwvbs version is 4.1.2-02.

L:'J Note

The version isindicated next to the parenthesis.




IChapter 2 Web-Based Admin View installation

This chapter outlines the operating environment and subseguent upgrading of Web-Based Admin View.
Theinitial installation of Web-Based Admin View isperformed at the sametime astheinstallation of each operation management product.

For details, refer to the documentations related to the installation of each operation management product.

2.1 Operation Environment

The management server and the monitoring node of Web-Based Admin View support the following operation environment:

- For Solaris OS
- Memory
More than 256MB of memory is required.
Environment setup when using both a management server and a client, more than 256MB of memory is required.
- Prerequisite software
Java Runtime for PRIMECLUSTER (Java environment attached in PRIMECLUSTER).
- Required HDD disk space

For the standard configuration, 60 M B of disk spaceisrequired or size of each tracing information ismaximized in the environment
setup, another 32MB of space is required.

i% See
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For supported OS, see the manual of each management product.
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- For Linux(R)
- CPU
More than Pentium I11.
- Memory
More than 256MB of memory is required.
- OS
RHELS5
RHEL6
- Prerequisite software
Java Runtime for PRIMECLUSTER (Java environment attached in PRIMECLUSTER).

2 See
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Refer to "3.1.2 Prerequisite client environment" for details of prerequisite environment for the client of Web-Based Admin View.
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& Note
- To make Web-Based Admin View work on Linux, it is necessary to register the name and | P address of own host to the "/etc/hosts"

file before installing Web-Based Admin View.

Just after Linux is installed, the "/etc/hosts” file is as the following "Before change'. Correct it according to the following "After
change".



- Before change
# Do not remove the following line, or various programs
# that require network functionality will fail.
127.0.0.1 node_name localhost.localdomain localhost

- After change
# Do not remove the following line, or various programs
# that require network functionality will fail.
#127.0.0.1 node_name localhost.localdomain localhost
127.0.0.1 loca host.localdomain local host
10.20.30.40 node_name

Set node_name for the host, and 10.20.30.40 for the IP address in the "/etc/hosts" file. Then, change the network address and
management server |P address referring to " Chapter 7 Web-Based Admin View setup modification™.

2.2 Upgrading

Web-Based Admin View is upgraded for the management server and the monitoring node at the same time as the operation management
products.

For details, refer to the documentation for each operation management product listed up as Operation management product name of
"3.3.1 Menu functions'.

2.3 Setup with GLS

The Redundant Control Function of GLS (Globa Link Services) allows the network interface used by Web-Based Admin View to be
duplex. Thiswill ensure the consistency of GUI monitoring operations.

This section describes a setup method of how to make the network interface to be duplex by using GLS.
The setting procedure is explained for each following function;
- Fast switching mode
- NIC (Network Interface Card) switching mode
The following I P addresses used for Web-Based Admin View to be duplex.
- IP address for identifying own host (Hereafter referred to as mip)
- IP address used for connecting to the management server from the client (Hereafter referred to as httpip)

For the method done by GLS, refer to the " PRIMECL USTER Global Link Services Configuration and Administration Guide : Redunadant
Line Control Function."

2.3.1 Fast switching mode

Y ou need to set up Web-Based Admin View, as described below, after setting up Fast switching mode on GL S (Redundant Line Control
Function):

gn Note

Y ou need the following configurations on the management servers and monitored nodes that support GL S Fast switching mode.
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Setup of Client (Setup of IP route table)
Operation Procedure:
- When the client is Windows(R)
Using the MS-DOS command prompt, define the followings for each client;
C:\Windows>route add <virtual IP address A> MASK <subnet mask> <IP address A>
C:\Windows>route add <virtual |P address B> MASK <subnet mask> <IP address B>
Virtual IP address A, | P address A

Should be connected to the same network asthe client out of the virtual | P addresses defined by GL S on a primary management server,
and of the I P addresses corresponded to the physical interface names composed by those virtual 1P addresses.

Virtual |P address B, | P address B

Should be connected to the same network as the client out of the virtual |P addresses defined by GLS on a secondary management
server, and of the IP addresses corresponded to the physical interface names composed by those virtual |P addresses.

Subnet mask
255.255.255.255 is set up.

:.IT Note

Since information set up by the route command is deleted if the client isre-IPL, you need to register it in abatch file or log procedure
in the startup folder.

2-tier architecture model

These are the setup examples by wvSetparam and wvSetup commands in the following environment;

Primary management server Secondary management server
v1Px v1Py
tIPa tIPL tIPc rIPd
Client A Client B

wIPx, wIPy  : Virtual -IP-addrezs

rIPa. rIFb : Physical interface names to be tumdled with wirtual-IP-addresses
riPe, rIF

1. Setup for client A
C:\Windows>route add <vIPx> 255.255.255.255 <rlPa>
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C:\Windows>r oute add <vIPy> 255.255.255.255 <rl Pd>

2. Setupfor client B
C:\Windows>route add <vIPx> 255.255.255.255 <rlPb>
C:\Windows>r oute add <vIPy> 255.255.255.255 <r| Pc>

Setup of IP address
Make an IP address redundant using the following steps:

1. Stop Web-Based Admin View on all the management servers and monitored nodes.
Refer to "6.1 Stop".

2. Set up an IP address
Execute the following command on the management servers or monitored nodes where GL S virtual | P address needs to be set.
# letc/opt/FISVwvbg/etc/bin/wvSetparam mip <mip>
# letclopt/FISVwvbg/etc/bin/wvSetparam httpip <Attpi>
<mip>ismip. It setsthe virtual |P address.
<mip> ishttpip. It setsthe virtual IP address.

3. Change the management server settings

If the changed monitored node acts as a cluster management server as well, you must change the management server settings
on al the management server sand monitored nodes.

# letclopt/FISVwvbg/etc/bin/wvSetparam primary-server <primary management server |P address>

# letclopt/FISVwvbg/etc/bin/wvSetparam secondary-server <seconaary management server | P address>

Specify mip of the management servers respectively for each | P address of primary and secondary management servers.
4. Restart Web-Based Admin View on all the management servers and monitored nodes.

Refer to "6.2 Restart".

2.3.2 NIC switching mode

Note when setting the operating environment for Web-Based Admin View

The setup to automatically make any monitoring node act as a management server (operating modification of the secondary management
server) is not validated when making mip used duplex by the NIC switching mode of GLS (Redundant Line Control Function).

While Web-Based Admin View adopts the multi-cast | P address for selecting the secondary management server, the NIC switching mode
of GLS does not support this multi-cast |P address. Therefore, when the NIC switching is done by GL'S, the primary management server
is not switched over to the secondary server.

Note when setting IP address
There are two types of |P addresses that can be set to take over for the NIC switching method by GLS.
- Incase of logica |P address takeover
Make both the logical and physical |P addresses duplex.
- In case of physical |P address takeover
Make only the physical |P address duplex.

When the | P address, which is made duplex by GLS, is used as atakeover |P address for the cluster system operation (userApplication),
the monitoring and the business operation from Web-Based Admin View might be stopped because of the state transition. Accordingly,
it is necessary to set up the IP address, which is constantly available regardiess of the state transition, to mip or httpip.

The IP address setup varies as described below depending on the fact if the management server (the node operated by Web-Based Admin
View) isused as a cluster system node.
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a. When the management server is used as a cluster system node
- In case of the logical |P address takeover
Only the physical |P address can be set.
- In case of the physical P address takeover
No IP address can be set.
b. When the management server is not used as a cluster system node

Since the state transition of the cluster system does not affect on the Web-Based Admin View operation, either logical 1P address
or physical IP address can be set.

3-tier architecture model
In this model, the IP address setup varies depending on the node roles.
a. In case of management server

Either duplex logical |P address or physical |P address can be set up by either logical |P addresstakeover or physical |P address
takeover.
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b. In case of monitoring node

The duplex physical 1P addressis set up by the logical |P address takeover.

Client
IF-& ! logical interfaces
IP-1~5 | physical interfaces
LA for httpip
Modes NGEI FGE HodeE LG TSGR
Primary management ssrrer Secondary management server
(Monitoring node) (Monitoring node)
MNICS |NIC4 NICS |MIC4
LAM for mip
w1 [micz ModsC NIC 1 |MIc2 ModeD

Monitoring node MMonitoring node
[ Cluster nnde) i Cluster node)

2-tire architecture model
In this model, the physical IP addressis set up by thelogical |P address takeover.
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Client

IF-& :logical interfaces
IP-1,2 : physical interfaces

LAMN for httpip and mip

Moded MIG1 |MIGZ ModeR MIC1 |MIGEZ
-
[ R et bbb il K !
1
: offline ¢ 1F A userdpplication !
v e = e 1
Frimary management ssrver Pecondary managzement ssrver
[ Cluster node) [ Cluster node)

Each component and its definition are as follows;
- NIC

Abbreviation for Network Interface Card. It is inserted into a computer or workstation so that it can be connected to the LAN
transmission media.

- Physical IP (address)
Stands for the | P address assigned to the physical interface.
Logical IP (address)Stands for the | P address assigned to the logical interface to communicate with other node.

Setup of IP address
Take the following steps to set up the duplex | P address.

1. Stop Web-Based Admin View on al the management servers and monitored nodes.
Refer to "6.1 Stop".

2. Set up IP address
Execute the following commands on the management server or the monitoring node where the IP address is changed.
# letc/opt/FISVwvbg/etc/bin/wvSetparam mip <mip>
# letc/opt/FISVwvbg/etc/bin/wvSetparam httpip <hAtipip>
<mip> indicates mip. Set up either logical or physical |P address.
<httpip> indicates httpip. Set up either logical or physical |P address.

3. Modify management server

Change the management server settings on al the management server sand monitored nodes If the changed monitored node acts as
a cluster management server aswell.

# letclopt/FISVwvbg/etc/bin/wvSetparam primary-server <primary management server |P address>
# letc/opt/FISVwvbs/etc/bin/wvSetparam secondary-server <secondary management server |P address>

For the IP address indicated as </Paddress of primary management server>and </P address of secondary management server>, set
up mip for each management server.
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4. Restart Web-Based Admin View on all the management servers and monitored nodes.
Refer to "6.2 Restart".

Qn Note

The NIC switching method takes 10 seconds to 3 minutes (default: 25 - 30 seconds) from the failure occurrence to switchover, and the
connection between the client and the management server might be dropped during thistime. In such acase, close the active browser, and
reconnect to the management server after confirming switchover completion. Otherwise, the connection to the available management
server can be established by clicking <Y es> to the 0007 message if it is displayed.

If the time of monitoring connection (default: 10 sec.) between the client and the management server is extended in the environment setup
for Web-Based Admin View, the connection can be sustainable when the NIC switching is done. On the other hand, the failure detection
of the session is delayed in the event of node stop or panic disorder. Based on this fact, the setup of monitoring time should be done.

For this monitoring time of connection, be aware of setting the value (10 - 180 sec.) exceeding the time from occurrence of aNIC failure
to completion of switchover.

For the setup of monitoring time, refer to " Chapter 4 Environment settings'. In the screen of the environment setup screen, up to 60 seconds
can only be set at the maximum. Using a command allows a user to set 60 seconds or more.

2.4 Initial Setup of Web-Based Admin View

2.4.1 Management server configuration

This section explains about the configuration method of the 3-tier architecture where the management server is independent of
monitoring nodes.

Itisnot necessary to follow this procedure if the management server is set up when installed. Take the following steps according to bel ow
"Verification " to check if the setup is correctly done.

Verification
Take the following procedure to check if the setup is correctly done.
Check if the management server is configured for the 3-tier model.
1. Check if the primary management server recognized by each node isidentical with the active primary management server.
Execute the following command on the management server and all monitored nodes.
# letc/opt/FISVwvbg/etc/bin/wvGetparam primary-server

Confirm if the displayed | P address corresponds to mip (the | P address for identifying own host) of the active primary management
server.

If not, the primary management server is not correctly configured. Set up the configuration according to " Configuration procedure
of the management server" of "Configuration procedure”.

2. Check if the secondary management server recognized by each node isidentical with the active secondary management server.
Execute the following command on the management server and all monitored nodes.
# letclopt/FISVwvbg/etc/bin/wvGetpar am secondar y-ser ver
Confirm if the displayed IP address corresponds to mip of the active secondary management server.

If not, the secondary management server isnot correctly configured. Set up the configuration according to " Configuration procedure
of the management server" of "Configuration procedure”.

Check if the topology is multi-network by classified use.
This case is applicable only to the multi-network by classified use.

Verification should be done on all primary and secondary management servers.
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1. Check if the mip valueis correctly set.
Execute the following command:
# letc/opt/FISVwvbgetc/bin/wvGetparam mip
Confirmif the displayed IP address corresponds to mip (the | P address for identifying own host) on the active management server.

If not, themip value of theactive management server isnot correctly set. Set up themip value according to " Configuration procedure
of multi-network by classified use" of "Configuration procedure”.

2. Check if the httpip valueis correctly set.
Execute the following command:
# letc/lopt/FISVwvbg/etc/bin/wvGetparam httpip
Confirm if the displayed | P address corresponds to httpip (the IP address used for client) from the active management server.

If not, the httpip value of the active management server is not correctly set. Set up the httpip value according to "Configuration
procedure of multi-network by classified use" of "Configuration procedure".

3. Check if the topology is multi-network by classified use.
Compare the output (mip) done by Stepl with that (httpip) by Step2.

If both values ar ethe same, the topol ogy of multi-network isnot configured. Set up the configuration according to " Configuration
procedure of multi-network by classified use" of "Configuration procedure”.

Configuration procedure

Take the following steps to configure the management server.

E) Point
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Modifications should be done only to the values of the management server and the monitoring node where the setup was incorrect.
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1. Configure the management server.
Set up the I P addresses of the primary and secondary management server.
This setup should be done only when creating multi-network between the management server and the client by classified use.
Configuration procedure of the management server:

Take the following stepsto set up configuration according to " Setup by command" of "7.3 Management server”. Regarding this
setup, Step 1, and 2 should be done on all management servers and monitoring nodes.

1. Stop Web-Based Admin View according to Step 1.
2. Set up the |P address of the management server according to Step 2.
Configuration procedure of multi-network by classified use:

Take the following steps to set up configuration according to " Setup by command" of "7.5 Multi-network between server and
client by classified use". Regarding this setup, only Step 1 should be done on all management servers.

- Set up httpip according to Step 1.
Modify httpip on the management servers.
2. To vdidate the setup, restart Web-Based Admin View on all management servers and monitoring nodes.
Refer to "6.2 Restart".

gn Note

In the file (hosts) on all nodes configuring the cluster system and the management server, define the host information (IP address, host
name) on all these nodes by atool (e.g. vi(1). The hostsfileis "/etc/inet/hosts’ on Solaris OS, but it is "/etc/hosts" on Linux(R).
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2.4.2 Setting the Web-Based Admin View Language

The locale of Web-Based Admin View is set to English as default. On clients with a Japanese environment, messages from monitoring
nodes are displayed in English.

If you want to display the messages in Japanese, take the following steps to set up environment variables of Web-Based Admin View.
Y ou need to set up the variabl esusing asystem administrator access privilege on all nodesand the cluster management serversthat construct
acluster system.

This operation must be executed with the system administrator authority for all cluster nodes and the cluster management server that make
up the cluster system.

Table 2.1 Environment variable for the operation language of Web-Based Admin View

Attribute Variable Possible Meaning
values
sys Lang C, ja Language environment in which Web-Based Admin View
operates.

C: Operatesin English.
ja Operatesin Japanese.

If thisvariableis not set, Web-Based Admin View operates
in the English environment.

Operation Procedure:

1. Stop Web-Based Admin View on all the management servers and nodes.

# letc/init.d/fjsvwenf stop
# letc/init.d/fjsvwbs stop

2. Add the environment variable to the definition file (/etc/opt/FISVwvbs/etc/webview.cnf) of Web-Based Admin View, and set the
language.

Execute the following command on all the management servers and nodes, referring to the example.

# [ etc/opt/ FISVwwbs/ et ¢/ bi n/ wSet param -add <attribute> <environnent-vari abl e>
<setting_val ue>

Example: Add the environment variable and set the operation language to Japanese.

# [ etc/opt/ FISVwhbs/ et ¢/ bi n/ wSet param -add sys lang ja

3. Restart Web-Based Admin View on all the management servers and nodes.

# [etc/opt/ FISWwhbs/ etc/ bi nfwCntl restart
# letc/init.d/fjsvwenf start

Qn Note

- Itisnecessary to set the locale to Japanese on personal computersthat are used asclients. If the above setting is changed on the clients
with an English environment, messages might be garbled.

- To change the environment variable again after it is added by the above procedure, execute the following command:

# [ etc/opt/ FISVwhbs/ et ¢/ bi n/ wSet param | ang <setting_val ue>

For details on the command, see "4.5.3 Environment variable modification"”.
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Part 2 Web-Based Admin View GUI screen

This part explains the operating method for al the Web-based Admin View users.

Chapter 3 Web-Based AAMIN VIEW SCrEEN STAMUD.......c.uviiiiuiiieiiiie ettt e e 20
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IChapter 3 Web-Based Admin View screen startup

This chapter explains about the startup of Web-Based Admin View.

Check the Web-Based Admin View functions following the registration of user names.

Then, register those user names into appropriate user groups.

3.1 Prerequisite for screen startup

Take the following steps for preparations:

- Determine the user group
- Set up the prerequisite client environment

- Set up the Web environment

3.1.1 User group determination

To use Web-Based Admin View, you first need to create a user group administered by the operating system for all the nodes, and register
auser name.

A specific user group nameisdefined for each operation management product. A user registers hisuser nameinto thisassigned user group.
This enables the user to limit his operating range.

3.1.1.1 User group type
For details on the user group to be created, refer to the manual of the operation management product.
This section explains about the user group enable to use functions provided as Web-Based Admin View.
- wvroot

"wvroot" isaWeb-Based Admin View administrator group, and is created automatically when Web-Based Admin View isinstalled.
This permits availability of all kinds of operation management products running on Web-Based Admin View, such as environment
setup, logging view, and al. Also, the users bel onging to the system administrator (root) can use those products.

& Note

As users who belong to wvroot have authority equivalent to those who bel ong to the system administrator group, you need to register
auser group with sufficient care.

3.1.1.2 Register to a user group

Use commands to register user names into the user groups.

E) Point
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Register the user namefirst, and then, follow up with registration into the user group. The system administrator should initially install by
the user name "root."
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& Note

It'srecommended that the user be registered into the wvroot group as the Supplementary Group. In case of registration asaPrimary Group,
the registration needs to be redone when Web-Based Admin View is uninstalled and installed again.

Asaexamplefor inputting user name "wvroot" into the group name as Supplementary Group, the registration way isdescribed ad fallows.
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- Adding a user group for aregistered user
# usermod -G wvroot <user name>
- Registering a new user

# useradd -G wvroot <user name>

3.1.2 Prerequisite client environment

The clients of Web-Based Admin View support the following type of hardware, OS, and Web browser:

- Windows(R)
- CPU
Equivalent to Pentium Il 233 MHz or higher
- Memory
128 MB or more
- OS
Windows(R) XP, Windows Vista(R) or Windows(R) 7

& Note

To display Japanese, the following requirements need to be met for an OS environment

The Japanese version of Windows(R) is installed, and Japanese isinstalled for the linguistic environment

- Web browser

Internet Explorer 6.0/7/8 or 9 (Java Plug-in is required)
- JavaPlug-in

Java(TM) Platform, Standard Edition Runtime Environment Version 6 Update 25 or later (The latest Update is recommended)
- Display unit

800 x 600 dots or higher, supports high color (16 bits, 65,536 colors) display

4}1 Note

- The conditions of the Web browser (including Java Plug-in) and clients are vary depending on each operation management product.
For details, refer to the documentation of the management product.

- The Web browser might not work properly depending on its version. In such acase, use the latest version.

- When using Microsoft(R) Windows as the client of Web-Based Admin View, connection to Web-Based Admin View using the IPv6
address cannot be made.

- When using Windows Vista(R) or Windows(R) 7 as the client of Web-Based Admin View, Windows Aero cannot be used as a user
interface.

2 See
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- For the operating environment of the management server or the monitoring node, refer to "2.1 Operation Environment".

- For details on the Java Plug-in settings, refer to "3.1.3.2 Required for the Web Browser Environment”.
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3.1.3 Web environment

This section explains how to set up and use the Web browser.
Take the following steps:
- Set up the Web browser.

- Set up the client in compliance with the Web browser environment.

3.1.3.1 Preparing the Web browser
Y ou need to set up the Web browser environment for the client.
Asthe supported OS and Web browser varies depending on each operation management product, be sure to check the documentation first.
For the basic browser supported for Web-Based Admin View, refer to "3.1.2 Prerequisite client environment".
For the install ation method and environment configuration, follow the instructions for each browser.
Web-Based Admin View uses a Web browser cookie to identify the client.

For the method of setup to handle cookies, follow the instructions for each browser.

Proxy setting

Setup method on Internet Explorer
1. Select [Internet Options] from the [Tools] menu of the Web browser.
Select the [Connectiong] tab, on the [Internet Options] screen.
Click [LAN setting] inthe LAN setting area.
De-select all the check boxes on the [Local Area Network (LAN) settings] screen.

Select [OK] onthe[Loca AreaNetwork (LAN) settings| screen.

o g M w DN

Select [OK] on the [Internet Options| screen.

3.1.3.2 Required for the Web Browser Environment

The supported Java Plug-in versions are clarified in "3.1.2 Prerequisite client environment". Java Plug-in, which Oracle providesfor free,
may come with some operation management product packages.

Follow the setup method described in " Setting up Java Plug-in".

Setting up Java Plug-in
Windows(R)

1. Check if JavaPlug-inisinstalled.

Start [Add or delete Application], and then check if the following Java Plug-inisinstalled, it is not necessary to install.
- Java(TM) 6

2. Ingtall Java Plug-in.
Execute the following Java Plug-ininstaller in a CD-ROM.
<CDROM drive name> :\plugins\win\jre-6<version>-windows-i586-p.exe
Replace < version > with the file version number on CD-ROM.
Install following the procedure displayed on the screen.

This completes the setup.
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Qn Note

- If the version of the installed Java Plug-in is older than that described above, install arecommended version.

- Java Plug-in should be installed after the Web browser. If you uninstall the Web browser after installing Java Plug-in, uninstall the
Java Plug-in, and then reinstall it again.

- In some Java Plug-in versions on Windows(R), the cache files might remain in the client's system directory. In that case, delete these
cachefiles by disk cleanup function on aregular basis.

3.2 Screen startup

When all preparations are completed, start the Web-Based Admin View screen.

Procedures:
1. Start the Web browser on aclient.
2. Designate the following URL to access the management server:
http://<host name>: <port number>/Plugin.cgi
<host name>
httpip (host name or P address used for the client) of the primary or secondary management server.

The default value of httpip is set to the IP address, which is assigned to the displayed node name as a result of executing "uname -
ne

<port number>

Enter "8081." If the port number was changed according to "7.2.1 http port number", designate the number.

LJ] Note
- If Web-Based Admin View isnot activated despite specifying the host namein <fost name>, designate the |P Address assigned

to the host name directly.

- The access method may vary depending on the operation management product. Pay close attention when interoperating with
the operation management products that employ different access methods. Refer to "3.3.4 Concurrent use of operation
management products with different access methods'.

- When you input this specification to URL, it accesses the starting management server. When the primary management server
started, it will connect the primary management server even if you specified the host of the secondary management server.
When the primary management server stops, it will connect the starting secondary management server.lf you want to connect
the secondary management server when the primary management server started,specify the following URL to accessiit.

- http://<host name>: <port number>/Plugin.html

3. When the Web-Based Admin View is started, the following window is displayed.

Enter a user name and password registered in the management server and then click [OK].

{2 Web-Bazed Admin Yie =10 x|

Username:“

Passwnrd:l

o

| Java Spplet Window
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Qn Note

This screen cannot be closed by clicking the [X] button of upper-right corner in the screen.

4. When the authentication terminates, the Web-Based Admin View screen is available.

4}1 Note

- Donot click the[Forward], [Back] or [Rel oad]/[Update] button of the browser to change the pages after starting the Web-Based Admin
View screen.

- Some browsers might be hung up during operation.
- If the browser window disappears, restart the browser, and then reconnect to the URL.
- If the browser does not work (not responsive), reload URL or restart the browser.

- If the page looks hung-up right after starting the Web-Based Admin View, try to move a mouse on the browser. It might help to
continue operation.

- If "Welcome to Web-Based Admin View" does not appear after aread of URL by Internet Explorer, an appropriate Java Plug-in may
not be installed. Confirm if an appropriate Java Plug-in is installed by using "Add or delete application” in the control panel. If
necessary, install the Java Plug-in as explained in "Setting up Java Plug-in" of "3.1.3.2 Required for the Web Browser
Environment”. Also, if the"security warning" dial og box appears, and promptsyouto decidewhether "JavaPlug-in" should beinstalled
and executed, select [No].

- If dynamic operation of the secondary server is set in "7.4 Secondary management server automatic migration", the active primary
management server or secondary management server may be automatically connected regardless of designating URL of the specific
monitoring node. For details, refer to "7.4 Secondary management server automatic migration”.

- If the authentication is failed several times at Step 3, the message 0016 is displayed, and the login process is disabled. Refer to
"Corrective action 3" of "Symptom 17" in "Appendix B Troubleshooting".

- When operating with Web-Based Admin View, a popped up screen might be displayed at the back side of other screens.

In this case, use a keyboard or amouse to display the screen at the front.

3.3 Web-Based Admin View screen

When you start Web-Based Admin View, the Web-Based Admin View screen appears.

The supported functions are indicated as a menu in the left panel of the screen.

3.3.1 Menu functions

The Web-Based Admin View screen supports the following facilities.

Refer to "The menu outline."

-24-



Figure 3.1 Web-Based Admin View screen

Server : !-Frimary[ 10.20.30.40 t]SecundaryI 10.20.30.41

-
EEBERIVECEUSTERIEN

Logout HModeList Version

\Web-Based AdminView,

5 Global Cluster Services

3 Global Disk Services

5 Wieb-Based Admin View tools

|
|
F Global File Services |
|
|

3 Manual

- = _JINC___*

FE Machine Administration |

& Commoan |

Themenu outline
The menu fallsinto the following 2 categories;
1. PRIMECLUSTER category
The operation management screen and documentation of operation management products provided by PRIMECLUSTER.

2. MISC category

The operation management screen and documentation of operation management products provided by Non-PRIMECLUSTER such
as Enhanced Support Facility(ESF).

Each category covers the following operations:

- PRIMECLUSTER

The button to start the operation management screen of the installed operation management product is displayed. For details, refer to
the document for each operation management product.

- Operation management product name
Handles the management screen for the following PRIMECLUSTER products.
- Global Cluster Services (CF, CRM, RMS, SIS)
- Global Disk Services(PRIMECLUSTER GDS)
- Global File Services(PRIMECLUSTER GFS)
- Web-Based Admin View tools
Handles the logging view and environment setup. For details, refer to "3.3.2 Web-Based Admin View tools menu functions'.

- Manual
Displays the documentation of RIMECLUSTER as online manual.
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- MISC

The button to start the operation management screen for the non-PRIMECL USTER operation management product is displayed. For
example, this menu category is displayed in the environment where Enhanced Support Facility(ESF) isinstalled. For details, refer to
the documentation of each operation management product.

- Operation management product name
Handl es the management screen of the following non-PRIMECL USTER operation management product.
- For Solaris OS
Machine administration
MultiPathDisk view
- For Linux(R)
Symfoware
- Common

Display the documentation of non-PRIMECLUSTER as online manual. For details, refer to *3.3.3 Common menu functions”.

Qn Note

- The Web-Based Admin View menu varies depending on the productsinstalled. Y ou must be particularly careful when using products
with different access methods because the startup menu of the products may not be displayed. For details, refer to "3.3.4 Concurrent
use of operation management products with different access methods".

- If adialog isdisplayed because of a Web-Based Admin View error, the picture on the right area of the screen turnsred. Click the red
picture, and then a hidden dialog is brought to front. As any errors come into focus, be sure to make the picture viewable.

- Note that the online manual installed or uninstalled after the Web-Based Admin View startup is not displayed unless the Web-Based
Admin View isrestarted.

E’ Point
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- Thefollowing message may be outputted if either menu is selected:

B Web-Bazed Admin Wiew _ (O] |

- op22
!'/J Re-connect to following URL.
hittp:/M0.20.30.40:8081/Plugin.coi
Do wou want to connect?

Yes Ho

EI Jawva

In this case, follow the instructions below:

1. When other application is activated

Exit al active applications, and designate URL specified by the message to re-access.
2. When no other application is activated

Start up the application in response to the message dialog.

Ensure that the displayed URL is automatically connected after the Web-Based Admin View screen is terminated. When you
wish to redisplay the Web-Based Admin View screen that was displayed first, start up the new window of the Web browser or
other new Web browser and access by the first method (http://host name or |P address:port number).
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- Thefollowing window might be displayed when you try to start some application with other application active.

M Web-Bazed Admin Wiew _I_I- m| il
- o021
4

This application must be started up with fellowing URL
on another browser windows.
httpe10.20.30.40:808 1/ Plugin.coi

OK

In such a case, start up the Web browser separately, and access the designated URL displayed in the "0021" message. Or, terminate
all active applications, and then re-select the menu.

- NodelList

A list of nodes connected to a management server is displayed in the following screen.

+T-:- MHode lizt il

node1 /10.20.30.40 (Sun05-5.8)
node2 10.20.30.41 (Sun05-5.8)

OK

Jawa Applet Window

Format: Node name/ IP address (classified by OS type)
In this case, it should be "Node name:nodel, | P address:10.20.30.40, OS type:Solaris 8 OS."
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3.3.2 Web-Based Admin View tools menu functions

The Web-Based Admin View tools menu supports the following facilities.

[Web-Based Admin View tools menu outline] provides facilities overview locations. Click the arrow button on the |eft side of [Web-
Based Admin View tools] to return to the Web-Based Admin View screen.
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Figure 3.2 Web-Based Admin View screen (Web-Based Admin View tools menu)

Server !Primary[ 10.20.30.40 tJSE[:undal‘yI 10.20.30.41

Webh-Based Admin Yiew tools

Logourt Modelist Version

FE Logging view |

| \Web-Based Admin View,

‘ﬁ' Environment settings

Web-Based Admin View tools menu outline
- Logging view

Displays the login log and operation log files. For reference, the retrieve facility can be used to fetch information. With the retrieval
function, you can narrow down the information.

Reference location: " Chapter 5 Web-Based Admin View log reference”

- Environment settings
Y ou can set up the environment of Web-Based Admin View.
This operation environment falls into three types; user environment, system environment, and node environment.

Reference location: " Chapter 4 Environment settings'

3.3.3 Common menu functions

The Common menu supports the following facilities.

[Common menu outling] provides manual reference locations. Click the arrow button on the left side of [Common] to return to the Web-
Based Admin View screen.
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Figure 3.3 Web-Based Admin View screen (Common menu)

Server: | | 10.20.30.40 > | 10.20.30.41

Logout HodeList Version

e Manual |

\Web-Based Admin, View]

Common menu outline

- Manual

Displays the documentation as online manual.

3.3.4 Concurrent use of operation management products with different
access methods
Each operation management product provided on Web-Based Admin View may have adifferent method to access the management server
as described in "Procedure” of "3.2 Screen startup”.

In case of the concurrent use of operation management productswith different access methods, start up two Web browsers or anew window
from the Web browser. Then, designate URL according to the specified access method on each different browser screen and display the

Web-Based Admin View screen.

3.4 Screen exiting

Exit from the Web-Based Admin View screen as described below:

Logout from screen
Take the following steps to log off the Web-Based Admin View screen;

1. Closeal screensif the management window of the operation management product is displayed.
2. Select [Logout] only when the Web-Based Admin View screen is displayed.

Exit of screen
Take the following steps to exit the Web-Based Admin View screen;

1. Log off the Web-Based Admin View screen according to above "L ogout from screen.”
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2. Thelogin screen isdisplayed. To close the login screen and then exit the Web-Based Admin View screen.
- Exit the web browser.
- Switch the screen automatically by specifying a new URL or other bookmark.
- Click [Back] of the web browser.

& Note

- When exiting the web browser, select the [File]-[Close] menu, or click the [X] button on upper-right corner of browser.
- Thelogin screen cannot be closed by clicking the [X] button of upper-right corner in the screen.

- Thelogin screen might remain in awhile after exiting the web browser.

3.5 Screen operation instruction

This provides operating instructions.

3.5.1 Tentative modification of screen display settings (Language, Look &
Feel)

If necessary, Look & Fedl of the screen can be changed from Web-Based Admin View.

Changing the Look & Feel

For Look& Feel modifications, select [Web-Based Admin View tool]- [Environment settings], and then change in the [Display setup]
property of the [System environment] tab in the Environment setup page.

ﬂ Information

Changing the Language
The language can be modified depending on the client system environment. This should be set up before starting the Web-browser.
- Windows(R)
- Windows(R) XP
- Category View

Select [Control Panel] - [Date, Time, Language, and Regional Options] - [Change the format of numbers, dates and times] or
[Regional Options and Language Options] - [Regional Options] tab - [Standards and formats] to change language.

- Classic View

Select [Control Panel] - [Regional and Language Options] - [Regional Options] tab - [Standards and formats] to change
language.

- Windows Vista(R)
- Category View
Select [Control Panel] - [Clock, Language, and Region] - [Change the country or region] - [Formats] to change language.
- Classic View

Select [Control Panel] - [Regional and Language Options] - [Formats] - to change language.
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- Windows(R) 7
- View by: Category
Select [Control Panel] - [Clock, Language, and Region] - [Change location] - [Formats] to change language.
- View by: Large icons or Small icons

Select [Control Panel] - [Region and Language] - [Formats] to change language.

3.5.2 Switchover of management server

The connecting management server can be switched on Web-Based Admin View if necessary.

Switching the management server

To switch the management server, click the button on upper-right corner of Web-Based Admin View screen. Each button displays the IP
address of currently active primary or secondary management server. The button in green stands for the active management server
connected to clients. To switch the management server, log off, and then select the non-green button.

Server: _] | 10.20.30.40 _] 10.20.30.41

QJT Note

The server switching button is available only when you are logged off.

3.5.3 Screen Size Modification

Note the following when changing the screen size:

Qn Note

The modified screen sizeistentative. It is not saved if the browser is terminated. When changing the screen size, the server might log off
automatically depending on the browser.

3.5.4 Use Mouse

This shows how to use a mouse tailored to your needs.

Single selection

To select an item such as an icon, button, or menu, position the mouse pointer to the desired item. Then, |eft-click to select the target
of operation. If single selection is repeated, the last selected will be effective.

Multiple selection

Holding the <Shift> key down, position the mouse pointer on an item and click the mouse left button.
Canceling selection

Holding the <Cntl> key down, position the mouse pointer on the item to be canceled and click the mouse | eft button.
Deselecting text

Position the mouse pointer on an area other than icons or selection items and click the mouse | eft button to cancel all selections.
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Part 3 Web-Based Admin View tools menu

This part explains the functions provided by Web-Based Admin View tools menu.

Chapter 4 ENVIFONMENT SETINGS. ... .veeeiitiieiiiiee ittt e ettt e e st e e et e e sbe e e e s bb e e e abbe e e snreeesnnneeas 33

Chapter 5 Web-Based AdmMIn VIeW [0g FefErENCE.........coi it 57
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IChapter 4 Environment settings

Target users
All users using the Web-Based Admin View
Set the operation environment for the Web-Based Admin View as described below.

E) Point

© © 0000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOEE

For reference or setup of operation environment, there are two methods; oneisto execute acommand directly on each management server
and monitoring node, and the other is on an environment settings screen. The latter oneis explained below.

Normally, when the setup is modified on the environment settings screen, all monitoring nodes should be activated, and are connected to
the primary management server aswell. If there's an inactive monitoring node or non-monitored node by the primary management server,
refer to "4.5 Reference and modification by command” and set up as required on each node.

There are the following three kinds of functions with the environment settings screen. Each screen is displayed by selecting a tab.
- User environment
- System environment
- Node environment

The following usage varies according to each function;

User environment System environment Node environment

Use Set tentative operating | Determine the operating Specific setting for each
conditions conditions of the entire system | monitoring node
Target user All users The root user or the user that belongs to the Web-Based Admin
View administrator group (wvroot) [*1]
Setup timing | Aslong asthe Web-Based Admin View is active.
Setup [End] [End] [End]
validation . . )
timing [*2] -> 0052 message : -> (0051 message : select [Yes] | -> 0059 message: select[Yes)
select [Yes]

->Thevalueis
validated right.

-> 0015 message : select [OK]
-> Log off [*3]

->{ Web-Based Admin View
running on the management
server restarts automatically }

-> 0003 message : thevalueis
validated.

-> 0015 message : select [OK]
-> Log off [*3]

->{ Web-Based Admin View
running on the management
server restarts automatically }

-> 0003 message : thevalueis
validated.

[*1] The user who logs in by authority of other user group, except administrator group (wvroot), cannot set the system environment and
the node environment because the tabs for those environments are not displayed.

[*2] Explain the operation procedure from selecting [End] in the environment settings screen to validating of setting value.
00xx : Indicates the number of a displayed message.

[*3] Besureto log off all clients connecting to the management server. Web-Based Admin View waits for the time when all clients are
logged off, and then restarts automatically. When selecting [ Y es] to 0051 or 0059 message, 0015 message is displayed on all clients. Be
sure to log off al clients.

When any client islogged in, Web-Based Admin View is started up again automatically if some time (10 minutes) passes. So the logged-
in clients must be logged off, and then 0007 message is displayed.
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g._r] Note

Please select [Cancel] if the operating environment setting is ended without any changes for settings.

4.1 Environment settings start

Start the environment settings as described below.
Target users

All users using the Web-Based Admin View

- Select the [Web-Based Admin View tools] button on the menu of Web-Based Admin View screen.

Figure 4.1 Web-Based Admin View screen
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I
I
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I
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I

Logout

HodeList Yersion

\Web-Based AdminView,




- Select the [Environment settings] button in the [Web-Based Admin View tools] menu.

Figure 4.2 Web-Based Admin View screen (Web-Based Admin View tools menu)

Server : tFrimaryI 10.20.30.40 t]Secundaryl 10.20.30.41

Web-Based Admin YWiew tools

Logout HodeList Yersion

3 Logoing view |

| Web-Based Admin,View,

% Environment settings

The Environment settings screen is displayed.

4.2 User environment

Target users

All users using the Web-Based Admin View

Table 4.1 User environment settings item list
Item Usage Default value

Client detailed trace log Select this item when specific client information is No
necessary for maintenance or troubleshooting.

Inactivity timeout Theinactivity timeout is a security feature which No
locks Web-Based Admin View after afixed period,
so an unauthorized user cannot perform arbitrary
operationswhen an authorized user isaway from his
seat.

Inactivity timeout interval The inactivity timeout interval is standby time until 10 minutes
Web-Based Admin View islocked.

QT Note

Note that the user environment settings only remain valid until logout. The value is default system setting at the next login.

4.2.1 Log & Inactivity timeout

Set the client detailed trace log, inactivity timeout, and the inactivity timeout interval as described below.
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Figure 4.3 User environment (Log & Inactivity timeout) screen

& Environment settings _|_|- m| il
[User emvironment | System emvironment | Node emvironment
Log & Inactivity imeout Client detailed trace log
! Yes
® No
Inactiity timeout

® Yes

' No

Inactiiaty timeout interval

Time (min): 1

10@ " 60

OK Cancel Help

Java fpplet Window

Client detailed trace log

Specify whether to collect a detailed trace.
Inactivity timeout

Specify whether the inactivity timeout is used. Specifying [Y es] enables the timeout, and specifying [No] disablesit.
Inactivity timeout interval

The inactivity timeout interval is displayed only if the inactivity timeout is enabled. The inactivity timeout interval may be set using
the dlider bar. You may aso enter the time directly and press [Enter]. The timer units are in minutes, and any number from 10 to 60
may be entered.

}_ﬂ Information
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On the inactivity timeout

The inactivity timeout is a security feature. If the user does not interact with GUI at the specified interval, GUI will force the user to
re-enter his password before any further operations are allowed. After the password is successfully entered, the user can continue
working.

©©00000000000000000000000000000000000000000000000000000000000000000000000000000000S ee00000000000 0
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Qn Note

Support of varies depending on the operation management product. For details, refer to the documentation provided with each management
product.

4.3 System environment

Target users

Users who belong to the Web-Based Admin View administrator group

& Note

- After al of the operation management view are exited, use the environment settings menu.

- The system environment is available only when the environment settings is activated in the primary management server.

Notices on system environment settings

The followings explain setting items and conditions where they are required:

Table 4.2 System environment settings item list

Item Default value Usage
Display setting | Look & Feel Metal Usethisitem to change the Look & Feel displayed
on the screen.
Client detailed trace log No The trace log should be set up when the specific

client information is required for maintenance and
troubleshooting.

Inactivity Inactivity timeout | No This blocks improper operations by the
timeout Inactivity timeout | 10 minutes tl/r_lauthorlzed users by locking Web-Based Admin
interval 1ew.

Thisfunction'svalidation varies depending on each
operation management product.

Primary management server Default set at To change the | P address of the primary

installation management server.
Secondary management server Default set at To change the | P address of the secondary
installation management server

Secondary management server No Execute the "7.4 Secondary management server

automatic migration automatic migration" setting.

Client - management server 10 seconds Specify thetimeinterval of the client to monitor the

connection time management server. The client checks the state of
the management server periodically at the specified
timeinterval. If it takestime to connect to the client
because of a network failure, enter alarger value.
Then the disconnection might be avoided.

Automatic connection to No It indicates whether or not the client be connected

management server automatically to an active management server. The
displayed value cannot be modified on the GUI
screen.

Note that this parameter isinvalid in this version.
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Item

Default value Usage

Management server - monitoring
node connection time

10 seconds It specifiesthe timeinterval of the management
server surveillance for the monitoring node. The
management server monitors requests from a
monitoring node at regular intervals.

If it takes time to connect to the client because of a
network failure, enter alarger value. Then the
disconnection might be avoided.

Reconnection interval

30 seconds It determines the interval of connection requests
issued from the monitoring nodeto the management
server.

Log files / Trace log files

To set up these items when specific information is required for maintenance and troubleshooting.

Normally, setup modification is not required.

Item Default Value
Loginlog Filesize 100KB
Number of files 2
Operation log Filesize 100KB
Number of files 5
Event log Filesize 100KB
Number of files 2
Management server trace log Filesize 200
Number of files 5
Detailed trace log Yes
Monitoring node trace log Filesize 200KB
Number of files 5
Detailed trace log Yes

Qn Note

When the system environment settings is modified, the Web-Based Admin View is restarted to make it valid.

4.3.1 Display setup

Set the display language and Look & Fesl.
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Figure 4.4 System environment (Display setting) screen

& Enviranment settings

(User emironment | System enironment | Node emironment |

Display setting

Log & Inactivity timeout

Primary server
Secondary semer
Client

Maonitoring node
Lagin lag
Cperation log
Event log

Servertrace log

=101

Look & Feel

Look & Feel:

Metal -

Monitaring node trace log

Java fpplet Window

OK

Cancel

Help

Look & Feel

The default of Look & Feel isMetal. "Look & Feel" can select either the following according to the environment of client OS.

Look & Feel Client OS Java Plug-in
Metal All All
CDE/Motif All All
Windows All All
Windows Classic Windows(R) XP All
Windows Vista(R)
or
Windows(R) 7
Any All All
'B) Point
Display language
- Client

The displayed language can be set or modified in the client locale.
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Refer to "Changing the Language”.

(.:j Note

The displayed languageis supported depending on each management product. Refer to the manual of each operation management product.

4.3.2 Log & Inactivity timeout

Set up the client detailed trace log, inactivity timeout, and the inactivity timeout interval as described below.

Figure 4.5 System environment (Log & Inactivity timeout) screen

& Environment settings _|_|- m| EI
— ey
Display setting Client detailed trace log

Log & Inactivity timeout

Prirmary server

) Yes

Secondary server ®
Ho
Client
Manitoring node
Lagin log o
) Inactivity timeout

Cperation log
Event log
Servertrace log i @
Maonitoring node trace log ) No

Inactivity timeout interval

Time gmink: (10

10@ " 60

OK Cancel Help

Java Spplet Window

Client detailed trace log

Specify whether to collect a detailed trace.
Inactivity timeout

Specify whether the inactivity timeout is used. Specifying [Y es] enables this function, and Specifying [No] disablesit.
Inactivity timeout interval

Theinactivity timeout interval can be set using the slider bar. Y ou may aso enter thetimein the text field and press[Enter]. Thetimer
units are indicated in minute. Enter any number from 10 to 60.

The inactivity timeout interval is displayed only if it is enabled.



'_ﬂ Information
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On the inactivity timeout

The inactivity timeout is a security feature. If the user does not interact with GUI at the specified interval, GUI will force the user to
re-enter his password before any further operations are allowed. After the password is successfully entered, the user can continue
working.

@000 0000000000000000000000000000000000000 @0 0000000000000 0000000000000000000000000000 ee0000000000 e

(.:j Note

Support varies depending on the operation management product. For details, refer to the manual of each product.

4.3.3 Primary management server

Set the | P address of the primary management server.

Figure 4.6 System environment (Primary server) screen
& Environment settines =100 ]
(User emronment | Systom environment | Node emvironment|

Display setting

Primary server
Log & Inactivity timeout

Primary server | IPAddress: [10  [.20 [.30 |40 |
Secondary server

Client URL: hittpstf 1020 30 40 HEE
Manitaring node

Login log
Cperation log
Event log
Servertrace log

Manitoring node trace log

OK Cancel Help

Java Spplet Window

Primary server
Enter the | P address of the primary management server. For example, enter "10," "20," "30," "40" for the IP address "10.20.30.40".

Enter the |P address designated to mip ("I P address/ host name for identifying own host ") on the primary management server. (Enter
the | P address assigned to host name when the host name is designated.) For the mip setup method, refer to "4.4.1 |P address / Host
name".
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The displayed URL cannot be modified. Also, the current URL of the primary management server is displayed.

4.3.4 Secondary management server

Set the |P address of the secondary management server.

Figure 4.7 System environment screen (when the secondary management server automatic migration is selected)

Environment settings

Display setting

Log & Inactivity timeaout
Primary server
Secondaryserer
Client

Monitaring node

Login log

Cperation log

Event log

Servertrace log

Manitaring node trace log
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Figure 4.8 System environment screen (when the secondary management server automatic migration is not
selected)

& Environment settings _|_|- m| il
(User emvironment | Syster environment | Node environment

Display setting Secondary management server automatic migration

Log & Inactivity timeout

Frirmary semer

Y ' Yes
Secondary semer &
Ho

Client

Maonitoring node

Lagin lag

Secondary server
Cperation log i
Event log
IPaddress: 10 |20 [.s0  |.f40 |
Servertrace log
Monitaring node trace log
URL: http:ii [10.20.30.40 HEE
OK Cancel Help

Java fpplet Window

Secondary management server automatic migration

Specify whether or not the secondary management server automatic migration is selected. When "Yes' is selected, the [Management
server group address] setting is available. When "No" is selected, the [ Secondary management server] setting is available.

Management server group address

Set the Multicast address or broadcast address including the potential management server that is automatically selected from the
secondary management server.

Secondary server

Enter the | P address of the secondary management server. For example, enter "10," "20," "30," "40" for the P address "10.20.30.40".
The URL of the secondary management server that is currently set is displayed.

Enter the IP address designated to mip ("IP address / host name for identifying own host ") on the secondary management server.
(Enter the | P address assigned to host name when the host name is designated.) For the mip setup method, refer to "4.4.1 |P address/
Host name".

L:j Note

Whenever possible, set amulticast address for the management server group address. If the | P address of the primary management server
is"10.20.30.40," change "10" to "231" to make the management server group address to "231.20.30.40."



4.3.5 Client

Set the connection monitoring time between the client server and the management server, and display the automatic connection to the
management server.

Figure 4.9 Screen environment (Client) screen

& Enwvironment zettings _ IEll ﬂ
User emironment | System erviranment | Node environment.

Display setting Client - management server connection time

Log & Inactivity timeout

Frirnary server Time {sec): |1':'

Secondary server

Client 5 | =& ' 60

Manitaring node

Login log
) Automatic connection with management server
Cperation log

Event log
Servertrace log ) Yes
Monitoring node trace log {® No
OK Cancel Help

Java Spplet Window

Client - management server connection time

Enter theinterval (from 5 to 60 seconds) in the text field and press [Enter], or set the interval by moving the bar (slider) to the left or
right.

Automatic connection with management server

This parameter isinvalid in this version.

4.3.6 Monitoring node

Set the connection monitoring time between the monitoring node and the management server and the reconnection interval as described
below.




Figure 4.10 System environment (Monitoring node) screen

& Environment settings P ] 4
(User emironment | System emvironment [[Node emvironment

Display setting Management server - monitoring node connection time

Log & Inactivity timeout

Primary server Time (sec): |1':I

Secondary semer

Client 5 | = ' 60

Maonitoring node

Lagin lag
Reconnection interval
Cperation log

Event log Tirne {sec): |3':'

Servertrace log

Monitoring node trace log 5 :l:‘ )
| L T L L L Y Y Y Y (O Y (L |

Joo

OK Cancel Help

Java fpplet Window

Management server - monitoring node connection time

Enter theinterva (from 5 to 60 seconds) in the text field and press [Enter], or set the interval by moving the bar (slider) to the left or
right.

Reconnection interval

Enter theinterval (from 5 to 300 seconds) in the text field and press [Enter], or set the interval by moving the bar (slider) to the left or
right.

4.3.7 Login log

Set the size and number of login log files for the management server as described below.




Figure 4.11 System environment (Login log) screen

& Environment settings _|_|- m| il
(User emaronment | System emvironment |[Node environment

Display setting Size of login log file

Log & Inactivity timeout

Prirary server Size of file (KBytes): |1UU

Secondary semer
Client 50 | = " 500

Maonitoring node

Lagin lag

- Humber of login log files
Cperation log

Event log Humber of files: 2
Servertrace log
Monitaring node trace log 2 C ' 10
fTvpvpvprp e rp e
OK Cancel Help

Java fpplet Window

Size of login log file
Enter the file size (from 50 to 500 KB) in the text field and press [Enter], or set the size by moving the bar (slider) to the left or right.
Number of login log files

Enter the number of files (from 2 to 10) in the text field and press [Enter], or set the number by moving the bar (slider) to the left or
right.

4.3.8 Operation log

Set the size and number of operation log files for the management server as described below.
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Figure 4.12 System environment (Operation log) screen

& Environment settings _|_|- m| il
(User emaronment | System emvironment |[Node environment

Display setting Size of operation log file

Log & Inactivity timeout

Prirary server Size of file (KBytes): |1UU

Secondary semer
Client 50 | = " 500

Maonitoring node

Lagin lag

- Humber of operation log files
Cperation log

Event log Humber of files: 5
Servertrace log
Monitaring node trace log L {1} ' 10
fTvpvpvprp e rp e
OK Cancel Help

Java fpplet Window

Size of operation log file
Enter the file size (from 50 to 500 KB) in the text field and press [Enter], or set the size by moving the bar (slider) to the left or right.
Number of operation log files

Enter the number of files (from 2 to 10) in the text field and press [Enter], or set the number by moving the bar (slider) to the left or
right.

4.3.9 Event log

The following parameters are valid only if the operation management products like PRIMECLUSTER supporting event notification from
amonitoring node are installed.

The size and number of event log files to be stacked in the management server are set up.
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Figure 4.13 System environment (Event log) screen

& Environment settings _|_|- m| il
(User emaronment | System emvironment |[Node environment

Display setting Size of event log file

Log & Inactivity timeout

Prirary server Size of file (KBytes): |1UU

Secondary semer
Client 50 | = " 500

Maonitoring node

Lagin lag
) Humber of event log files
Cperation log

Event log Humber of files: 2
Servertrace log
Monitaring node trace log 2 C ' 10
fTvpvpvprp e rp e
OK Cancel Help

Java fpplet Window

Size of event log file
Enter the file size (from 50 to 500 KB) in the text field and press [Enter], or set the size by moving the bar (slider) to the left or right.
Number of event log files

Enter the number of files (from 2 to 10) in the text field and press [Enter], or set the number by moving the bar (slider) to the left or
right.

4.3.10 Server trace log

Set the size and number of management server trace log files, and whether to collect a management server detailed trace log as described
below.




Figure 4.14 System environment (Server trace log) screen

& Environment settings _|_|- m| il
(User emironment | System emvironment [[Node emvironment

Display setting Size of management server trace log file

Log & Inactivity timeout

Prirary server Size of file (KBytes): |2':”3|

Secondary semer

Client 50 | =2 ' 1000

Maonitoring node

Lagin lag
) Humber of management server trace log files
Cperation log

Ewvent log Mumber of files: 5
Server trace log

Monitaring node trace log

10

T T T R O A I A R O S B B A |

Management server detailed trace log

® Yes
' Mo

OK Cancel Help

Java fpplet Window

Size of management server trace log file
Enter thefile size (from 50 to 1000 KB) in the text field and press [Enter], or set the size by moving the bar (slider) to the left or right.
Number of management server trace log files

Enter the number of files (from 2 to 10) in the text field and press [Enter], or set the number by moving the bar (slider) to the left or
right.

Management server detailed trace log

Select whether to collect a management server detailed trace log.

4.3.11 Monitoring node trace log

Set the size and number of node trace log files, and whether to collect a node detailed trace log as described below.
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Figure 4.15 System environment (Monitoring node trace log) screen

& Environment settings i =100 %]
(User emaronment | System emvironment |[Node environment

Display setting Size of monitoring node trace log file

Log & Inactivity timeout

Prirary server Size of file (KBytes): |2':”3|

Secondary semer
Client 50 I — " 1000

Maonitoring node

Lagin lag -
) Humber of monitoring node trace log files
Cperation log

Ewvent log Mumber of files: 5
Servertrace log

Monitoring node trace log 2 I L I

Monitoring node detailed trace log

® Yes
' Mo

OK Cancel Help

Java fpplet Window

Size of monitoring node trace log file
Enter thefile size (from 50 to 1000 KB) in the text field and press [Enter], or set the size by moving the bar (slider) to the left or right.
Number of monitoring node trace log files

Enter the number of files (from 2 to 10) in the text field and press [Enter], or set the number by moving the bar (slider) to the left or
right.

Monitoring node detailed trace log

Select whether to collect a monitoring node detailed trace log.

4.4 Node environment

Target users

Users who belong to the Web-Based Admin View administrator group

Table 4.3 List of node environment settings items
Iltem Usage Default value

IP address/ Host namefor | Set up when modifying mip (the IP addressor | The IP address, which is

identifying own host the host name for identifying own host) on the | assigned to the displayed
management server or the monitoring nodefor | node name as aresult of
the environment settings. This P addressis executing "uname -n"
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Item Usage Default value

used for communication among management
servers and monitoring nodes.

IP address/ Host name of If themonitoring nodefor environment settings | The IP address, whichis

the WWW server isamanagement server, httpip (the IP address | assigned to the displayed
or the host name that is set for the clients) is node name as aresult of
displayed. executing "uname -n"
Thedisplayed | P address/ host name cannot be
modified on the GUI screen. For modification,
refer to"7.5 Multi-network between server and
client by classified use".

Object of secondary Specify whether the monitoring nodeis Yes

management server
automatic migration

automatically selected as the secondary
management server when 7.4 Secondary
management server automatic migration™ isset.

& Note

From [Node], select a management server or node, and then set up respectively.

When setting the operation environment, exit all other applications of Web-Based Admin View first.

When the node environment settings items are modified, Web-Based Admin View of the monitoring node is restarted to enable the
settings.

The node environment is available only when the environment settings is activated in the primary management server.

4.4.1 IP address / Host name
Set up and display the mip (1P address or host name for identifying own host) and the httpip (IP address or host name of WWW server).
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Figure 4.16 Node environment (IP address / Host nhame) screen

& Erveironment g5 ;lgl il

|User emvironment | System enironment | Node erironment |

IP address f Host name for identifying own host

Hame: |10.20.30.40

IF addressiHost name

Server environment

IP address / Host name of WAWWW server

Hame; |10.20.20.40

OK Cancel Help

Java fpplet Window

IP address / Host name for identifying own host

Enter the mip (the I P address or the host name for identifying own host) value on the management server or monitoring node selected
as[Node]. ThisIP addressis used for communication between the management servers and the monitoring nodes.

Theinitial valueis set to the IP address, which is assigned to the displayed node name as a result of executing "uname -n."

IP address / Host name of WWW server

If the monitoring node selected as[Node] is used as a management server, the system displays the httpip (the IP address or host name
of the client) value.

Theinitial valueis set to the IP address, which is assigned to the displayed node name as aresult of executing "uname -n."

g:j Note

If the | P address or host name for identifying own host is not designated, the environment settings screen cannot be closed.

4.4.2 Server environment

Set whether the server should be a selection target for the secondary management server.
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Figure 4.17 Node environment(Server environment) screen

& Ervironmer inEs _|_|- m| il
(User enviranment | System environment | Node environment
Ohject of secondary management server automatic migration
(% Yaos
IP addressiHost name 7 No
Server environment
OK Cancel Help

Java fpplet Window

Object of secondary management server automatic migration

Specify whether the monitoring node selected as [Nodg] is to be automatically singled out as the secondary management server. The
initial valueis"Yes."

4.5 Reference and modification by command

The Web-Based Admin View administers setting items as environment variables.

These environment variables can be referred or modified by executing acommand on a management server and monitoring node as well
as on the Environment setup screen.

45.1 Environment variable

Web-Based Admin View internally administersis corresponding to which parameter that can be referred and modified on the Environment
settings screen.

Table 4.4 Operation environment variable list

Attribute Environment Setting value Description
variable

usr |ook-and-feel Metal ,CDE/Motif,Windows,Any Look & Fesdl

usr locale japanese, english Language
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Attribute Environment Setting value Description
variable

usr c-tlog-debug on, off Client detailed trace log

usr out-time nnnn (min: 10, max:60) minute Inactivity timeout interval

sys primary-server nnnN.nNnN.ANN.1NnM IP address of Primary server

sys secondary-server nnnN.nnnN.NNN.ANN IP address of Secondary server

sys keep-time nnnn(min: 5, max: 60) second Client - management server
connection time

sys health-time nnnn (min: 5, max: 60) second Management server - monitoring
node connection time

sys retry-time nnnn(min: 5, max: 300) second Reconnection interval

sys s-llog-vol nnnn (min: 50, max: 500) Kbyte Size of login log file

sys s-llog-num nnnn(min: 2, max: 10) Number of login log files

sys s-olog-vol nnnn (min: 50, max: 500) Kbyte Size of operation log file

sys s-olog-num nnnn(min: 2, max: 10) Number of operation log files

sys s-elog-vol nnnn(min: 50, max: 500) Kbyte Size of event log file

sys s-elog-num nnnn(min: 2, max: 10) Number of event log files

sys s-tlog-vol nnnn(min: 50, max: 1000) Kbyte Size of management server tracelog
file

Sys stlog-num nnnn(min: 2, max: 10) Number of management server trace
log files

sys stlog-debug on, off Management server detailed tracelog

sys n-tlog-vol nnnn (min: 50, max: 1000) Kbyte Size of monitoring node trace log file

sys n-tlog-num nnnn(min: 2, max: 10) Number of monitoring nodetracelog
files

sys n-tlog-debug on, off Monitoring node detailed trace log

sys group-addr nnnN.nNnN.ANN.ANN Management server group address

sys server-ha on, off Secondary management server
automatic migration

sys lang Cja Language environment in which
Web-Based Admin View operates.
C: Operatesin English.
ja Operatesin Japanese.

local mip nnNnN.nnnN.NNN.ANN IPaddress/ Host namefor identifying
own host
(Information to communicate
between the management serversand
the monitoring nodes)

local httpip nnnN.nnNnN.ANN.nn IP address/ Host hame of WWW
server

local server-election on, off Object of secondary management
server automatic migration

nnnn. positive number,

nnr. positive number (min: 0, max: 255)




Qn Note

- The specified setting value is not checked by the wvSetparam. Be awar e that the setting value is proper and correct (within avalid
value) in case of setup or modification.

- Web-Based Admin View is not alowed to be started if "255.255.255.255" or any value outside the specified range is set for
nnn.nnNn.ann.nnn

4.5.2 Environment variable reference

To refer to environment variables, execute the following command from the management server or monitoring node:
wvGetparam <environment variables>
The environment variable corresponding to the specified variable is displayed in the following format:
Display format :
<Attribute>:< Environment variable name> <Value>
When this variable <environment variables>is eliminated, the information related to all variablesis displayed in the format above.
EXAMPLES :
1. Accessing the primary management server
# letc/opt/FISVwvbg/etc/bin/wvGetparam primary-server
sys.primary-server 10.20.30.40
2. Specifying an inappropriate variable
The following message appears.

"No such key <specified environment variable>"

45.3 Environment variable modification

To change an environment variable, execute the following command on the host:

wvSetparam <environment-variable> <setting-value>
The specified value is set to the variable "environment variable". When executed, the modified value is displayed in the following format:
Display format:
<Attribute>:< Environment variable name> <Value>
EXAMPLES:
When changing the | P address 10.20.30.41 of a primary management server
1. Stop Web-Based Admin View on al the management servers and monitored nodes.
Refer to "6.1 Stop".
2. Modify settings.
# letclopt/FISVwvbsg/etc/bin/wvSetparam primary-server 10.20.30.41
sys.primary-server 10.20.30.41
3. Restart Web-Based Admin View.
Refer to "6.2 Restart".
If there's no operation environment variablesidentifying with the specified <ervironment-variable>, the following error message appears:

"No such key <specified environment variable>"
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Q)] Note
- The specified setting value is not checked by the wvSetparam. When setting or modifying, be awar e that the setting value is proper
and correct (within avalid value).

For the effective range of the setting value, refer to "4.5.1 Environment variable".

- To change the operating environment variables that include "sys" for attributes, set the same value on all the management servers and
monitored nodes after stopping Web-Based Admin View on all the management servers and monitored nodes

- After modifications are made, restart Web-Based Admin View. Refer to "6.2 Restart".
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IChapter 5 Web-Based Admin View log reference

Target users

Users who belong to the Web-Based Admin View administrator group

5.1 Log type

The two types of log files are described below.

Login log file
To save records of al logins and logouts session to the Web-Based Admin View.
Login: The beginning of each client session where the user authenticates themselves to the system.
Logout: The termination of aclient session.

Operation log file

To save records of operationsin the Web-Based Admin View GUI screen.

5.2 Log file display

This chapter describes the method of displaying log files.

Login log and Operation log can be referred to on alogging view screen.

5.2.1 Logging view startup

Start the logging view as described bel ow.
Target users: Users who belong to the Web-Based Admin View administrator group
- Select [Web-Based Admin View tools] on the menu of the Web-Based Admin View screen.

Figure 5.1 Web-Based Admin View screen

Server: !Frimaryl 10.20.30.40 !JSecundaryl 10.20.30.41

-
BEBERIVIE CEUSTERYSN

59 Global Cluster Services

Logourt HodeList Yersion

\Web-Based AdminView,

¥ Global Disk Senices

5 wieb-Based Admin View tools

|
|
3 Global File Services |
I
I

3 manual

- _INC "

FE Machine Administration |

59 Carnrmon |
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- Select < Logging view > on the [Web-Based Admin View tools] menu.

Figure 5.2 Web-Based Admin View screen (Web-Based Admin View tools menu)

Server : tFrimaryI 10.20.30.40 t]Secundaryl 10.20.30.41

Web-Based Admin YWiew tools

Logout HodeList Yersion

3 Logoing view |

| \Web-Based Admin View

‘ﬁ' Environment settings

The logging view screen is displayed.

5.2.2 Login log

Select [Login log] on the logging view screen. The <Login log> screen is displayed.

The usage of login log is described as following:
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Narrowing down the login log

Figure 5.3 Logging view screen (Setup screen for login log display)

& Logging wigwm
Yiew Help

=10 %]

Login log

View range

Starttime: (2002 || ¥ |7 i |30 D 18 h |54 m

End time: (2002 ¥ |7 i |30 D 18 h |54 m

Search

User name:

Keyword:

Show

Tirme lger name Messange

Status:l

Hext

| Java Applet Window

Start time

Input time when the log was started (Specify with "yyyy Y mm M dd D hh H mm M" format).

End time

Input time when the log was completed (Specify with "yyyy Y mm M dd D hh H mm M" format).

User name

Input one user name. If not specified, all users are the object.
Keyword

Input details to further narrow down. The keyword is valid in the message contents.
Select < Show > after specifying the conditions to display the login log.

When there are more than 200 lines to be shown at one time, select <Next> to see the further logs.
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Referring to login log

Figure 5.4 Logging view screen (Login log display screen)

& Logging wigwm _I_I- m| EI
Yiew Help
Login log
View range
Starttime: 2002 (S0 ¥ (7 [Z{M (30 2{D 18| | h [54] | m
Endtime: (2002 | =/¥ |7 1M (300 21D |18 "1 h [54] =1 m
Search
User name:
K ord:
e Show
Tirme llzer name Messange
2002.071817:481:45 root login :Success Sid=1From 192168246 62 -
2002.07.1818:25:594 root login :Success Sid=2 From 192168246 62
2002071813:41:28 root login :Success Sid=1 From 192 168.246.62
2002.071819:52:03 root login :Success Sid=1From 192168246 62
20020718 20:10:34 root login :Success Sid=1From 192168246 62
20020718 20:26:26 root login :Success Sid=1From 192168246 62
2002.07.18 22:52:00 root logoutAhorted Sid = 1, link down while 104 sec.
2002.071910:81:12 root login :Success Sid=1From 192168246 62
2002.071911:09:17 root login :Success Sid=1From 192168246 62
2002.07.1913:49:10 root logaoutAhorted Sid = 1, link down while 108 sec.
2002.07.1913:49:5849 root login :Success Sid=2 From 192.168.246.90
200207191386:32 oot logoutAharted :Sid = 2, link down while 105 sec. |
2002 N7191419°02 ront Inoin “Snccess Sid =1 From 192 168 246 £ >
Status:Pune. Mext

| Java Applet Window

The system shows the following items:
Time
Shows the times and dates of login and logout inthe [YYYY.MM.DD.hh.mm.ss] format.
User name
Shows the name of login/logout user.
Message

Showsiif you are logged in or logged out.

(.:{] Note

Since the log display cannot be returned to a previous screen, narrow down the search conditions, or reselect the <Show> button.

When there are more than 200 lines to be shown at one time, select <Next> to see the further logs.
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5.2.3 Operation log

Select the [Operation log] tab on the logging view screen. The <Operation log> screen is displayed.

The usage of operation log is described as following:

Narrowing down the operation log

Figure 5.5 Logging view screen (Setup screen of operation log)

& Logeing wiew =10l x|

Yiew Help

ﬁ Operation log |

Yiew range

Starttime: (2002 (S( ¥ |7 m |30 D 18 h |54 m

End time: (2002 ¥ |7 i |30 D 18 h |54 m

Search

User name: |

Keyword:

Show

Time | User name Message

Status:l Hext

| Java Applet Window

Specify which operation log should be displayed.
Start time

Input time when the log was started (Specify with "yyyy Y mm M dd D hh H mm M" format).
End time

Input time when the log was completed (Specify with "yyyy Y mm M dd D hh H mm M" format).
User name

Input one user name. If not specified, all users are the object.
Keyword

Input details to further narrow down. The keyword is valid in the message contents.
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Select the < Show > button after specifying the conditions to display the operation log.

When there are more than 200 lines to be shown at one time, select <Next> to see the further logs.

Referring to operation log

Figure 5.6 Logging view screen (Operation log display screen)

& Logging wigwm _I_I- m| EI
Yiew Help
ﬁ Operation log |
Yiew range
Starttime: 2002 | =/¥ |7 [ZIM (30[ 21D [18] "1 h [54] "1 m
Endtime: (2002 | =/¥ |7 [Z1M (300 21D |18 "1 h [54] =1 m
Search
User name:
K ord:
e Show
Tirme lger name Messange
2002.071817:481:54 root [MZonfigSenerimpl. stantCaonfig -
2002.071817:481:54 root [Z]ConfinSenerimpl.checkhutes
2002.071817:81:594 roat [210k
2002.071817:81:594 roat [1IMNG - CRM
2002.071817:481:47 root [AlZonfinSenerimpl. apDestroy
2002.071817:81:47 root [3]0kK
2002.071817:5216 root [4]zADM S15: Set clustername: siscommand foptfSMAanTSMAWCThinscf...
2002.071817:5216 root [d]zAdm, 515: Command completed successfully.
2002.071817:5216 root [A]zADM S15: Retrieving service list siscommand sysService
2002071817:52:18 root [B]CAdm, 512 Command completed successiully,
2002.071817:52:24 root [B]ClusterResourceManagerserverimpl. CbtvSMinit
2002.071817:62:24 roat [B]MG |
N0 N7 18175255 ront [CADM CF- | nading driver cfconfi -1 >
Status:rﬂress 'Hext" hutton, show more records. Hext

| Java Applet Window

Time

Shows the times and dates of user operationsin [YYYY.MM.DD.hh.mm.ss] format.
User name

Shows the user name.
Message

Shows user operation contents and resullts.

(.:j Note

Since the log display cannot be returned to a previous screen, narrow down the search conditions, or reselect the <Show> button.
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Part 4 Web-Based Admin View operating
setup

This part provides operating instructions (e.g. stop, restart) and setup modification procedures for Web-Based Admin View.

Chapter 6 Web-Based Admin View operating iNStrUCHION. ..........ciiiiiiiiiiieiiiee e 64

Chapter 7 Web-Based Admin View setup MOdifiCatiON............cuviiiriiieiiiiie e 66
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IChapter 6 Web-Based Admin View operating instruction

In order to display the GUI screen on the client, Web-Based Admin View needs to be active. However, it requires no extra handling for
startup since it is automatically started on the management server or monitoring node during system reboot.

This part gives a description of the following operating instructions:
- Stop or restart of Web-Based Admin View

When modifying the settings for the management server and the monitoring node, it might be necessary to stop and restart Web-Based
Admin View.

- Setup conditions of installing scripts for Web-Based Admin View
Thisis used to set whether or not Web-Based Admin View should be automatically activated during system startup.

6.1 Stop

The Web-Based Admin View is automatically started on the management server or monitoring node during system startup. No special
operation is required to start or stop it.

If the Web-Based Admin View has to be stopped for some reason such as setup modification of management server or monitoring node,
take the following steps with system administrator authority.

1. #/etc/init.d/fjsvwvenf stop

2. #/etclinit.d/fjsvwvbs stop

Qn Note

- Beawarethe Web-Based Admin View screen on the client is closed when stopping the operation. If the service stops while the Web-
Based Admin View screen is active, the following message might be displayed: "0007 Management server session disconnected. Do
you want to try to re-connect working Management Server?'

- With the 2-tier architecture model in which the monitoring node acts as a management server, Web-Based Admin View on the
monitoring node is automatically shut down.

- If Web-Based Admin View is not shut down for some reasons, use the command in "6.2 Restart” to restart it. Then, terminate the
operation again.

6.2 Restart

In order to display the GUI screen on the client, Web-Based Admin View needs to be active. However, it requires no extra handling for
startup sinceit is automatically started on the management server or monitoring node during system startup.

If Web-Based Admin View has to be stopped for some reason such as setup modification of management server or monitoring node,
execute two commands with system administrator authority as shown in the procedure below.

1. #/etc/opt/FISVwvbs/etc/bin/wvCntl restart

2. # letclinit.d/fjsvwvenf restart

gn Note

- Beaware that the Web-Based Admin View screen is closed on al clients when restarting. If you change the settings while the Web-
Based Admin View screen is active, the following message might be displayed: "0007 Management server session disconnected. Do
you want to try to re-connect working Management Server?'

- With the 2-tier architecture model in which the monitoring node acts as a management server, Web-Based Admin View on the
monitoring node is restarted.



- Besureto restart Web-Admin View after the following operations.
- Modification of the http port number or RMI port number
- Modification of the management server
- Modification of the Java environment
- Maodification of the network address used by a Web-Based Admin View
- Modification of the environment variable by executing a command
- Modification of the secondary management server automatic migration

- Modification of the connections to an active management server

6.3 Setup operating conditions

Execute the following command on the node to set up whether or not Web-Based Admin View should be automatically activated during
system startup.

Be sure to apply this setup aslong as any operation management view (GUI) is not used.

[Setting to disable WWW server for Admin View and Web-Based Admin View]
# [etc/opt/FISV wvbs/etc/bin/wvrescript uninstall
[Settings to automatically activate WWW Server for Admin View and Web-Based Admin View during system startup]

# [etc/opt/FISV wvbs/etc/bin/wvrescript install

The following separate setup for WWW Server for Admin View or Web-Based Admin View isalso available:
- Toautomatically start Web-Based Admin View during system startup
# letc/opt/FISVwvbg/etc/bin/wvr cscript install FISVwvbs
- Tonot start Web-Based Admin View during system startup
# letc/opt/FISVwvbs/etc/bin/wvr cscript uninstall FISVwvbs
- Toautomatically start WWW Server for Admin View
# letclopt/FISVwvbs/etc/bin/wvr cseript install FISVwvenf
- To prevent the use of the WWW server for Admin function during system startup
# letc/opt/FISVwvbs/etc/bin/wvr cseript uninstall FISVwvenf

Note that if this setup is applied, neither machine management nor the operation management view provided by PRIMECLUSTER will
be available.
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IChapter 7 Web-Based Admin View setup modification

This chapter explains the following procedures to modify the initial setup and configuration.

Modifying the network address used by a Web-Based Admin View
Modifying the port number of the network service

Changing the management server

Modifying the operation of the secondary management server

Modifying the network environment in the management server

7.1 Network address

The IP address used for Web-Based Admin View is set to the IP address, which is assigned to the displayed node name as a result of
executing "uname -n" at it'sinstallation.

There are following two purposes:

The IP address or host name for identifying own host (mip)
Thisis used for communication among management servers and monitoring nodes.
The |P address used for aclient (httpip)

WWW server's | P addresses or host name.

Normally, these IP addresses are identical. If you need to modify the network environment to multi-network between server and client by
classified use, set up the I P address respectively. For the detail, refer to 7.5 Multi-network between server and client by classified use".

Take the following steps to modify these IP addresses:

1. Stop Web-Based Admin View running on the management server or monitoring node.

Refer to "6.1 Stop".

2. Set up IP address.

Execute the following command:

# letc/opt/FISVwvbg/etc/bin/wvSetparam mip </P address for identifying own host>

# /etclopt/FISVwvbsg/etc/bin/wvSetparam httpip </P address used for client>

For example, if you need to change the </P addlress for identifying own host> to "100.100.100.100", execute the following:
# /etc/opt/FISVwvbg/etc/bin/wvSetparam mip 100.100.100.100

Similarly, if you need to change the </P address used for client> to "100.100.100.100", execute the following:

# letc/lopt/FISVwvbg/etc/bin/wvSetparam httpip 100.100.100.100

3. Change a management server.

If the modified monitoring node acts as a management server, modify the management server settings. Refer to "7.3 Management
server'.

4. Restart Web-Based Admin View on the management server or monitoring node on which the IP address is changed.

Refer to "6.2 Restart".

& Note

<IP address used for client> might not be required to modify when <IP address for identifying own host> and <IP address used for client>
is different. httpip is described<IP address used for client>, mip is described <IP address for identifying own host>.
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7.2 Network service port number

Web-Based Admin View uses the following system resources and bundled software package

- Port number for the http protocol
- Port number for Java RMI
- Javaoperation environment bundled with Solaris OS

If Web-Based Admin View does not operate normally, or when such system resources are competing with other products, change port
numbers.

7.2.1 http port number

The default port number to access to a management server from the client Web browser is"8081."

To modify the setup, execute the following command for all management servers and monitoring nodes:
# letc/opt/FISVwvbg/etc/bin/wvSetport fjwv-h=<port number>
To confirm the current port number, execute the following command for all management servers and monitoring nodes.

# letc/opt/FISVwvbg/etc/bin/wvSetport fjwv-h

L:n Note

- Modifications should be made in a single user mode.

- For Solaris OS, port numbers are controlled by the service name "fjwv-h" in the "/etc/inet/services' file on all management servers
and monitoring nodes.

- For Linux(R), port numbers are controlled by the service name "fjwv-h" in the "/etc/services' file.
- When using the products such as InfoProxy, InfoSearcher, InfoDispatcher, and Safeauthor, be sure to change the port numbers.

- If aURL isregistered as a bookmark, change the URL port number.

7.2.2 RMI port number

Web-Based Admin View usesfour service port numbers, 9396, 9397, 9398, and 9399, in order to use the RMI programming model of the
Java platform.

In Linux, four service port numbers of 9796, 9797, 9798, and 9799.
If the port numbers are the same as the numbers used for another product, change the numbers.

Be aware that there's no client running Web-Based admin View first, and then execute the following command on all management servers
and monitoring nodes.

# letclopt/FISVwvbsletc/bin/wvSetport { fjwv_c=<port number> | fjwv_n=<port number> | fijwv_s=<port number> | fjwv_g=<port
number>}

To check the current port number, execute the following command;

# letc/opt/FISVwvbg/etc/bin/wvSetport fijwv_c fjwv_n fiwv_sfjwv_g

Qn Note

- Modifications should be made in a single user mode.

- For Solaris OS, port numbers are controlled by the service name "fjwv_c","fjwv_n", "fjwv_s" and "fjwv_s" in the "/etc/inet/services’
fileon all nodes.

- For Linux(R), port numbers are controlled by the service name "fjwv_c", "fjwv_n", "fjwv_s" and "fjwv_s" in the "/etc/services' file
on all nodes.
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- Moaodification should be done for all management servers and monitoring nodes. The port number corresponding to each service name
needs to be set to the same value among those nodes.

ﬂ Information

7.2.3 JavaVM run time environment

For Solaris OS
Web-Based Admin View uses the JavaVM run time environment attached in PRIMECLUSTER.

If unbundled packagein PRIMECLUSTER isused, execute the following command on each management server and monitoring node.
This operation is reset the Java environment library again.Be sure that the package includes the Java command when replacing the
Java environment.

1. Stop Web-Based Admin View on al the management servers and monitored nodes.
Refer to "6.1 Stop".

2. Modify the Java operation environment.
# letc/opt/FISVwvbg/etc/bin/wvSetparam java_home <JDK install directory>
<JDK installation directory>: The directory where JDK or JRE isinstalled.

For example, if JIDK1.2.2 isinstalled in the directory /opt/local/jdk1.2.2, execute the following since <JDK install directory>
is/opt/local/jdk1.2.2:

# letc/opt/FISVwvbg/etc/bin/wvSetparam java_home /opt/local/jdk1.2.2
3. Restart Web-Based Admin View on all the management servers and monitored nodes.
Refer to "6.2 Restart".

2 See

© 0000000000000 00000000000000000000000000000000000000000000000000COCOCOCOCOCOCOCOC0C0COCOCOCOCOCCOCO0CO0CO0CIOCIOCOCEOCTETE

If this command fails, refer to " Symptom 10" in "Appendix B Troubleshooting".

© 0000000000000 000000000000000000000000000000000000000000C0COC0OCOCOCOCOCOCOCOCOCOCCOCOCCOCO0C0C0C0COCCCOCOCOCO0CO0CO0CIO0CIOCIOCEOLS

E) Point

© 0000000000000 000000000000000000000000000000000O0COC0COCOCOCOCOCOCOCOCOCOCOCOCO00COC0C00000000000000000000000000000

/usr/javal.l does not work.

Check the version of operating JDK and set up. Refer to "2.1 Operation Environment".

© 0 0000000000000 000000000000000000000000000000000000O0O0C0C0COCOCOCOCOCOCOCOCOC000C0C00C0C0C0000000000000000000000

For Linux(R)
Web-Based Admin View uses the Java environment attached in PRIMECLUSTER.

7.3 Management server

When the management server and the network address used on this management server have to be changed, be sureto set up thefollowing:

There are two types of method: to set up by executing a command on each management server or monitoring node, or to set up from the
environment setup screen.
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ﬂ Information

These settings are made in a static operation mode where primary and secondary management servers are fixed. For the setup of dynamic
operation of the secondary management server, refer to 7.4 Secondary management server automatic migration™.

Setup by command
Procedure:

1. Stop Web-Based Admin View on all the management servers and monitored nodes.
Refer to "6.1 Stop".

2. Set up the |P address of the management server.
Execute the following command for all the management servers and monitoring nodes:
# letclopt/FISVwvbsg/etc/bin/wvSetparam primary-server </Paddress of primary managemernt server>
# letclopt/FISVwvbs/etc/bin/wvSetparam secondary-server </P address of secondary management server>
Example:
When the | P addresses of primary management server and secondary server are set to "10.20.30.40" and "10.20.30.41":
# letc/lopt/FISVwvbg/etc/bin/wvSetparam primary-server 10.20.30.40
# etc/lopt/FISVwvbs/etc/bin/wvSetparam secondary-server 10.20.30.41

If the primary management server isonly used for amanagement server, set the IP address of the secondary management server
for that of the primary one.

3. Change mip (IP address for identifying own host) on the management servers.

To change the network address for the management server, change mip to the I P address set up in procedure2 on the primary
and secondary management servers.

Refer to "7.1 Network address’.
4. Change httpip (IP address used for a client) on the management servers.

To change the network address for the management server, change httpip to mip or the IP address that is connected from the
client on the primary and secondary management servers.

Refer to "7.5 Multi-network between server and client by classified use”.
5. Restart Web-Based Admin View on all the management servers and monitored nodes.
Refer t0 "6.2 Restart".

Setting from the environment setup screen
Procedure:
1. Start up the Web-Based Admin View screen.
Accessto the primary management server from the Web browser.
2. Set up the IP address of the management server.

Select the [Web-Based Admin View tools]-[ System environment] tab on [Environment settings] to set up for [I P address] of the
[Primary server] property and [Secondary server] property.

If the primary management server isonly used for amanagement server, set the |P address of the secondary management server
for that of the primary one.

Notethat [|P address] of the [ Secondary server] property isnot availableif [ Secondary management server automatic migration)
issetto"Yes"
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3. On the management servers, change mip ("1P address for identifying own host").
Change mip on the primary and secondary management servers. Refer to 7.1 Network address’.
4. On the management servers, set up httpip ("IP address used for a client").

Change httpip to mip or to IP address at user's discretion. Refer to "7.5 Multi-network between server and client by classified

use'.

gn Note

The httpip value cannot be set up from the environment setup screen. Use awvSetparam command. Refer to "7.5 Multi-network
between server and client by classified use".

5. Login to the Web-Based Admin View screen, again.

When the environment setup is completed, the message "0051 In order to make the settings valid, restart Web-Based Admin
View and reconnect it. Are you sure?' appears. If you need to validate the currently chosen value, select [Yes]. Log off, and
then login the management server again. If [NO] is selected, the setup remainsinvalid.

Refer to the message "0051" of "A.4.1 Information message”.

4}1 Note

The modifications may not get valid on the environment setup screen if the monitoring nodeisinactive. In such acase, refer to " Setup
by command" above.

7.4 Secondary management server automatic migration

The following shows the setup method how a monitoring node can be automatically operated when the secondary management server is
down.

1. Prepare the address used on the network

To make this setup valid, a multicast address used on the network or a broadcast addressis required. It must be pre-assigned from
the network administrator.

2. Setup the secondary management server automatic migration
Two types of settings are available:
- executing acommand
Refer to "7.4.1 Setup by command".
- setting from the environment setup screen
Refer to "7.4.2 Setting from environment settings screen”.
3. Access method from a client to the management server

When this setup isvalid, it might not be identifiable which monitoring node is used for the secondary management server when the
client accesses to the management server. In such a case, access from aclient to the management server following the instructions
described in "7.4.3 Access method".

& Note

The monitoring node where this setup was done might be running as a secondary management server. In order to differentiate httpip ("IP
address used for aclient") from mip ("1P address for identifying own host"), set up httpip. Refer to "7.5 Multi-network between server
and client by classified use".
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7.4.1 Setup by command

Procedure:

1. Stop Web-Based Admin View on al the monitored nodes that might become the secondary management server.
Refer to "6.1 Stop".

2. Determine a potential monitoring node of the secondary management server.
Execute the following command on al the monitored nodes that might become the secondary management server:
# letclopt/FISVwvbsg/etc/bin/wvSetparam server-election on

3. Restart Web-Based Admin View on all the monitored nodes that might become the secondary management server.
Refer to "6.2 Restart"

4. Set up agroup address.
Execute the following command on the primary management server to set up a group address:
# letclopt/FISVwvbsg/etc/bin/wvSetparam group-addr <group address>

5. Set the secondary management server to the mode in which a dynamic decision is available.
Execute the following command on the primary management server:
# letc/opt/FISVwvbsg/etc/bin/wvSetparam server-haon

6. To validate the setup, restart Web-Based Admin View on al the management servers and monitored nodes.
Refer to "6.2 Restart".

.‘1 Information

When a multicast address is set to a group address, for example, the IP address of the primary management server is 10.20.30.40,
override 231.20.30.40 by changing "10" to "231."

For details of the group address information, refer to "RFC1700."

7.4.2 Setting from environment settings screen

There are methods of "Doing setup” and "Undoing setup” to set from environment settings screen.

Doing setup
Take the following steps to access to the primary management server viathe Web browser.
Procedure:
1. Determine a potential monitoring node of the secondary management server.

a. Selectthe[Nodeenvironment] tab on the environment setup screen, and sel ect apotential monitoring node of the secondary
management server from [Node].

b. Select [Server environment].
C. Set [Object of secondary management server automatic migration] to "Yes."
This setting must be selected from [Node] for al potential monitoring nodes of the secondary management server.
2. Set the secondary management server to the mode in which a dynamic decision is available.
a. Select the [System environment] tab.
b. Select "Yes' from [Secondary management server automatic migration] of the [Secondary server] property.
3. Set up agroup address.

a. Select the [System environment] tab.
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b. Set"Multicast address' or "Broadcast address' to [Management server group address] of the [ Secondary server] property.
4. Validate settings.
When settings are completed, terminate the environment setup.

Themessage, "0051 In order to makethe settingsvalid, restart Web-Based Admin View and reconnect it. Areyou sure?"' appears.
If you need to validate the currently chosen value, select [Y es]. Log off, and then login the management server again. If [No] is
selected, the setup remains invalid.

Undoing setup
To return settings, access to the primary management server from the Web browser as follows:
Procedure:
1. Set the secondary management server to the mode in which a dynamic decision is not available.
a. Select the [System environment] tab from the environment setup screen.
b. Select "No" from [Secondary management server automatic migration] of the [Secondary server] property.
2. Vadlidate settings.
When settings are completed, terminate the environment setup.

Then, the message, "0051 Do you wish to restart Web-based Admin View and login again to validate the value?' appears. If
you need to validate the value, select [Yeg]. If [NO] is selected, the setup remainsinvalid.

Qﬂ Note

The modifications done on the environment setup screen might not be effective if the monitoring node was inactive. In such a case,
refer to "7.4.1 Setup by command".

7.4.3 Access method

If you setup the secondary management server automatic migration, it might not be identifiable which monitoring node is used for the
secondary management server when the client accesses to the management server.

In such a case, describe URL to access from the client as shown below. Then, the running primary or secondary management server is
automeatically connected:

http:// <host name>: <port number>Plugin.cgi

<host name>

httpip (host name or |P address used for the client) of the primary or secondary management server.
<port number>

Enter "8081." If the port number was changed according to "7.2.1 http port number", designate the number.

& Note

When accessing from a client by using this function, the actually connected management server is not always a monitoring node or
management server designated in URL. In order to connect by designating the primary or secondary management server, click the
[Management server switching] button in the upper right of the Web-Based Admin View screen while the login screen is displayed after
accessing to an optional management server or monitoring node. For details of Management server switching button, refer to "3.5.2
Switchover of management server”.

7.5 Multi-network between server and client by classified use

Web-Based Admin View enables to set up a different httpip ("IP address used for a client") than mip ("IP address for identifying own
host").
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Normally, these IP addresses are identical. If you need to modify the network environment, take following steps to set up a separate IP
address.

Qn Note

These values (mip and httpip) are not omissible. Even in the case of not setting a different | P address that the management server opens
to clients, be sure to set up the same | P address as mip according to each setup method.

Setup by command
Take the following steps on the primary and secondary management server.
Procedure:
1. Set up the network address
Login to the primary or secondary management server to execute the following commands:

The </P address for identifying own host> val ue designates the | P address used for Web-Based Admin View on the primary or
secondary management server.

4}1 Note

When modifying the mip value, it's necessary to set the primary and secondary management servers again on all monitoring
nodes and all management servers. For the setup each of management server, refer to 7.3 Management server”.

# letc/opt/ FISV wvbg/etc/bin/wvSetparam mip </P address for identifying own host>
# letc/opt/FISV wvbs/etc/bin/wvSetparam httpip </P address used for client>

Examples:
Set up the "mip" and "httpip" on the primary management server as follows:

In the following configuration
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# /etc/opt/FISV wvbs/etc/bin/wvSetparam mip 10.20.30.40
# /etc/opt/FISV wvhbs/etc/bin/wvSetparam httpip 192.168.246.40

Client
Client access LAN
[e.g. Public Network)
192 188 2450
155,168 245 40 15652, 1468 245.41
Primary Secondary
management management
SETVET SETVEr
(Monitoring nods) (Monitoring nods)
10 20,30 40 10 20,30 41
10 20.30.0
L AL
Monitoring Monitoring IMMonitoring
node node node
(Cluster node) (Cluster node) (Cluster node)

CF Interconnects

2. After modifications, restart Web-Based Admin View. Refer to "6.2 Restart".

L2771 Note
- If the clients are deployed on the LAN (10.20.30.0 in above fig.) used for mip of the management server in this topology,
the management server needs to have routing information to transfer the communication requests for httpip to mip.

- If you need to set again the operation not to separate network on the management server by classified use, Web-Based Admin
View must be restarted after executing the following command on al management servers. Refer to "6.2 Restart".

# etc/opt/FISV wvbs/etc/bin/wvSetparam httpip </P address same as mip>

Setup from environment setup screen

Access the primary management server viathe Web browser to set up the following. Note that only mip can be set up on the environment

setup screen. When changing the IP address for the clients, refer to " Setup by command" as described above.

Procedure:

1. Designate a management server.

Select [Node environment], and then select a management server from [Node] to separate network.

2. Set the |P address or the host name.

Select [IP address/Host name] and set the network address used for Web-Based Admin View (1P address or host name) in [IP

address/Host name for identifying own host].

The setup value is mip.

3. Vadlidate settings.

After settings are completed, exit the environment setup.
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When the environment setup is terminated after modifications, the message, "0051 In order to make the settings valid, restart

Web-Based Admin View and reconnect it. Are you sure?' appears. If you need to validate the currently chosen value, select
[Yes]. Log off, and then login the management server.

Note that selecting No does not enable the management server until it is rebooted.

Ln Note

This method might not be validated if the monitoring node was not active when the setup was done. In such a case, use a command
referring to " Setup by command".
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Part 5 Download pac

kage

Setup of adownload package and operating instructions are descri

bed below.

Chapter 8 Setup of a download package and operating
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|Chapter 8 Setup of a download package and operating

Web-Based Admin View provides a screen required to download software.
This screen is provided in the Solaris OS package format.
- Packageinstallation
How the download screen package is installed on the system.
- Download screen operation

How Java(TM) 2 Runtime Environment, Standard Edition is downloaded using the download page.

8.1 Installation

The download screen is provided under the package name of FISVwvdl, and included in PRIMECLUSTER CD-ROM 1.
Installation.
1. Loginwith system administrator access privileges
#su
2. Check if volm is operating. If not, start it.
# lusr/bin/ps-€f | grep /usr/shin/volm | grep -v grep || sh /etc/init.d/volmgt start
3. Movethe current directory to the directory with the package.
# cd <CDROM 1-mountpoint>/Solaris8/productsBASE_GUI s/sparc
Normally, <CDROM 1-mountpoint>should be /cdrom/cdrom0.
4. Execute the pkgadd command.
# pkgadd -d . FISVwvdl
5. Go through the following interactive dialog.
The copyright notice above dose not evidence any actual or intended publication of such source code.
Auto Installation ?[y,n,?,q]: y
Using </opt> as the package base directory.
##Package information isin progress.

## System information isin progress.

L:n Note

Install the download package after the FISVwvhs and FISVwvenf packages are installed.

8.2 Operation

The required software can be downloaded on a client by taking the following steps:
1. Start the browser on the client.
2. Specify the following URL.
http:// <host name>: <port number>/download/index.html
<host name>

httpip (host name or | P address used for the client) of the primary or secondary management server.
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Thedefault value of httpip isset to the | P address, which isassigned to the displayed node name as aresult of executing "uname
-n."

<port number>

Enter "8081." If the port number was changed according to "7.2.1 http port number", designate the number.
Procedure:

1. Display the following download screen.

“Web-Based Admin View

Software Download

Pleass select an OF5 tvpe and click the Download button

JavaTM 2 Runtime Environment, Standard Edition Yersion 1.3.1

Infor mation: DOSTYPE
Fleaze download and install it when Web-Bazed

fdmin Yiew iz uzed

JavaTM 2 Runtime Environment, Standard Edition Version 1.4.2

Infor mation: OSTYPE
Flease download and inztall it when Web-Bazed

fdmin View iz used

2. Sdlect the OStypein the software items.

TouseWeb-Based Admin View, Java(TM) 2 Runtime Environment, Standard Edition Version 1.3.1 or Version 1.4.2 isrequired.
Select software according to your environment.

3. Click the download button.
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4. The following screen is displayed when Java(TM) 2 Runtime Environment, Standard Edition Version 1.3.1 for Windows is
selected.

It downloads, Iz it all right?
i2re=1_3 1 08-windows= i586-1exe /826607 Gbyte

o
L]
&

If clicking [Yes], the file download page is displayed

If clicking [No], the screen returnsto 1.

(_ﬂ Note

The file download page varies depending on the browser.

5. Now, Java(TM) 2 Runtime Environment, Standard Edition is downloaded.
6. Install the downloaded Java(TM) 2 Runtime Environment, Standard Edition.
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Appendix A Message

This appendix provides information on messages associated with Web-Based Admin View, and wherever possible, arecovery procedure
is provided to locate and correct the problem.

A.1 Message reference

This section explains how to refer to a message.

Message display style
Web-Based Admin View displays afollowing message dia og:

Figure A.1 Message dialog

Title
Displaj.rsl the function that ;s the message.

B Web-Baced Admin “Wiew

O o

Do you want to try to re-connect working
Management server 7

| Yig | No Detailed information

Icon

The Icon show s the type of the m essage.

P w @ =

Irformation  Warning Error  Others

ﬂ Information

Refer to message
Message dialog contains the description of function(title), type(icon), and the message number.

If you do not quite understand the meaning of a message or action, take a note of the message text or the message number, and ook up
the message in the following table:

Table A.1 Message dialog messages
Function (title) Message number Type (Icon)

0001-0044 !1/)

0001-0044 9

A.2 Web-Based Admin View message
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Function (title) Message number Type (Icon)
0045-0049 -
¢
A.3 Log reference message
0045-0049 9
0051-0059 -
¢)
. 0051-0059
A.4 Environment setup message w:l
0051-0059 9

2, See

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000COCOCOCOCOCEOCEOCE

If thetitle of the message is other than those above, the manual for each product described in the title, and then take appropriate actions.

© ©0000000000000000000000000000000000000000000O00COCOCOCOCOCIOCIOCOCOCEOCOCOC0CI0C0C0C0CI0C0COC0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0C0CCCCCOCOCEOCEECEEETS

A.2 Web-Based Admin View message

A.2.1 Information message

0020 This application cannot launch with a secondary Management Server specified. Please specify a
primary Management Server.

Corrective action

Connect to the primary management server and start this application.

0021 This application must be started up with following URL on another browser window.
Corrective action

Select [OK] to exit all running applications, and then re-access the recommended URL .

0022 Re-connect to following URL. Do you want to connect?"
Corrective action
Select Yesor No.
- Click [Yeq] to retrieve active the management server and attempt the connection.

- Click [No] to end the connection.

0023 This application must be started up with following URL on another browser window.
Corrective action
Click [Yesg] to access by the specified URL.

Reference problem
"Symptom 13" in "Troubleshooting"

A.2.2 Error message

0001 Cannot call Management server.
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Corrective action 1

In most cases, the management server might not be able to respond to the request from the client, or the response from the server might
be extremely slow. Click <OK> and call a management server again.

Corrective action 2

If the corrective action 1 does not work, the Web browser might not be operating normally. Exit the Web browser, and then, restart
the Web-Based Admin View screen, or reboot the client first.

Reference problem
"Symptom 1", "Symptom 8" in "Troubleshooting”

0003 Management server session disconnected. Do you want to re-connect?
Corrective action

When the system environment was modified in the environment setup, it is displayed in the client in which the setup was done. Take
aproper action in the followings:

- Click [Yes] to reconnect.
- Click [No] to end the connection.

- Click [Detailed information] to display error detailed information.

0004 Connection refused from Management Server. Do you want to re-connect?
Corrective action

The network failure might have occurred, the client terminal's CPU might have been overloaded, or the system time setting of the
management server might have been changed. Take a proper action in the followings:

- Click [Yes] to reconnect to another management server.

- Click [No] to end the current connection.

Reference problem
"Symptom 1" in "Troubleshooting"

0005 Cannot connect to Management. Server. Do you want to re-connect?
Corrective action
The management server may not have been started. Take a proper action in the followings:
- Click [Yes] to reconnect.
- Click [No] to end the connection.

- Click [Detailed information/ fo display error detailed information.

Reference problem

"Symptom 1", "Symptom 4" in "Troubleshooting”

0006 An error was detected in the Management Server environment setting.
Corrective action 1

The Web browser might not be operating properly. Exit the Web browser, and then, restart the Web-Based Admin View screen, or
reboot the client first.

Corrective action 2

Refer to take appropriate action while referring to the explanation of "Symptom 16" in troubleshooting to take a Corrective action.
Still, the problem is not improved, report the contents of the Java console to local Customer Support.
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Reference problem

"Symptom 16" in "Troubleshooting"

0007 Management server session disconnected. Do you want to try to re-connect working Management
Server?

Corrective action
Select one of [Yes], [No], or [Detailed information]:
- Click [Yes] to retrieve an active management server for connection.
- Click [No] to end the connection.

- Click [Detailed information] to display error detailed information.

Lﬂ Note

This message appears if no response is received from the management server. Confirm the state of the management server or the
network.

If connection is available by selecting [Y es], atemporary network load is assumed to be the cause of the disconnection.

In this case, raise the " Connection monitoring time between Client and Server" of the system environment.

Reference problem
"Symptom 2", "Symptom 15" in "Troubleshooting"

0015 Management Server will terminate. Please logout immediately.
Corrective action

The management server is terminated. Sign off Web-Based Admin View.

0016 login incorrect.
Corrective action

Enter a correct user name and password.

Reference problem
"Symptom 17" in " Troubleshooting"

0017 password incorrect.
Corrective action

Enter a correct password.

0030 Internal Error
Corrective action

An error was detected in the management server environment setting. Contact local Customer Supports

Lg Note

This error message appears on the page within the Web browser.

0031 Network Error

-83-



Corrective action

A network error hasoccurred. Restart the cluster management server and the monitored node, and then reconnect the network following
the procedures described in "6.2 Restart". Still, the problem is not improved, contact local Customer Supports.

L}T Note

This error message appears on the page within the Web browser.

0032 Login Error
Corrective action
Login wasfailed. Sign on by acorrect user ID and password.
It may occur by setting the Web browser.
Change the settings of the Web browser according to "3.1.3.1 Preparing the Web browser".

Reference problem
"Symptom 15" in " Troubleshooting"

Qﬂ Note

This error message appears on the page within the Web browser.

0033 Management server is not running.
Corrective action
Select [Reload] of the browser.

L}T Note

This error message appears on the page within the Web browser.

0040 Invalid browser
Corrective action

Web-Based Admin View cannot be started by accessing the specified URL with this Web browser. Use the Web browser which is
supported for the operation environment of Web-Based Admin View.

Qﬂ Note

This error message appears on the page within the Web browser.

0041 Old Swing is installed
Corrective action

The version of the Swing class file set in the Web browser is not correct. Set a Swing class filein the correct version.

L:n Note

This error message appears on the page within the Web browser.



0042 Swing is not installed
Corrective action

No Swing classfileis set up on the Web browser, or the version isincorrect. Set up the Swing classfile again as described in "3.1.3.2
Required for the Web Browser Environment".

4}1 Note

This error message appears on the page within the Web browser.

A.3 Log reference message

A.3.1 Information message

0045 Invalid value found at 'Start(End)' field.
Corrective action

Set the correct start and finish time.

0046 Please put the start time earlier than the end time.
Corrective action

Set the correct start and finish time.

0047 There are no records. There are no appropriate logs.
Corrective action

Reset the conditions and display information

A.3.2 Error message

0048 Read error occurred. Log information couldn't be gotten.
Corrective action

Re-select <Show> and display information.

0049 Initialize error.
Corrective action

Contact local Customer Support.

A.4 Environment setup message

A.4.1 Information message

0051 In order to make the settings valid, restart Web-Based Admin View and reconnect it. Are you sure?
Corrective action

Select [Yeg] to login again. Then, Web-Based Admin View starts automatically and outputs the message if you wish to login again
after restarting. Select [Yes).

Otherwise, select [No]. The value is not enabled.
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0052 Do you want to terminate Environment setup to make the settings valid?
Corrective action

Select [Yes] to quit environment setup and enable the setup.

Otherwise, select [No].

0053 Do you want to cancel processing?
Corrective action

Click [Yes] to cancel processing. Click [No] to stop cancellation.

0054 Do you want to terminate Environment setup?
Corrective action
Click [Yes] to exit. Otherwise, click [No].

0059 In order to make the settings valid, restart Web-Based Admin View on the changed monitoring node
and reconnect it. Are you sure?

Corrective action

Select [Yeg] to login again. Then, Web-Based Admin View starts automatically and outputs the message if you wish to login again
after restarting. Select [Yes].

Otherwise, select [No]. The value is not enabled

A.4.2 Warning message

0055 There is an error in the designation of item.
Corrective action

Enter the correct value.

0058 The Web-Based Admin View may not work correctly because of the designation of item. Do you
want to continue?

Corrective action

Click [Yes] to continue. If you do not wish to continue, click [No].

A.4.3 Error message

0056 There is a connection error. Environment setup is canceled.
Corrective action
A communication error occurred.

Check if the management server and monitoring node are working properly. If not, restart Web-Based Admin View as explained in
"6.2 Restart".

0057 There is an internal error. Environment setup is canceled.
Corrective action

Report the contents of the Java Console to local Customer Support.

-86-



Appendix B Troubleshooting

The Appendix B is directed to all kinds of users, and explains what actions to be taken in the event of Web-Based Admin View failure
for them.

B.1 Corrective action

This section explains the actions to be taken in the event of a Web-Based Admin View failure.

Be sure to check "Symptom 1" before working on each problem.

Symptom No Content of Symptom

Symptom 1 TheWeb-Based Admin View screen cannot be started. Even though it was started, the screen
is not displayed properly, or a dial og message from 0001-0005 appears.

Symptom 2 The screen is not switched when clicking the confirmation button for 0003 or 0007 dialog
message. The browser is hung up when attempting to reconnect to the management server
that was previously connected.

Symptom 3 The message "FJSVwvbs: OutOfMemoryError" may be output to the Java console screen
of the management server or monitoring node.

Symptom 4 When the browser accesses the management server, dialog message 0005 is displayed, and
the Web-Based Admin View screen and dialog message are not displayed.

Symptom 5 When the I P address of the LAN was changed, the operation of Web-Based Admin View
was disabled.

Symptom 6 With the operation management view, the monitoring node cannot be displayed in the node
list for each product.

Symptom 7 The screen is not switched when clicking the confirmation button of dialog message.

Symptom 8 It takes afew minutes to show the Web-Based Admin View screen. Even the menu is

displayed, the client gets hung up, or the dialog message 0001 appears.

Symptom 9 When aJavaPlug-inisused for the client browser, garbage dataarejumbled up or the screen
display is distorted after accessing the Web-Based Admin View screen or operation
management view of each product.

Symptom 10 Themessage"FJSVwvbs: webview.cnf abnormal” or "Node processabnormal end" isoutput
when starting up or restarting Web-Based Admin view, or starting up anode.

Symptom 11 The message "WARNING: unrelated 'httpip' property.” is output when the Web-Based
Admin View is started or restarted.

Symptom 12 The manual titleis not displayed by manual reference operation after the manual packageis
installed, or the manual title remains after the package is deleted.

Symptom 13 Thedial og message 0023 is displayed when starting the operation management product from
the Web-Based Admin View screen.

Symptom 14 The start button of the operation management product gets out of the Web-Based Admin
View screen.

Symptom 15 The 0003 or 0007 dialog message may not appear when the management server is
disconnected.

Symptom 16 The 0006 dialog message is displayed, and the Web-Based Admin View screen is not
displayed when accessing to the management server from the browser.

Symptom 17 The server is unable to login with the user ID and password, and the 0016 dialog message
is output.

Symptom 18 "PRIMECLUSTER Global File Services Configuration and Administration Guide" is not

displayed in the manual menu.
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Symptom No Content of Symptom

Symptom 19 The cluster nodeis not displayed, or an access error occurs when the operation management
screen is activated for the first time after Web-Based Admin View installation.

Symptom 20 When reading the URL of Java Plug-in by using Internet Explorer, the message "Welcome
to Web-Based Admin View" is not displayed or the dialog of " Security Warning" (If the
Java Plug-in should be installed and executed) is displayed in the Web browser.

Symptom 21 The japanese character turns into garbage or is not displayed on a screen.

Symptom 22 The message of 0032 dialog message is displayed in the Web browser when you refer the
manual or help.

Symptom 23 Web-Based Admin View or each operation management view (such as GDS operation
management view and GFS operation management view) on Web-Based Admin View
becomes unusable in process of the operation, or the connection to the management server
iscut in process of the operation.

Symptom 24 During the displaying of each operation management view (such as GDS operation
management view and GFS operation management view), if the hardware of the client
machine isreset or the network of the client machine is cut, you will become to not able to
login Web-Based Admin View after it is recovered.

Symptom 25 Monitored nodes might not be displayed on alist of nodesfor each product after the network
disconnection between the management servers and monitored nodesiis recovered.

Symptom 1: The Web-Based Admin View screen cannot be started. Even though it was started, the screen
is not displayed properly, or a dialog message from 0001-0005 appears.

No Corrective action

1 Check the followings;

- If the designated URL is correct.

- If the host name is correctly specified.

- If the environment supports Java Plug-in. (Refer t0"3.1.3 Web environment")

- If the browser type and version are the recommended ones.

2 Refer to "7.2.1 http port number" and confirm the http port number that is currently set up.

3 Check whether Web-Based Admin View is started on the management server.
Execute the ps(1) command to check whether the following processis started correctly.
[When the monitoring node acts as the management server]

wvAgent /opt/FISVwvbs
wvAgent /opt/FISVwvbs
lopt/FISVwvenf/bin/wvenfd -b XXX XXX XXX XXX -p XXXX
<java_home>/bin/java -Dwebview.htdocs=/etc/opt/FISVwvenf/htdocs/ FISVwvbs
-mx128m -Djava.security.policy=/opt/FISVwvbs/etc/.policyAp
com.fujitsu.webview.base.server.ServerMain /opt/FISVwvbs
<java_home>:Environment variable of Web-based Admin View.

[When the monitoring node does not act as the management server]
wvAgent /opt/FISVwvbs
wvAgent /opt/FISVwvbs
lopt/FISVwvenf/bin/wvenfd -b XXX XXX XXX XXX -p XXXX

If even one process is not running, take actions as described in the following action 7.

4 The browser might be hung up depending on the client OS or the browser version.
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No

Corrective action

In such a case, restart the browser and retry accessing the management server.

Refer to the installation guide for the product and make sure all the required packages are correctly
installed.

Check the proxy setting of the browser not using aproxy server. For the proxy setting, refer to "Proxy
setting” in "3.1.3.1 Preparing the Web browser".

Both the host name and corresponding | P address must be set not using a proxy server.

Check mip, httpip, and that for the management server in all nodes.
- IP address for identifying own host

# [etc/opt/FISV wvbs/etc/bin/wvGetparam mip
local:mip XXX XXX XXX XXX

- |P address used for the client

# letc/opt/FISVwvbg/etc/bin/wvGetparam httpip
local: httpip XXX.XXX.XXX.XXX

- IP address of the primary management server

# /etc/opt/FISV wvbg/etc/bin/wvGetparam primary-server
SyS:primary-server Xxx.XXX.XXX.XXX

- |P address of the secondary management server

# /etc/opt/FISV wvbs/etc/bin/wvGetparam secondary-server
sys.secondary-server XXx.XXX.XXX.XXX

If these parameters are not set up correctly, set correct addresses. Refer t0"7.1 Network address”, or
"7.3 Management server", and "7.5 Multi-network between server and client by classified use".

Take the following steps to check if Web-Based Admin View supports the Java environment:
1. Defined Java environment

# letclopt/FISVwvbs/etc/bin/wvGetparam java_home
local:java_home <path>

2. Version

Use the following version display command to check if the Java environment in the <path>
obtained by the command above is available on Web-Based Admin View:

# <patfr/bin/java-version

javaversion "X.X.X"

If other than version which has been list to "4.5.1 Environment variable", reset an appropriate Java
environment. Refer to "7.2.3 JavaVM run time environment".

Check if the specified port number has not already been used. Refer to "7.2 Network service port
number".

10

Check whether the definition file (/etc/opt/FISVwvbs/etc/webview.cnf or /etc/opt/FISVwvbs/etc/
wvlocal.cnf) of Web-Based Admin View is set up correctly on al the management servers or
monitoring nodes.

Thefollowing is an example of the webview.cnf file:
[Example of /etc/opt/FISVwvbs/etc/webview.cnf]

usr:out-time:0

usr:c-tlog-debug: of f

usr:local ejapanese

usr:look-and-feel:Metal

sys._seria I D: XXX XXX XXX XXX @X XXX XX XX XX XX XX XXX
sys:http-home:
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No

Corrective action

sys.s-tlog-debug:on
sys:classpath:/opt/FISVwvbs/etc/jars/swingall.jar
sys:health-time:10

sys:keep-time: 10

sys:.tophtml-suffix:html

sys:httpdif:hme0

sys.n-tlog-debug:on

sys.s-llog-vol:100

sys:n-tlog-vol:200

sys.s-tlog-vol:200

sys.acsif:hme0

sys:s-olog-vol:100

sys.s-elog-vol:100
sys:.rmi-cmdread-timer:900
sys.n-pending-events: 100

sys:retry-time:30
sys.cluster-lib-path:/etc/opt/FISV cluster/lib
sys.cluster-path:/etc/opt/FISV cluster/bin:/etc/opt/FISV cluster/sys
sys:s-llog-num:2

sys:n-tlog-num:5

sys.s-tlog-num:5
sys.group-addr: X X X . XXX XXX . XXX
sys.s-olog-num:5

sys.s-elog-num:2
sys:.rmi-cmdwait-timer:900

sys.server-ha off
sys.secondary-server: X X X . XXX XXX . XXX
sys.primary-server: X X X. XXX . XXX. XXX
sys.n-java-option:-mx128m
sys.s-java-option:-mx128m

Thefollowing is an example of the wvlocal.cnf file:
[Example of /etc/opt/FISVwvbs/etc/wvlocal.cnf]

local:classpath:

local:cluster-path:

local:cluster-lib-path:

local:mip: X XX XXX XXX XXX

local :httpip: X X X XXX XXX XXX

local :server-election:on
local:java_home:/usr/javal.2
local:s-log-path:/var/opt/FISVwvbs/logs/server
local:n-log-path:/var/opt/FISVwvbs/logs/node

If the webview.cnf or wvlocal.cnf fileis not in this format, recreate the above file by using an editor
(eg. vi).
If the "webview.cnf or wvlocal.cnf” file is created as shown above, take the following steps to reset

the node specific parameter on all the management servers and monitoring nodes.

Set uptheNetwork addressthat isused for Web-Based Admin View onthenode. Refer to" 7.1 Network
address'.

1. Set up the IP addresses of the primary management server and the secondary server. Refer to
7.3 Management server".

2. SetupthelP addressof the open network for clientswhen the node acts asamanagement server.
Refer to "7.5 Multi-network between server and client by classified use”.

-90-




No Corrective action

3. Set upthegroup address. Refer to the method used for command-based setup in "' 7.4 Secondary
management server automatic migration”.

4. Restart Web-Based Admin View. Refer to "6.2 Restart”.

Symptom 2: The screen is not switched when clicking the confirmation button for 0003 or 0007 dialog
message. The browser is hung up when attempting to reconnect to the management server that was
previously connected.

No Corrective action

1 Enter the URL of the connected management server in the URL field of the browser and switch the
screen manually, or restart the browser, and then retry accessing the server.

Symptom 3: The message "FIJSVwvbs: OutOfMemoryError" may be output to the Java console screen
of the management server or monitoring node.

No Corrective action

1 Restart Web-Based Admin View on the management server or monitoring node on which the message
appeared. Shut down/restart the client Web browser and then reaccess.

25 See

© 0000000000000 0000000000000000000000000000000000000000000000000000000000

For restarting Web-Based Admin View, refer to "6.2 Restart".

© © 0 0000000000000 00000000000000000000000000000000000000C0COCOCOCOCOCOCOCOCOCOCOCEOCEOCEOEOOE

2 1. Stop Web-Based Admin View.

25 See
Refer to "6.1 Stop".

© 00000000000 0000000000000000000000000000000000000000000000000000000

2. Change aheap size.

# [etc/opt/FISV wvbs/etc/bin/wvSetparam s-java-option -mx<hegp-sze>m
# [etc/opt/FISV wvbs/etc/bin/wvSetparam n-java-option -mx</ego-sze>m
<hegu-size>: Heap size. Theinitial valueis 128Mbyte.

For example,When changing a heap size to 256Mbyte.

# letc/opt/FISV wvbs/etc/bin/wvSetparam s-java-option -mx256m

# [etc/opt/FISV wvhbs/etc/bin/wvSetparam n-java-option -mx256m

3. Restart Web-Based Admin View.

25 See

© 0000000000000 0000000000000000000000000000000000000000000000000000o0

Refer to "6.2 Restart".

© © 0000000000000 00000000000000000000000000000000000000000000060600000O0

Symptom 4: When the browser accesses the management server, dialog message 0005 is displayed, and
the Web-Based Admin View screen and dialog message are not displayed.

No Corrective action

1 If anameis specified as the host name of the management server in the URL field of the browser,
designate the | P address used for the client of the management server. If the authentication dialog box
is displayed then, the client DNS settings may be incorrect. In that case, follow the procedure shown
below:
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No

Corrective action

The default value of httpip set to the IP address, which is assigned to the displayed node name as a
result of executing "uname -n."

If it does not appear, go to Corrective Action 2.
- If Windows(R) XPisinstaled in the client

Select the [Local Area Connection] icon from [start]-[Control Panel]-[Network Connections].
Then, [Properties] is displayed.

Fromthelist onthe[General] tab, select [Internet Protocol (TCP/IP)] and then display [Properties).
If either [Obtain DNS server address automatically] or [Usethefollowing DNS server addresses:]
is selected, check if the name is configured in the DNS and mapped to an IP address by the
designated DNS server. If neither is selected, go to Corrective Action 3.

- If Windows Vista(R) isinstalled in the client

Select [View status] of Local areaconnection from [Start]-[Control Panel]-[ View network status
and tasks]. Then, [Properties] is displayed.

If [User Account Control] dialog box is displayed, click [Continue].

From the list on the [Networking] tab, select [Internet protocol Version 4 (TCP/IPv4)] and then
display [Properties]. If either [Obtain DNS server address automatically] or [Use the following
DNS server addresses] is selected, check if the nameis configured in the DNS and mapped to an
IP address by the designated DNS server. If neither is selected, go to Corrective Action 3.

- If Windows(R) 7 isinstalled in the client

View by: Category
Select [Local Area Connection] from [Start]-[Control Panel]-[View network status and tasks].
Then, [Properties] is displayed.

From the list on the [Networking] tab, select [Internet protocol Version 4 (TCP/IPv4)] and then
display [Properties]. If either [Obtain DNS server address automatically] or [Use the following
DNS server addresses:] is selected, check if the nameis configured in the DNS and mapped to an
IP address by the designated DNS server. If neither is selected, go to Corrective Action 3.
View by: Largeicons or Small icons

Select [Local AreaConnection] from[Start]-[Control Panel]-[Network and Sharing Center]. Then,
[Properties] is displayed.

From the list on the [Networking] tab, select [Internet protocol Version 4 (TCP/IPv4)] and then
display [Properties]. If either [Obtain DNS server address automatically] or [Use the following
DNS server addresses:] is selected, check if the nameis configured in the DNS and mapped to an
IP address by the designated DNS server. If neither is selected, go to Corrective Action 3.

Confirm whether a combination of the host name (local host name) displayed as aresult of executing
"uname-n" and the |P addressis registered either in the "/etc/inet/hosts’ file or DNS. If not, you need
to register either in the /etc/inet/hosts file or in DNS for host name to be mapped to the | P address.

Check whether Web-Based Admin View is started on the management server.
Execute the ps(1) command to check whether the following processis started correctly.
[When the monitoring node acts as the management server]

wvAgent /opt/FISVwvbs

wvAgent /opt/FISVwvbs

lopt/FISVwvenf/bin/wvenfd -b XXX XXX XXX XXX -p XXXX
<java_home>/bin/java -Dwebview.htdocs=/etc/opt/FISVwvcenf/htdocs/ FISVwvbs
-mx128m -Djava.security.policy=/opt/FISVwvbs/etc/.policyAp
com.fujitsu.webview.base.server.ServerMain /opt/FISVwvbs
<java_home>:Environment variable of Web-based Admin View.
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No

Corrective action

[When the monitoring node does not act as the management server]

wvAgent /opt/FISVwvbs
wvAgent /opt/FISVwvbs
Jopt/FISVwvenf/bin/wvenfd -b XXX XXX XXX XXX -p XXXX

If even one process is not running, take actions as described in the following action 7.

Check mip, httpip, and that for the management server in all nodes.
- IP address for identifying own host

# letc/opt/FISVwvbs/etc/bin/wvGetparam mip
local:mip XXX XXX.XXX.XXX

- |P address used for the client

# /etc/opt/FISV wvbs/etc/bin/wvGetparam httpip
local:httpip XXX.XXX.XXX. XXX

- IP address of the primary management server

# /etc/opt/FISVwvbs/etc/bin/wvGetparam primary-server
SyS:primary-server Xxx.XXX.XXX.XXX

- |P address of the secondary management server

# /etc/opt/FISV wvbs/etc/bin/wvGetparam secondary-server
sys:secondary-Server XXx.XXX. XXX. XXX

If these parameters are not set up correctly, set correct addresses. Refer to "7.1 Network address’, or
"7.3 Management server”, and "7.5 Multi-network between server and client by classified use”.

5 1. Edit and access the following file on the management server:
File: /etc/opt/FISVwvbg/etc/WebView.html
Record: < PARAM NAME=Port VALUE="?2??" >
2. Execute the following command:
# [etc/opt/FISV wvbs/etc/bin/wvSetport fjwv_c
If the VALUE in 2is ????, the same asthat in 1, go to Corrective action 6.
If theVALUE in2isnor thesameasthat in 1, changethe RMI port number of fjwv_c, according
to"7.2.2 RMI port number".
# [etc/opt/FISV wvbs/etc/bin/wvSetport fjwv_c=<RM/ port number>
Theinitial valueis 9399.
After changing the port number, be sure to restart Web-Based Admin View . Refer to "6.2 Restart".
6 Edit the following file in the management server and retry accessing the management server:
File: /etc/opt/FISVwvbs/etc/WebView.html
File: /etc/opt/FISVwvbs/etc/Plugin.html
Record: < PARAM NAME=Initial_wait VALUE="??">
Specify 60 or morein"??".
After editing afile, be sure to restart Web-Based Admin View. Refer to 6.2 Restart”.
7 Take the following stepsto check if Web-Based Admin View supports the Java environment:

1. Defined Java environment

# /etc/opt/FISV wvbg/etc/bin/wvGetparam java_home
local:java_home <path>

2. Version

Use the following version display command to check if the Java environment in the <path>
obtained by the command above is available on Web-Based Admin View:
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Corrective action

# <patf>/bin/java-version
javaversion "X.X.X"

If other than version which has been list to "4.5.1 Environment variable", reset an appropriate Java
environment. Refer to "7.2.3 JavaVM run time environment".

Check if the specified port number has not already been used. Refer to "7.2 Network service port
number".

Check whether the definition file (/etc/opt/FISV wvhs/etc/webview.cnf or /etc/opt/FISVwvbs/etc/
wvlocal.cnf) of Web-Based Admin View is set up correctly on al the management servers or
monitoring nodes.

Thefollowing is an example of the webview.cnf file:
[Example of /etc/opt/FISVwvbs/etc/webview.cnf]

usr:out-time:0

usr:c-tlog-debug: of f

usr:local ejapanese

usr:look-and-feel:Metal

sys:_seria I D: X XX XXX XXX XXX @X XXX XX XX XX XX XX XXX
sys:http-home:

sys.s-tlog-debug:on
sys.classpath:/opt/FISVwvbs/etc/jars/swingall.jar
sys.health-time:10

sys.keep-time:10

sys:tophtml-suffix:html

sys:httpdif:hme0

sys:n-tlog-debug:on

sys.s-llog-vol:100

sys.n-tlog-vol:200

sys.s-tlog-vol:200

sys.acsif:hme0

sys.s-olog-vol:100

sys.s-elog-vol:100
sys.rmi-cmdread-timer:900
sys:n-pending-events:100

sys.retry-time:30
sys.cluster-lib-path:/etc/opt/FISV cluster/lib
sys.cluster-path:/etc/opt/FISV cluster/bin:/etc/opt/FISV cluster/sys
sys.s-llog-num:2

sys.n-tlog-num:5

sys.s-tlog-num:5

sys.group-addr: X X X. XXX . XXX. XXX
sys.s-olog-num:5

sys.s-elog-num:2
sys.rmi-cmdwait-timer:900

sys.server-ha:off

sys:secondary-server: X X X. X XX XXX. XXX
sys:primary-server: X X X. XX X. XXX XXX
sys.n-java-option:-mx128m
sys.s-java-option:-mx128m

Thefollowing is an example of the wvlocal.cnf file:
[Example of /etc/opt/FISVwvbs/etc/wvlocal.cnf]

local:classpath:
local:cluster-path:
local:cluster-lib-path:




No Corrective action

local:mip: XXX XXX XXX XXX

local: httpip: X X X XXX XXX XXX

local :server-election:on
local:java_home:/usr/javal.2
|ocal:s-log-path:/var/opt/FISVwvbs/logs/server
local:n-log-path:/var/opt/FISVwvbs/logg/node

If the webview.cnf or wvlocal.cnf fileis not in this format, recreate the above file by using an editor
(eg. vi).
If the "webview.cnf or wvlocal.cnf” fileis created as shown above, take the following steps to reset

the node specific parameter on all the management servers and monitoring nodes.

1. Set up the Network address that is used for Web-Based Admin View on the node. Refer to 7.1
Network address".

2. Set up the IP addresses of the primary management server and the secondary server. Refer to
7.3 Management server".

3. Set upthelP addressof the open network for clientswhen the node acts asamanagement server.
Refer to "7.5 Multi-network between server and client by classified use”.

4. Set up the group address. Refer to the method used for command-based setup in 7.4 Secondary
management server automatic migration”.

5. Restart Web-Based Admin View. Refer to "6.2 Restart".

Symptom 5: When the IP address of the LAN was changed, the operation of Web-Based Admin View was
disabled.

No Corrective action

1 Change the network address used for Web-Based Admin View in accordance with "7.1 Network
address'. Then, reset the | P address available to management server setup and the clients, Refer to
"7.3 Management server" and "7.5 Multi-network between server and client by classified use”.

Symptom 6: With the operation management view, the monitoring node cannot be displayed in the node
list for each product.

No Corrective action

1 Follow the Corrective Action of Symptom 5, and then, restart Web-Based View in accordance with
"6.2 Restart".

Symptom 7: The screen is not switched when clicking the confirmation button of dialog message.

No Corrective action

1 When the picture on theright of the Web-Based Admin View screenisred, the hidden message dialog
behind other windows might appear by clicking it. In order to recognize such a hidden dialog, show
the picture on the display at all time.

Symptom 8: It takes a few minutes to show the Web-Based Admin View screen. Even the menu is
displayed, the client gets hung up, or the dialog message 0001 appears.

No Corrective action

1 Set up longer time than the existing [ Connection monitoring time between client and server] in the
system environment.
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Corrective action

If anameis specified as the host name of the management server in the URL field of the browser,
designate the | P address used for the client of the management server. If the authentication dialog box
is displayed then, the client DNS settings may be incorrect. In that case, follow the procedure shown
below:

The default value of httpip set to the IP address, which is assigned to the displayed node name as a
result of executing "uname -n."

If it does not appear, go to Corrective Action 2.
- If Windows(R) XPisinstalled in the client

Select the [Local Area Connection] icon from [start]-[Control Panel]-[Network Connections].
Then, [Properties] is displayed.

Fromthelist onthe[General] tab, select [Internet Protocol (TCP/IP)] and then display [ Properties].
If either [Obtain DNS server address automatically] or [Usethefollowing DNS server addresses:]
is selected, check if the name is configured in the DNS and mapped to an IP address by the
designated DNS server. If neither is selected, go to Corrective Action 3.

- If Windows Vista(R) isinstalled in the client

Select [View status] of Local area connection from [Start]-[Control Panel]-[ View network status
and tasks]. Then, [Properties] is displayed.

If [User Account Control] dialog box is displayed, click [Continue].

From the list on the [Networking] tab, select [Internet protocol Version 4 (TCP/IPv4)] and then
display [Properties]. If either [Obtain DNS server address automatically] or [Use the following
DNS server addresses:] is selected, check if the nameis configured in the DNS and mapped to an
IP address by the designated DNS server. If neither is selected, go to Corrective Action 3.

- If Windows(R) 7 isinstalled in the client

View by: Category
Select [Local Area Connection] from [Start]-[Control Panel]-[View network status and tasks)].
Then, [Properties] is displayed.

From the list on the [Networking] tab, select [Internet protocol Version 4 (TCP/IPv4)] and then
display [Properties]. If either [Obtain DNS server address automatically] or [Use the following
DNS server addresses] is selected, check if the nameis configured in the DNS and mapped to an
IP address by the designated DNS server. If neither is selected, go to Corrective Action 3.
View by: Largeicons or Small icons

Select [Local AreaConnection] from [Start]-[ Control Panel]-[Network and Sharing Center]. Then,
[Properties] is displayed.

From the list on the [Networking] tab, select [Internet protocol Version 4 (TCP/IPv4)] and then
display [Properties]. If either [Obtain DNS server address automatically] or [Use the following
DNS server addresses] is selected, check if the nameis configured in the DNS and mapped to an
IP address by the designated DNS server. If neither is selected, go to Corrective Action 3.

Confirm whether a combination of the host name (local host name) displayed as aresult of executing
"uname-n" and the IP addressis registered either in the "/etc/inet/hosts” file or DNS. If not, you need
to register either in the /etc/inet/hosts file or in DNS for host name to be mapped to the | P address.

Check whether Web-Based Admin View is started on the management server.
Execute the ps(1) command to check whether the following processis started correctly.
[When the monitoring node acts as the management server]

wvAgent /opt/FISVwvbs

wvAgent /opt/FISVwvbs

lopt/FISVwvenf/bin/wvenfd -b XXX XXX XXX XXX -p XX XX
<java_home>/bin/java -Dwebview.htdocs=/etc/opt/FISVwvenf/htdocs/ FISVwvbs
-mx128m -Djava.security.policy=/opt/FISVwvbs/etc/.policyAp
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com.fujitsu.webview.base.server.ServerMain /opt/FISVwvbs
<java_home>:Environment variable of Web-based Admin View.

[When the monitoring node does not act as the management server]

wvAgent /opt/FISVwvbs
wvAgent /opt/FISVwvbs
lopt/FISVwvenf/binwvenfd -b XXX XXX XXX XXX -p XX XX

If even one process is not running, take actions as described in the following action 7.

Check mip, httpip, and that for the management server in all nodes.
- IP address for identifying own host

# letc/opt/FISVwvbs/etc/bin/wvGetparam mip
local:mip XXX XXX XXX.XXX

- |P address used for the client

# letclopt/FISVwvbg/etc/bin/wvGetparam httpip
local: httpip XXX.XXX.XXX.XXX

- IP address of the primary management server

# /etc/opt/FISV wvbs/etc/bin/wvGetparam primary-server
SyS:primary-server Xxx.XXX.XXX.XXX

- IP address of the secondary management server

# [etc/opt/FISV wvbs/etc/bin/wvGetparam secondary-server
sys:secondary-server XxXx.XXX.XXX.XXX

If these parameters are not set up correctly, set correct addresses. Refer to "7.1 Network address', or
"7.3 Management server", and "7.5 Multi-network between server and client by classified use”.

1. Edit and access the following file on the management server:
File: /etc/opt/FISVwvbs/etc/WebView.html
Record: < PARAM NAME=Port VALUE="77??" >
2. Execute the following command:
# letclopt/FISVwvbs/etc/bin/wvSetport fijwv_c

If the VALUE in 2is ?7???, the same asthat in 1, go to Corrective action 6.

If the VALUE in 2 is nor the same as that in 1, change the RMI port number of fjwv_c, according to
"7.2.2 RMI port number".

# letclopt/FISVwvbs/etc/bin/wvSetport fjwv_c=<RM/ port number>

Theinitial valueis 9399.

After changing the port number, be sure to restart Web-Based Admin View . Refer to "6.2 Restart".

Edit the following file in the management server and retry accessing the management server:

File: /etc/opt/FISVwvbs/etc/WebView.html

File: /etc/opt/FISVwvbs/etc/Plugin.html

Record: < PARAM NAME=Initial_wait VALUE="??">
Specify 60 or morein "??".

After editing afile, be sureto restart Web-Based Admin View. Refer to 6.2 Restart”.

Take the following steps to check if Web-Based Admin View supports the Java environment:
1. Defined Java environment
# /etc/opt/FISV wvbs/etc/bin/wvGetparam java_home

local:java_home <path>
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Corrective action

2. Version

Use the following version display command to check if the Java environment in the <path>
obtained by the command above is available on Web-Based Admin View:

# <patfe/bin/java-version
javaversion "X.X.X"

If other than version which has been list to "4.5.1 Environment variable", reset an appropriate
Java environment. Refer to "7.2.3 JavaVM run time environment".

Check if the specified port number has not already been used. Refer to "7.2 Network service port
number".

10

Check whether the definition file (/etc/opt/FISV wvhs/etc/webview.cnf or /etc/opt/FISVwvbs/etc/
wvlocal.cnf) of Web-Based Admin View is set up correctly on al the management servers or
monitoring nodes.

Thefollowing is an example of the webview.cnf file:
[Example of /etc/opt/FISVwvbs/etc/webview.cnf]

usr:out-time:0

usr:c-tlog-debug: of f

usr:localejapanese

usr:look-and-feel:Metal

sys._seriall D: XXX XXX XXX XXX @XXXX. XX XX XX XX XX XXX
sys.http-home:

sys.s-tlog-debug:on
sys.classpath:/opt/FISVwvbs/etc/jars/swingall.jar
sys.health-time: 10

sys.keep-time: 10

sys.tophtml-suffix:html

sys:httpdif:hme0

sys.n-tlog-debug:on

sys.s-llog-vol:100

sys.n-tlog-vol:200

sys.s-tlog-vol:200

sys.acsif:hme0

sys.s-olog-vol:100

sys.s-elog-vol:100
sys.rmi-cmdread-timer:900
sys.n-pending-events: 100

sys.retry-time:30
sys.cluster-lib-path:/etc/opt/FISV cluster/lib
sys.cluster-path:/etc/opt/FISV cluster/bin:/etc/opt/FISV cluster/sys
sys.s-llog-num:2

sys.n-tlog-num:5

sys.s-tlog-num:5

sys.group-addr: X X X XXX . XXX. XXX
sys.s-olog-num:5

sys.s-elog-num:2
sys.rmi-cmdwait-timer:900

sys.server-ha off

sys:secondary-server: X X X X XX . XXX. XXX
sys.primary-server: X X X. XXX . XXX. XXX
sys.n-java-option:-mx128m
sys.sjava-option:-mx128m

Thefollowing is an example of the wvlocal.cnf file:
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[Example of /etc/opt/FISVwvbs/etc/wvlocal.cnf]

local:classpath:

local:cluster-path:

local:cluster-lib-path:

local:mip: X XX XXX XXX XXX

local: httpi p: X XX XXX XXX XXX
local:server-election:on
local:java_home:/usr/javal.2
local:s-log-path:/var/opt/FISVwvbs/logs/server
local:n-log-path:/var/opt/FISVwvbs/logs/node

If the webview.cnf or wvlocal.cnf fileis not in this format, recreate the above file by using an editor
(eg. vi).
If the "webview.cnf or wvlocal.cnf" fileis created as shown above, take the following steps to reset

the node specific parameter on all the management servers and monitoring nodes.

1. Set up the Network address that is used for Web-Based Admin View on the node. Refer to 7.1
Network address".

2. Set up the IP addresses of the primary management server and the secondary server. Refer to
"7.3 Management server".

3. SetupthelP addressof the open network for clientswhen the node acts asamanagement server.
Refer to "7.5 Multi-network between server and client by classified use”.

4. Set up the group address. Refer to the method used for command-based setupin "' 7.4 Secondary
management server automatic migration”.

5. Restart Web-Based Admin View. Refer to "6.2 Restart".

Symptom 9: When a Java Plug-in is used for the client browser, garbage data are jumbled up or the screen
display is distorted after accessing the Web-Based Admin View screen or operation management view
of each product.

No Corrective action

1 Thegraphicshardware of the client might befailed. Modify the operation method (see bel ow) or update
the graphics driver. If the problem is not solved, contact your local Customer Support.

[For Windows(R) XP]

1. Select [Start]-[Control  Panel]-[Display]-[Screen  Properties]-[Settings]-[ System
Properties] -[ Troubleshooting].

2. Change the settings of the hardware accelerator.
[For Windows Vista(R)]

1. Select [Start]-[Control Panel]-[Adjust screen resolution]-[Advanced  Setting]-
[Troubleshoot] - [Change setting].

2. If [User Account Control] dialog box is displayed, click [Continue].
3. Change the settings of the hardware accelerator.

[For Windows(R) 7]

View by: Category

1. Select [Start]-[Control Panel]-[Adjust screen resolution]-[Advanced Setting]-[ Troubleshoot]-
[Change setting].

2. If you are prompted for an administrator password or confirmation, typethe password or provide
confirmation.
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3. Change the settings of the hardware accelerator.
View by: Largeicons or Small icons

1. Select [Start]-[Control Panel]-[Display]-[Adjust screen resolution]-[Advanced Setting]-
[Troubleshoot]-[Change setting].

2. If you are prompted for an administrator password or confirmation, typethe password or provide
confirmation.

3. Change the settings of the hardware accelerator.

QJ] Note
- If the problem is not solved even after the performanceislowered to anext level, check the display

as turning down the level one by one.

- Themodification of operation method might affect theoverall client'sgraphic dislays. When Web-
Based Admin View is not used, undo any setup modifications.

Symptom 10: The message "FIJSVwvbs: webview.cnf abnormal” or "Node process abnormal end" is
output when starting up or restarting Web-Based Admin view, or starting up a node.

No Corrective action

1 Take the following steps to check if Web-Based Admin View supports the Java environment:
1. Defined Java environment

# [etc/opt/FISV wvbg/etc/bin/wvGetparam java_home
local:java_home <path>

2. Version

Use the following version display command to check if the Java environment in the <path>
obtained by the command above is available on Web-Based Admin View:

# <patfe/bin/java-version

javaversion "X.X.X"

If other than version which has been list to "4.5.1 Environment variable", reset an appropriate Java
environment. Refer to "7.2.3 JavaVM run time environment”.

2 Check whether Web-Based Admin View is started on the management server.
Execute the ps(1) command to check whether the following processis started correctly.
[When the monitoring node acts as the management server]

wvAgent /opt/FISVwvbs

wvAgent /opt/FISVwvbs

lopt/FISVwvenf/bin/wvenfd -b XXX XXX XXX XXX -p XXXX
<java_home>/bin/java -Dwebview.htdocs=/etc/opt/FISVwvenf/htdocs/FISVwvbs
-mx128m -Djava.security.policy=/opt/FISVwvbs/etc/.policyAp
com.fujitsu.webview.base.server.ServerMain /opt/FISVwvbs
<java_home>:Environment variable of Web-based Admin View.

[When the monitoring node does not act as the management server]

wvAgent /opt/FISVwvbs
wvAgent /opt/FISVwvbs
lopt/FISVwvenf/binwvenfd -b XXX XXX XXX XXX -p XX XX

If even one process is not running, take actions as described in the following action 7.
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Check mip, httpip, and that for the management server in al nodes.
- IP address for identifying own host

# /etc/opt/FISV wvbs/etc/bin/wvGetparam mip
local:mip XXX XXX XXX XXX

- |P address used for the client

# /etc/opt/FISVwvbs/etc/bin/wvGetparam httpip
local: httpip XXX.XXX.XXX. XXX

- IP address of the primary management server

# letc/opt/FISVwvbg/etc/bin/wvGetparam primary-server
SyS:primary-server Xxx.XXX.XXX.XXX

- IP address of the secondary management server

# /etc/opt/FISV wvbg/etc/bin/wvGetparam secondary-serve
sys:secondary-server XXxX.XXX.XXX.XXX

If these parameters are not set up correctly, set correct addresses. Refer to "7.1 Network address', or
"7.3 Management server”, and "7.5 Multi-network between server and client by classified use”.

Check if the specified port number has not already been used. Refer to 7.2 Network service port
number".

Check whether the definition file (/etc/opt/FISVwvbs/etc/webview.cnf or /etc/opt/FISV wvbs/etc/
wvlocal.cnf) of Web-Based Admin View is set up correctly on all the management servers or
monitoring nodes.

Thefollowing is an example of the webview.cnf file:
[Example of /etc/opt/FISVwvbs/etc/webview.cnf]

usr:out-time:0

usr:c-tlog-debug: of f

usr:local ejapanese

usr:look-and-feel:Metal

sys._seria | D: XXX XXX XXX XXX @X XXX XX XX XX XX XX XXX
sys.http-home:

sys.s-tlog-debug:on
sys.classpath:/opt/FISVwvbs/etc/jars/swingall .jar
sys.health-time: 10

sys.keep-time: 10

sys:tophtml-suffix:html

syshttpdif:hme0

sys.n-tlog-debug:on

sys.s-llog-vol:100

sys.n-tlog-vol:200

sys.s-tlog-vol:200

sys.acsif:hme0

sys.s-olog-vol:100

sys.s-elog-vol:100

sys.rmi-cmdread-timer:900
sys:n-pending-events:100

sysiretry-time:30
sys.cluster-lib-path:/etc/opt/FISV cluster/lib
sys.cluster-path:/etc/opt/FISV cluster/bin:/etc/opt/FISV cluster/sys
sys.s-llog-num:2

sys.n-tlog-num:5

sys.s-tlog-num:5
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sys.group-addr: X X X . XXX XXX . XXX
sys.s-olog-num:5

sys.s-elog-num:2
sys:rmi-cmdwait-timer:900

sys:server-haoff
sys.secondary-server: X X X . XXX XXX XXX
sys.primary-server: X X X. XXX . XXX. XXX
sys.n-java-option:-mx128m
sys.s-java-option:-mx128m

Thefollowing is an example of the wvlocal.cnf file:
[Example of /etc/opt/FISVwvbs/etc/wvlocal.cnf]

local:classpath:

local:cluster-path:

local:cluster-lib-path:

local:mip: X XX XXX XXX XXX
local:httpip: X X X XXX XXX XXX

local :server-election:on
local:java_home:/usr/javal.2
local:s-log-path:/var/opt/FISVwvbs/logs/server
local:n-log-path:/var/opt/FISVwvbs/logs/node

If the webview.cnf or wvlocal.cnf fileis not in this format, recreate the above file by using an editor
(eg. vi).
If the "webview.cnf or wvlocal.cnf” file is created as shown above, take the following steps to reset

the node specific parameter on all the management servers and monitoring nodes.

1. Set up the Network addressthat is used for Web-Based Admin View on the node. Refer to 7.1
Network address".

2. Set up the IP addresses of the primary management server and the secondary server. Refer to
"7.3 Management server".

3. Set upthelP addressof the open network for clientswhen the node acts asamanagement server.
Refer to "7.5 Multi-network between server and client by classified use".

4. Set up the group address. Refer to the method used for command-based setupin 7.4 Secondary
management server automatic migration”.

5. Restart Web-Based Admin View. Refer to "6.2 Restart".

Symptom 11: The message "WARNING: unrelated 'httpip' property."” is output when the Web-Based
Admin View is started or restarted.

No Corrective action

1 Confirm if the P address of the open network is correctly set up in the management server. Refer to
"7.5 Multi-network between server and client by classified use".

Symptom 12: The manual title is not displayed by manual reference operation after the manual package
is installed, or the manual title remains after the package is deleted.

No Corrective action

1 The installation or deletion of the manual contents while Web-Based Admin View is active will not
take effect. Y ou need to restart to makeit valid. Refer to "6.2 Restart”. Restart the Web-Based Admin
View, and then retry accessing from the client.
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Symptom 13: The dialog message 0023 is displayed when starting the operation management product
from the Web-Based Admin View screen.

No Corrective action

1 Since the access method may vary depending on the operation management product, recheck by
referring to the manual of operation management products.

In case of the concurrent use of operation management products with different access methods, refer
to "3.3.4 Concurrent use of operation management products with different access methods'.

Symptom 14: The start button of the operation management product gets out of the Web-Based Admin
View screen.

No Corrective action

1 If theincorrect accessmethod is applied to start an optional operation management product, the system
might show the 0022 dialog message, and then automatically re-access by a correct access method. In
such a case, the Web-Based Admin View screen that was displayed by the first incorrect method is
exited.

If you need to display thisfirst Web-Based Admin View screen again, start the Web browser and access
on the screen.

For detailsrefer to " Concurrent use of operation management productswith different accessmethods'.

Symptom 15: The 0003 or 0007 dialog message may not appear when the management server is
disconnected.

No Corrective action

1 Restart the browser and retry accessing the management server

Symptom 16: The 0006 dialog message is displayed, and the Web-Based Admin View screen is not
displayed when accessing to the management server from the browser.

No Corrective action

1 Check whether Web-Based Admin View is started on the management server.
Execute the ps(1) command to check whether the following processis started correctly.
[When the monitoring node acts as the management server]

wvAgent /opt/FISVwvbs

wvAgent /opt/FISVwvbs

lopt/FISVwvenf/bin/wvenfd -b XXX XXX XXX XXX -p XX XX
<java_home>/bin/java -Dwebview.htdocs=/etc/opt/FISVwvenf/htdocs/ FISVwvbs
-mx128m -Djava.security.policy=/opt/FISVwvbs/etc/.policyAp
com.fujitsu.webview.base.server.ServerMain /opt/FISVwvbs
<java_home>:Environment variable of Web-based Admin View.

[When the monitoring node does not act as the management server]

wvAgent /opt/FISVwvbs
wvAgent /opt/FISVwvbs
lopt/FISVwvenf/bin/wvenfd -b XXX XXX XXX XXX -p XX XX

If even one process is not running, take actions as described in the following action 7.

2 Check mip, httpip, and that for the management server in al nodes.
- IP address for identifying own host

# /etc/opt/FISV wvbs/etc/bin/wvGetparam mip
local:mip XXX XXX.XXX.XXX
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- P address used for the client

# /etc/opt/FISV wvbsg/etc/bin/wvGetparam httpip
local:httpip XXX.XXX.XXX. XXX

- IP address of the primary management server

# /etc/opt/FISV wvbs/etc/bin/wvGetparam primary-server
SyS:primary-Server Xxx.XXX.XXX.XXX

- |P address of the secondary management server

# [etc/opt/FISV wvbs/etc/bin/wvGetparam secondary-server
sys:secondary-Server XXx.XXX. XXX.XXX

If these parameters are not set up correctly, set correct addresses. Refer to "7.1 Network address’, or
"7.3 Management server”, and "7.5 Multi-network between server and client by classified use”.

Take the following steps to check if Web-Based Admin View supports the Java environment:
1. Defined Java environment

# letclopt/FISVwvbs/etc/bin/wvGetparam java_home
local:java_home <path>

2. Version

Use the following version display command to check if the Java environment in the <path>
obtained by the command above is available on Web-Based Admin View:

# <patfr/bin/java-version
javaversion "X.X.X"

If other than version which has been list to "4.5.1 Environment variable", reset an appropriate Java
environment. Refer to "7.2.3 JavaVM run time environment".

4 Check if the specified port number has not already been used. Refer to "7.2 Network service port
number".
5 Check whether the definition file (/etc/opt/FISV wvhs/etc/webview.cnf or /etc/opt/FISVwvbs/etc/

wvlocal.cnf) of Web-Based Admin View is set up correctly on al the management servers or
monitoring nodes.

Thefollowing is an example of the webview.cnf file:
[Example of /etc/opt/FISVwvbs/etc/webview.cnf]

usr:out-time:0

usr:c-tlog-debug: of f

usr:local ejapanese

usr:look-and-feel:Metal

sys:_seria I D: X XX XXX XXX XXX @X XXX XX XX XX XX XX XXX
sys:http-home:

sys.s-tlog-debug:on
sys.classpath:/opt/FISVwvbs/etc/jars/swingall.jar
sys.health-time:10

sys.keep-time:10

sys:tophtml-suffix:html

sys:httpdif:hme0

sys.n-tlog-debug:on

sys.s-llog-vol:100

sys.n-tlog-vol:200

sys.s-tlog-vol:200

sys.acsif:hme0

sys.s-olog-vol:100

sys.s-elog-vol:100
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No Corrective action

sys:rmi-cmdread-timer:900
sys.n-pending-events: 100

sys:retry-time:30
sys.cluster-lib-path:/etc/opt/FISV cluster/lib
sys.cluster-path:/etc/opt/FISV cluster/bin:/etc/opt/FISV cluster/sys
sys:sllog-num:2

sys:n-tlog-num:5

sys.s-tlog-num:5
sys.group-addr: X X X . XXX XXX . XXX
sys.s-olog-num:5

sys.s-elog-num:2
sys:.rmi-cmdwait-timer:900

sys.server-ha off
sys.secondary-server: X X X . XXX XXX XXX
sys.primary-server: X X X. XXX . XXX. XXX
sys.n-java-option:-mx128m
sys.s-java-option:-mx128m

Thefollowing is an example of the wvlocal.cnf file:
[Example of /etc/opt/FISVwvbs/etc/wvlocal.cnf]

local:classpath:

local:cluster-path:

local:cluster-lib-path:

local:mip: X XX XXX XXX XXX

local :httpip: X X X XXX XXX XXX

local :server-election:on
local:java_home:/usr/javal.2
local:s-log-path:/var/opt/FISVwvbs/logs/server
local:n-log-path:/var/opt/FISVwvbs/logs/node

If the webview.cnf or wvlocal.cnf fileis not in this format, recreate the above file by using an editor
(eg. vi).
If the "webview.cnf or wvlocal.cnf” file is created as shown above, take the following steps to reset

the node specific parameter on all the management servers and monitoring nodes.

1. Set up the Network addressthat is used for Web-Based Admin View on the node. Refer to 7.1
Network address".

2. Set up the IP addresses of the primary management server and the secondary server. Refer to
7.3 Management server".

3. Set upthelP addressof the open network for clientswhen the node acts asamanagement server.
Refer to "7.5 Multi-network between server and client by classified use".

4. Set up the group address. Refer to the method used for command-based setupin 7.4 Secondary
management server automatic migration”.

5. Restart Web-Based Admin View. Refer to "6.2 Restart".

Symptom 17: The server is unable to login with the user ID and password, and the 0016 dialog message
is output.

No Corrective action
1 Check if the user ID and password provided are correctly registered.
2 If no password is assigned for the user 1D, set the password.
3 If you continue to login, follow the corrective action 4 below.
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No Corrective action

4 If the problem isnot improved, reconnect from aclient after restarting the management server of Web-
Based Admin View. Refer to "6.2 Restart".

Symptom 18: "PRIMECLUSTER Global File Services Configuration and Administration Guide" is not
displayed in the manual menu.

No Corrective action

1 The English and Japanese versions of "PRIMECLUSTER Global Disk Services Configuration and
Administration Guide" cannot be displayed at the same time.

Reinstall the manual package of GFS. Refer to "3.3.3 Common menu functions'.

Symptom 19 : The cluster node is not displayed, or an access error occurs when the operation
management screen is activated for the first time after Web-Based Admin View installation.

No Corrective action

1 Takethefollowing stepsto check if the setup for primary and secondary management server isproperly
done. For your reference, you can see "4.3.3 Primary management server", "4.3.4 Secondary
management server".

1. Check the provided [Secondary] information in the upper right of the Web-Based Admin View
screen.

2. Take proper actions according to the information.
- In case of non-display
Check if there's any failure or damage in the secondary management server.
- If any,locate the cause of the node failure and take corrective actions.

- If not, set up the primary and secondary management server. Refer to "7.3 Management
server”.

- In case of displaying "Down"

Check if there's any failure or damage in the nodes and if the package is correctly installed
for each product. If any, take corrective actions.

Symptom 20 : When reading the URL of Java Plug-in by using Internet Explorer, the message "Welcome
to Web-Based Admin View" is not displayed or the dialog of "Security Warning" (If the Java Plug-in should
be installed and executed) is displayed in the Web browser.

No Corrective action

1 Verify the followings;
- If the Java Plug-in isinstalled.
- If the supported version is updated.

If thereisany problem, install JavaPlug-in according to " Setting up JavaPlug-in" in"3.1.3.2 Required
for the Web Browser Environment".

Note that the dialogue box appears when clicking the icon on "Click here to get the plugin”, so select
[Cancel].

Symptom 21 : The japanese character turns into garbage or is not displayed on a screen.
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No Corrective action

1 The client might be used where Japanese environment is not set up. Check the environment , and then
use the client with proper environment. For details about the recommended display language on your
environment, refer to "4.3.1 Display setup”.

Symptom 22 : The dialog message of 0032 is displayed in the Web browser when you refer the manual
or help.

No Corrective action

1 Change the settings of the Web browser according to "3.1.3.1 Preparing the Web browser".

Symptom 23 : Web-Based Admin View or each operation management view (such as GDS operation
management view and GFS operation management view) on Web-Based Admin View becomes unusable
in process of the operation, or the connection to the management server is cut in process of the operation.

No Corrective action

1 Check whether the port number which uses in Web-Based Admin View overlaps with onein other
products.

Check the port numbers which use in Web-Based Admin View.

# letc/opt/FISVwvbs/etc/bin/wvSetport

fjwv-h=8081

fjwv_s=9398

fijwv_n=9397

fijwv_c=9399

fiwv_g=9396

If the above port numbers are repeatedly used by other products, refer to "7.2 Network service port
number" to change them.

Symptom 24 : During the displaying of each operation management view (such as GDS operation
management view or GFS operation management view), if the hardware of the client machine is reset or
the network of the client machine is cut, you will become to not able to login Web-Based Admin View
after it is recovered.

No Corrective action
1 Restart Web-Based Admin View. Refer to "6.2 Restart".

Symptom 25 : Monitored nodes might not be displayed on a list of nodes for each product after the
network disconnection between the management servers and monitored nodes is recovered.

No Corrective action

1 Restart Web-Based Admin View. Refer to "6.2 Restart".

B.2 Troubleshooting information collection

In the event of afailure, collect the following material for investigation, and contact local Customer Support.

Investigation information for Web-Based Admin View
1. Execute wvCntl to collect investigation information on all management servers and monitoring nodes.
2. Collect the Java Console on the clients.

3. Collect screen hard copies on the clients.
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Qﬂ Note

If the PRIMECLUSTER is installed, collect the investigation information. Refer to "PRIMECLUSTER Cluster Foundation
Configuration and Administration Guide".

B.2.1 wvCntl

Execute these operations on the all the management server and monitoring node. In the event of afailure, the investigation information
can be collected by executing the wvCntl command. For details on the management server and monitoring node, refer tothe"1.2.2 System

topology".

Execute the wvCntl command as follows:
Procedure:
1. Log-inwith system administrator authority.
2. Execute the wvCntl command.
Then, thefile"wvLogs.tar.Z" is generated on the node.

# letclopt/FISVwvbg/etc/bin/wvCntl glogs-all <the material storage directory name>
<the material storage directory name>

Designate the material storage directory by full path name. Otherwise, information is automatically stored in the default
directory /vartmp.

B.2.2 Javaconsole

Take the following steps to collect the Java consol on the client. Note that collecting method varies depending on the client or connected
URL types.

Java console display
Collect the Java console of Java Plug-in. Display it by taking the following steps.
In case of Windows(R)

1. Thefollowingiconsin the taskbar are right-clicked.

2. Left-click [Open Console].

In case of non-displaying Java Console
After collecting thisinformation, take the following steps to restore the setting as the Java console is not displayed:

In case of Windows(R)

1. Thefollowing icon in the taskbar is right-clicked.

2. Left-click [Hide console].

B.2.3 Screen hard copy

Collect screen hard copies on the client as following:

1. Click [Print Screen], and then paste the necessary data by an image-editing tool.
2. Storein abit map file or other format.
3. If the [Detail] button is available on the error dialog, click.

4. Collect the error details as well
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Appendix C Release information

This appendix describes the changesin this manual.

No. Edition Chapter/Section Description
1 Tenth edition 3.1.2 Prerequisite client environment Added Windows(R) 7 to
3.5.1 Tentative modification of screen display settings supported OS.
(Language, Look & Feel)
4.3.1 Display setup
Symptom 4, Symptom 8, and Symptom 9 in B.1 Corrective
action
2 Tenth edition 3.1.2 Prerequisite client environment Changed the supported Java
3.1.3.2 Required for the Web Browser Environment versions.
B.2.2 Java console
3 Tenth edition 3.1.2 Prerequisite client environment Deleted descriptions for
3.1.3.1 Preparing the Web browser Netscape.
3.2 Screen startup
3.4 Screen exiting
4 Eleventh edition 2.1 Operation Environment Added RHEL6 to supported
Os.
5 Eleventh edition 2.3.1 Fast switching mode Deleted descriptions for
. . Windows(R) 2000, Linux, and
2.4.2 Setting the Web-Based Admin View Language .
9 guag Solaris from supported OS.
3.1.2 Prerequisite client environment
3.1.3.2 Required for the Web Browser Environment
3.5.1 Tentative modification of screen display settings
(Language, Look & Feel)
4.3.1 Display setup
Symptom 1, Symptom 4, Symptom 8, Symptom 9,
Symptom 10, Symptom 16, and Symptom 19in B.1
Corrective action
B.2.2 Java console
B.2.3 Screen hard copy
6 Eleventh edition 3.1.2 Prerequisite client environment Added notes.
3.2 Screen startup
7 Eleventh edition 3.1.2 Prerequisite client environment Deleted descriptions for
A.2.1 Information message Ngtscape from the supported
client environment.
A.2.2 Error message
Symptom 19, Symptom 21, and Symptom 24 in B.1
Corrective action
8 Eleventh edition 3.1.2 Prerequisite client environment Changed the supported Java
3.1.3.2 Required for the Web Browser Environment Versions.
B.2.2 Javaconsole
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No. Edition Chapter/Section Description

9 Eleventh edition 3.1.3.1 Preparing the Web browser Deleted the description for
Mozilla Web browser and
Firefox.

10 Eleventh edition 4.6 Authentication environment setup Deleted the description for

Symptom 17 in B.1 Corrective action athentication environment

setup.

11 Eleventh edition A.2.2 Error message Modified the description for the

message.
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Glossary

Cookie
A piece of information, sent by a Web server to a Web browser and saved on the client hard disk drive. When a server receives a
reguest from a Browser that includes a Cookie, the server is able to use the information stored in the Cookie to identify each client.
DNS
Abbreviation for Dmain Network Service. This system provides the naming policy and mechanisms for mapping domain and machine
names to addresses on the Internet.
GDS
See "Global Disk Services'.

GFS
See"Global File Services'.

Global Disk Services
The volume management software designed to improve availability and manageability of the information stored on the disk unit of
the Storage Area Network (SAN).

Global File Services
The software that provides direct and concurrent access to the file system on the shared storage unit from two or more nodes within a
cluster.

Global Link Services

PRIMECLUSTER optional module that provides network high availability solutions by multiplying a network route.

GLS
See"Global Link Services'.

Group address

The specialized address that is able to recognize multiple hosts and communicate to those destination addresses on the IP network.

GUI

See "Operation management view"

Host name

The name that stands for the network machine (all kinds of nodes with IP addresses) especially in the TCP/IP network.

httpip
The |P address and host name used for a client (WWW server's |P address and host name).

Thisisused for communication among monitoring clients and management servers.

Http port

Refers to the network port that the management Web server (Webcnf) uses to accept a connection from the client.

Internet Explorer

The name of Web browser developed and manufactured by Microsoft.
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Java console
The console screen for the Java program provided by aWeb browser or Java Plug-in. The behavior of the Javaprogram within aclient's
Web browser is displayed.

Java Development Kit

Java basic devel opment kit offered by Oracle. Java Plug-in software is attached.

Java Plug-in

JavaVM for the Web browser manufactured by Oracle.

Java Runtime Environment
Software set required in order to perform software developed in the Java offered by Oracle. Java Plug-in software is attached to Java
Runtime Environment.

LAN
Abbreviation for Local Area Network.
In this manual, generic name of network (LAN) used by Web-Based Admin View. For example, public LAN, administrative LAN,
private LAN, and so on.

mip
The IP address or the host name used for identifying the own host.
Thisis used for communication among management servers and monitoring nodes. The management server uses mip as the value to
identify each monitoring node.

Network address used for Web-Based Admin View

The IP address of LAN used for communication among clients and management servers, and among management servers and
monitoring nodes.

- TheIP address, which isused for communication among client and management servers, is set up as httpip.
- TheIP address, which is used for communication among management servers and monitoring nodes, is set up as mip.
The initial value of httpip and/or mip is assigned to the displayed node name as a result of executing "uname -n." The IP address is
automatically set up when Web-Based Admin View isinstalled.
Operation management view

The software that enables to install and manage operations of the cluster system on the GUI screen.

jJJ Example

© 0000000000000 0000000000000000000000000000000000O0C0C0COCOCOCOCOCOCOCCOCOCOCOC00C00C0C0C00000000000000000000000000Ss

Global Cluster Services screen
Global Disk Services screen
Global File Services screen

Management Web server

Product to provide the WWW server (http server) function for using the Web-Based Admin View.

Multicast address

IP address for implementing multicast.

Node

A single computer (on which a single operating system operates)
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PRIMECLUSTER
Software provided by Fujitsu for cluster configuration.

RMI function

Abbreviation for Remote Method Invocation. Remote method invocation function.

RMI port
The network port that enables Web-Based Admin View to perform communications with clients and monitor target nodes.

RMS

Abbreviation for Reliant(R) Monitor Software. Software that maintains high availability of user-specified resources by providing
monitoring and switchover capabilities.

Session ID

The ID isrequired to consider allowing a user to access the Web-Based Admin View. When the user signs on with avalid user ID and
password, aunique session ID is created.

Swing Class File

A Java component provided by Oracle. Performs control related to graphics.

The IP address for identifying own host
See "mip."

The IP address used for a client
See "httpip."

User group

Used to limit the operation and monitoring of each operation management product provided by Web-Based Admin View. This user
group (eg. wvroot) is resgistered as a group to be supported by the operating system. In order to use Web-Based Admin View, the
registration of the user ID into this group is indispensable.

Web-Based Admin View
A common base to utilize GUI (operation management view) with PRIMECLUSTER

WWW Server for Admin View
WWW server for Web-Based Admin View (Web server).
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