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Preface

Purpose

Thismanual providesan outline of ServerView Resource Orchestrator (hereinafter Resource Orchestrator) and the operations and settings

required for setup.

Target Readers

This manual iswritten for system administrators who will use Resource Orchestrator to operate the infrastructure in private cloud or data

center environments, and users of created systems.

When setting up systems, it is assumed that readers have the basic knowledge of ServerView Resource Coordinator VE required to

configure the servers, storage, and network devices to be installed.

Organization

This manual consists of five chapters, nine appendices, and a glossary.
Chapters 1 through 5 explain how to use the basic functions provided in Resource Orchestrator.
Appendices A through D provide an explanation of the functions useful for large-scale configuration management.

For infrastructure administrators working in private cloud or data center environments, refer to the appendices according to the

configuration.

Users who will perform operation should refer to Chapter 5.

The contents of each chapter are listed below.

Title

Description

Chapter 1 Overview

Provides an overview of Resource Orchestrator.

Chapter 2 Installation and Uninstallation

Explainshow toinstall and uninstall Resource Orchestrator.

Chapter 3 Screen Layout

Provides an overview of the RC console.

Chapter 4 Setup

Explains how to set up Resource Orchestrator.

Chapter 5 L-Servers

Explains the details of L-Server creation and operation.

Appendix A Resource Pools

Provides an overview of resource pools.

Appendix B Resource Folders

Provides an overview of resource folders.

Appendix C Roles and User Groups

Provides an overview of roles and user groups.

Appendix D L-Server Parameter Details

Explainshow to configure an L-Server assigned with server,
storage, and network specifications without using an L-
Server template.

Appendix E Command Reference

Provides an overview of the commands availablein
Resource Orchestrator.

Appendix F Messages

Explains the messages displayed by Resource Orchestrator.

Appendix G Troubleshooting

Explains how to solve problems and gather troubleshooting
datafor atechnical investigation.

Appendix H XML

Explains the XML used in Resource Orchestrator.

Appendix | Backup and Restoration of Admin Servers

Explains how to back up and restore the admin server.

Glossary

Explains the terms used in this manual. Please refer to it
when necessary.




Notational Conventions

The notation in this manual conforms to the following conventions.

- When using Resource Orchestrator and the functions necessary differ due to the necessary basic software (OS), it is indicated as

follows:
[Windows] Sections related to Windows (When not using Hyper-V)
[Linux] Sections related to Linux
[VMware] Sections related to VMware
[Hyper-V] Sections related to Hyper-V
[Windows/Hyper-V] Sections related to Windows and Hyper-V
[Windows/Linux] Sections related to Windows and Linux
[Linux/VMware] Sections related to Linux and VMware
[VM host] Sections related to Windows Server 2008 with VMware or Hyper-V enabled

- Unless specified otherwise, the blade servers mentioned in this manual refer to PRIMERGY BX servers.
- References and character strings or values requiring emphasis are indicated using double quotes (" ).

- Window names, dialog names, menu names, and tab names are shown enclosed by square brackets ([ ] ).
- Button names are shown enclosed by angle brackets (< >).

- Theorder of selecting menusisindicated using [ ]-[ ].

- Text to be entered by the user isindicated using bold text.

- Variablesareindicated using italic text and underscores.

- Theedlipses ("...") in menu names, indicating settings and operation window startup, are not shown.

- The">" used in Windows isincluded in usage examples. When using Linux, read ">" as meaning "#".

Menus in the RC console

Operations on the RC console can be performed using either the menu bar or pop-up menus.
By convention, procedures described in this manual only refer to pop-up menus.

Command Examples

The paths used in command examples are abbreviated. When executing commands, do so using the path given in "Name".

Reference Documentation

Functions provided by ServerView Resource Coordinator VE can also be used with Resource Orchestrator. When installing/setting up/
operating Resource Orchestrator, please refer to the following manual s included with Resource Orchestrator when necessary:

- ServerView Resource Coordinator VE Installation Guide

ServerView Resource Coordinator VE Setup Guide
- ServerView Resource Coordinator VE Operation Guide

ServerView Resource Coordinator VE Command Reference

- ServerView Resource Coordinator VE Messages



Related Manuals

Please refer to the following manuals when necessary:

- When using VMware vSphere(TM) 4

- vSphere Basic System Administration

- When using NetApp storage

- Data ONTAP Software Setup Guide

- Data ONTAP System Administration Guide

- Data ONTAP Storage Management Guide

- Data ONTAP Block Access Management Guide for iSCSI and FC

Abbreviations

The following abbreviations are used in this manual:

Abbreviations

Products

Windows

Microsoft(R) Windows Server(R) 2008 Standard

Microsoft(R) Windows Server(R) 2008 Enterprise

Microsoft(R) Windows Server(R) 2008 R2 Standard
Microsoft(R) Windows Server(R) 2008 R2 Enterprise
Microsoft(R) Windows Server(R) 2008 R2 Datacenter
Microsoft(R) Windows Server(R) 2003 R2, Standard Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition
Windows(R) 7 Professional

Windows(R) 7 Ultimate

Windows Vista(R) Business

Windows Vista(R) Enterprise

Windows Vista(R) Ultimate

Microsoft(R) Windows(R) XP Professional operating system

Windows Server 2008

Microsoft(R) Windows Server(R) 2008 Standard
Microsoft(R) Windows Server(R) 2008 Enterprise
Microsoft(R) Windows Server(R) 2008 R2 Standard
Microsoft(R) Windows Server(R) 2008 R2 Enterprise
Microsoft(R) Windows Server(R) 2008 R2 Datacenter

Windows Server 2003

Microsoft(R) Windows Server(R) 2003 R2, Standard Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition

Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition

Windows 2003 x64 Edition Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition
. Windows(R) 7 Professional
Windows 7 Windows(R) 7 Ultimate
Windows Vista(R) Business
Windows Vista Windows Vista(R) Enterprise
Windows Vista(R) Ultimate
Windows XP Microsoft(R) Windows(R) XP Professional operating system
Linux Red Hat(R) Enterprise Linux(R) 5 (for x86)

Red Hat(R) Enterprise Linux(R) 5 (for Intel64)




Abbreviations Products

Red Hat(R) Enterprise Linux(R) 5.1 (for x86)
Red Hat(R) Enterprise Linux(R) 5.1 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.2 (for x86)
Red Hat(R) Enterprise Linux(R) 5.2 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.3 (for x86)
Red Hat(R) Enterprise Linux(R) 5.3 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.4 (for x86)
Red Hat(R) Enterprise Linux(R) 5.4 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.5 (for x86)
Red Hat(R) Enterprise Linux(R) 5.5 (for Intel64)
SUSE(R) Linux Enterprise Server 11 for x86
SUSE(R) Linux Enterprise Server 11 for EM64T

Red Hat(R) Enterprise Linux(R) 5 (for x86)

Red Hat(R) Enterprise Linux(R) 5 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.1 (for x86)
Red Hat(R) Enterprise Linux(R) 5.1 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.2 (for x86)
Red Hat(R) Enterprise Linux(R) 5.2 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.3 (for x86)
Red Hat(R) Enterprise Linux(R) 5.3 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.4 (for x86)
Red Hat(R) Enterprise Linux(R) 5.4 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.5 (for x86)
Red Hat(R) Enterprise Linux(R) 5.5 (for Intel64)

Red Hat Enterprise Linux

Red Hat(R) Enterprise Linux(R) 5 (for x86)

Red Hat(R) Enterprise Linux(R) 5 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.1 (for x86)
Red Hat(R) Enterprise Linux(R) 5.1 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.2 (for x86)
Red Hat(R) Enterprise Linux(R) 5.2 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.3 (for x86)
Red Hat(R) Enterprise Linux(R) 5.3 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.4 (for x86)
Red Hat(R) Enterprise Linux(R) 5.4 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.5 (for x86)
Red Hat(R) Enterprise Linux(R) 5.5 (for Intel64)

Red Hat Enterprise Linux 5

SUSE(R) Linux Enterprise Server 11 for x86

SUSE Linux Enterprise Server SUSE(R) Linux Enterprise Server 11 for EM64T

ESC ETERNUS SF Storage Cruiser
MSFC Microsoft Failover Cluster
SCVMM System Center Virtual Machine Manager 2008 R2
VMware VMware vSphere(TM) 4
VIOM ServerView Virtual-10 Manager

ServerView SNMP Agentsfor MS Windows (32bit-64bit)
ServerView Agent ServerView Agents Linux

ServerView Agents VMware for VMware ESX Server

Microsoft(R) Office Excel(R) 2007

Excel Microsoft(R) Office Excel(R) 2003

Microsoft(R) Office Excel(R) 2002
Excel 2007 Microsoft(R) Office Excel(R) 2007
Excel 2003 Microsoft(R) Office Excel(R) 2003




Abbreviations Products

Excel 2002 Microsoft(R) Office Excel(R) 2002

RCVE ServerView Resource Coordinator VE

Resource Coordinator

Systemwalker Resource Coordinator
Systemwalker Resource Coordinator Virtual server Edition

Export Administration Regulation Declaration

Documents produced by FUJITSU may contain technology controlled under the Foreign Exchange and Foreign Trade Control Law of
Japan. Documents which contain such technology should not be exported from Japan or transferred to non-residents of Japan without first
obtaining authorization from the Ministry of Economy, Trade and Industry of Japan in accordance with the above law.

Trademark Information

Linux is atrademark or registered trademark of Linus Torvalds in the United States and other countries.

Microsoft, Windows, Windows X P, Windows Server, Windows Vista, Windows 7, Excel, and Internet Explorer are either registered
trademarks or trademarks of Microsoft Corporation in the United States and other countries.

NetApp is aregistered trademark of Network Appliance, Inc. in the US and other countries. Data ONTAP, Network Appliance, and
Snapshot are trademarks of Network Appliance, Inc. in the US and other countries.

Oracle and Java are registered trademarks of Oracle and/or its affiliates in the United States and other countries.

Red Hat, RPM and all Red Hat-based trademarks and logos are trademarks or registered trademarks of Red Hat, Inc. in the United
States and other countries.

SUSE is aregistered trademark of SUSE LINUX AG, aNovell business.

VMware, the VMware "boxes" logo and design, Virtual SMP, and VMotion are trademarks or registered trademarks of VMware, Inc.
in the United States and/or other jurisdictions.

ServerView and Systemwalker are registered trademarks of FUJTSU LIMITED.

All other brand and product names are trademarks or registered trademarks of their respective owners.

Notices

The contents of this manual shall not be reproduced without express written permission from FUJITSU LIMITED.

The contents of this manual are subject to change without notice.

November 2010, First Edition

All Rights Reserved, Copyright(C) FUJITSU LIMITED 2010
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IChapter 1 Overview

This chapter provides an overview of Resource Orchestrator.

1.1 Features

Resource Orchestrator enables uniform management of private clouds and data center resources (servers, storage, and networks). By
managing these resources as resource pools, this dynamic resource management software reduces infrastructure costs and strengthens ICT
governance.

This section explains some of the features provided by Resource Orchestrator.

Accelerated Support for Transforming Businesses

Resource Orchestrator enables you to quickly tailor a server (with storage and networks) to your specific needs by managing your ICT
resources, such as servers, storage, networks, and images (*1), as resource pools. By simplifying the launch, expansion, or change of
business operations, this software accel erates the transformation of businesses.

*1: Animageisacopy of the contents of adisk (including the operating system) of a server, which can be deployed to other servers.

Reduced Infrastructure Investment Costs

Resource Orchestrator provides visualization services for servers, storage resources, and network resources, making the state of each of
theseresourcesvisibleto you. Thisenablesyou to efficiently utilizeall of your resourcesand effectively plan for theinstallation of required
resources, reducing infrastructure investment costs.

Reduced Infrastructure Operational Costs

Resource Orchestrator provides atemplate with defined logical specifications (number of CPUs, memory capacity, disk capacity, number
of NICs, etc.) for a server with storage and networks. Using this template to standardize the configuration of a system including servers,
storage, and networks, offers the following benefits:

- Simplified system configuration.

- Reduced risk of mistakes through the use of proven values for parameter settings when installing an operating system or setting up
storage and networks.

- Reducedinfrastructure operational coststhrough aunified configuration for managing versionsof security software or backup methods
over multiple systems.

Practicing ICT Governance

Resource Orchestrator enables you to perform security management (user role management and access control) regardless of the platform
size. Pooled resources can be divided and secured by user, ensuring appropriate governance of ICT.

1.2 Function Overview

The following functions are provided by Resource Orchestrator.

For details on the operational environment for Resource Orchestrator, refer to "1.3 Software Environment" and "1.4 Hardware
Environment".

- "1.2.1 Resource Pools"
- "1.2.2 Logical Server (L-Server)"
- "1.2.3 L-Server Configuration”



- "1.2.4 L-Server Template"

- "1.2.5 Resource Visuaization"

- "1.2.6 Simplifying Network Settings"

- "1.2.7 Managing Multiple Resources Using Resource Folders’

- "1.2.8 Restricting Access Using Roles and User Groups"

- "1.2.9 Sharing Resources Between Multiple Departments Using Roles and User Groups"
- "1.2.10 Simplifying Storage Settings'

Table 1.1 List of Available Functions
Function Remarks

Resource Pool

Logical Server (L-Server)

L-Server Configuration

L-Server Template

Resource Visualization

Simplifying Network Settings For details, refer to the relevant
sectionsin this manual .

Managing Multiple Resources Using Resource
Folders

Restricting Access Using Roles and User Groups

Sharing Resources Between Multiple Departments
Using Roles and User Groups

Simplifying Storage Settings

Monitoring

Power Operations

For details, refer to the
- "ServerView Resource
Hardware Maintenance Coordinator VE Setup Guide'".

Server Switchover

Backup and Restore

Cloning

1.2.1 Resource Pools

A resource pooal is a collection of virtual servers, storage, networks, images, and other resources of the same type. The resource pool
management function alows you to effectively and efficiently use all resources. The types of resource pools are described below. For
details, refer to "Appendix A Resource Pools'.

Table 1.2 Resource Pool Types

Resource Pool Types Overview
A resource pool for storing VM hosts used when creating new
VM
servers (VM).
Servers A resource pool for storing the physical servers used when
creating new servers.
A resource pool for storing virtual storage resourcesthat is
capable of dynamic removal of disk resources assigned to
Storage P y 9

servers.
The following resources are stored:




Resource Pool Types Overview

- ForVM
A file system for creation of VMs and virtual disks such
as VMFS (data store) of VMware

- For physical server
An original resource used to creste LUN such as
ETERNUS RAID groups or NetApp aggregates on
storage units

A resource pool for storing network resources with a defined
network for connecting servers.

For details on network resources, refer to "1.2.6 Simplifying
Network Settings".

Network

The following resources are stored:
- |Paddress

Address

- MAC address (Media Access Control address)

- WWN

The following resources are stored:
Image

- Cloning images

By using Resource Orchestrator to first register resourcesto control in aresource pool, aresource can be removed from the resource pool
at auser'srequest and be used to quickly configureaserver (with storage and networks). When the server isno longer required, the resource
can be reused.

Multiple resource pools can be created depending on operational requirements (hardware type, security, resource management units). If
the resources in aresource pool are insufficient, a new resource can be added or a resource can be moved from another resource pool to
compensate.

Resource pools offer the following benefits.

Until now, launching or expanding business operations required the purchase of servers, storage, networks and other resources.
Furthermore, significant time and effort was spent preparing and organizing such operations. Resource Orchestrator can save you time
and effort by enabling you to configure a server simply by removing the required resource from a resource pool. This alows you to
effectively plan the organization and operation of your infrastructure environment.

1.2.2 Logical Server (L-Server)

Resource Orchestrator provides aLogical Server (hereinafter L-Server) function which defines logical specifications (number of CPUs,
memory capacity, disk capacity, number of NICs, etc.) for servers (with storage and networks).

Resources are assigned to an L-Server according to defined specifications. An L-Server with assigned resources can perform the same
operations as anormal server.

To operate the server, L-Server users only need to be aware of the specifications defined for the server, and not the resources assigned to
it.

The following advantages are gained by using Resource Orchestrator L-Servers:
- Simple and rapid server configuration

The ideal server can be configured simply and quickly by automatically assigning resources from resource pools according to the L-
Server defined specifications.

- Reduced management costs

L-Server users do not need to manage the resources assigned to the server. Moreover, resource management is performed by an
infrastructure administrator, reducing overall management costs.

- Integrated operation of physical serversand virtual servers

L-Servers can be created for both physical servers and virtual servers.



After creating L-Servers, operations can be performed without differentiation between physical and virtual servers.

ﬂ Information

1.2.3 L-Server Configuration

By specifying server specifications (number of CPUs, memory capacity, model type, or storage capacity), operating system image, and
network connections, Resource Orchestrator quickly configures a practical L-Server using the applicable resources from resource pools.

Resources can be selected from aresource pool by the following two methods:
- Automatic assignment
- User-specified assignment
L-Server specifications can be specified by the following two methods.
- Selecting an L-Server template (L-Server specifications are pre-defined)
- Manually specifying each L-Server specification

Basic operations, such as startup, shutdown, and delete, can be performed for an L-Server in the same way as atypical server. L-Server
users do not require detailed knowledge of the resources assigned to the server in order to operateit.

The following operations can be performed:
- Changing of L-Server configurations

- Moving an L-Server between servers (migration) (When the server typeis"Virtua")

Snapshot (When the server typeis"Virtua")

Backup (When the server typeis "Physical")



Figure 1.1 L-Server Configuration Image
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1.2.4 L-Server Template

An L-Server template comprises pre-defined specifications (number of CPUs, memory capacity, disk capacity, number of NICs, etc.) for
an L-Server.

L-Server templates deliver the following advantages:

- Reduced effort
By simply selecting an L-Server template, server specifications can be set with ease.
An L-Server can easily be created by selecting an L-Server template, cloning image, and network connections.
- Standardization
Creating L-Servers using a standardized L-Server template can reduce configuration errors while also reducing management costs.

L-Server templates can be exported/imported asfilesin XML format. This enables L-Server templates to be designed separately from the
admin server, which allows for standardization between different systems.

A sample L-Server templateis provided with Resource Orchestrator. Create your own L-Server template using this sample as areference.

1.2.5 Resource Visualization

Resource Orchestrator includesthe RC console graphical user interface. The RC console comprisesthe ServerView Resource Coordinator
VE RC console with Resource Orchestrator functions (view/operate an L-Server).

Thetotal size of the resourcesin the resource pool and the free space can be calculated and displayed. The converted number of L-Servers
that can be created for each L-Server template can also displayed, in units of the specified L-Server template.
For details on the L-Server conversion view, refer to "A.4 View".



For details on the RC console, refer to "3.1 RC Console".

1.2.6 Simplifying Network Settings

Network resources handled by Resource Orchestrator consist of network definition information used for L-Server connection. Network
configurations can be set in advance so that network settings are automated when creating an L-Server.

Network resources are categorized into the following two types:
- Internal network
Used to connect an L-Server to another L-Server. The following information is retained:
- VLAN ID for use on the connection path
- IP address range (optional) to assign to the NIC for a connected L-Server
- External network

Used to connect an L-Server to an existing network that is not managed by Resource Orchestrator. In addition to internal networks,
the following information is retained:

- Networks managed by Resource Orchestrator, and LAN switch bladesfor network connection and their ports (hereinafter external
connection port)

Automatic VLAN Configuration for Blade Servers
By connecting the NIC for an L-Server to a network resource, the following settings are automatically configured for blade servers.
[Windows/Linux]
- Port VLAN settings for the server blade port of LAN switch blades
[VMware]
- Tagged VLAN and virtual switch settings for the server blade ports of LAN switch blades
[Hyper-V]
- VLAN ID settings on the virtual network adapters of virtual machines

The automatic creation of virtual networks and automatic configuration of external networks (including the physical network switch)
are not supported.

It is necessary to create the virtual network and configure the external network in advance.

For details on how to configure networks, refer to "4.2.5 Network Resources".

IP Address Range Auto-Configuration

[Windows/Linux][VMware]

If an IP address range is set for a network resource, the IP address can be automatically set when deploying an image to an L-Server.
However, when a Red Hat Enterprise Linux imageis specified when creating an L-Server with server type "Physica", the | P address will
not be configured automatically.

Manually configure the | P address after the image has been deployed to the L-Server.
If no IP address range is set, the DHCP settings are adopted.

[Hyper-V]
Automatic configuration of IP addresses is not supported.
If an IP address range is set for a network resource, set an |P address manually after deploying an image to an L-Server (Also set an IP

address manually onthe DNS server). For detailson how to confirm | P addresses, refer to the Note of "D .4 [Network] Tab".If an |P address
rangeis not set, manually set an |P address for operation on the DHCP server after deploying an imageto an L-Server.



Configuring VLANs automatically on LAN Switch Blades
- switch mode
Automatic configuration of tagged VLANs and port VLANS are performed.
- IBP mode

Automatic configuration of VLANS is not supported.

Network Resource Connection Image

The image of connection of network resourcesis as shown below:

Figure 1.2 Network Resource Connection Image
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For Hyper-V and rack mount server environments, it is necessary to configure the external connections of the external network manually.

LAN Switch Blade and Virtual Switch Configuration Example Using Network Resources [VMware]

Thefollowing is a configuration example of aLAN switch blade and virtual switch configuration using network resources.



Figure 1.3 LAN Switch Blade and Virtual Switch Configuration Using Network Resources [VMware]
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g:{] Note

- When network settings have been performed automatically for an L-Server in aVVMware environment, redundancy of virtual switches
and physical network adapters will be performed using VMware Teaming.

- The LAN switch blade configuration can only be performed in switch mode.

LAN Switch Blade Configuration Example Using Network Resources [Windows/Linux]

The following is a configuration example of LAN switch blades using network resources.



Figure 1.4 LAN Switch Blade Configuration Example Using Network Resources
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Virtual NIC Configuration and Connection with Virtual Networks Using Network Resources [Hyper-V]

An example of virtual NIC configuration with virtual networks using network resources is given below:
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1.2.7 Managing Multiple Resources Using Resource Folders

Resource Orchestrator provides resource folders for managing groups of multiple resources. Resource folders are used when managing a
large number of resources or when you want to divide resources according to certain conditions.

There are no conditions for storing resources in resource folders. They can be freely placed as management requires. Y ou can also create
hierarchies by storing other resource folders in a resource folder. For details on resource folders, refer to "Appendix B Resource
Folders'.

Resource folders enable you to do the following:
- Since the number of resources handled at once is reduced, it becomes easier to select resources.

- Resources can be categorized in detail.

1.2.8 Restricting Access Using Roles and User Groups

With Resource Orchestrator, you can restrict the operations that each user can perform and the resources that operations can be performed
on. A collection of operations that can be performed is called a"role" and the resource that operations can be performed on is called an
"access scope’”.

By setting arole and access scope for each user, you can restrict their privileges.

Roles are named as follows. For details on the operating privileges for each role, refer to "Table C.1 Operation Scope of Roles" of "C.1
Roles'.

Table 1.3 Role Type
Role Type Role Name

supervisor (specia administrator)
admin (administrator)

operator (operator)

monitor (monitor)

Basic Roles

Iserver_admin (L-Server administrator)
L-Server administrative role Iserver_operator (L-Server operator)
Iserver_monitor (L-Server monitor)

infra_admin (infrastructure administrator)

Infrastructure administrativerole | . .
infra_operator (infrastructure operator)

Environments shared by a resource administrator and L-Server users can be operated using basic roles.
Basic roles have the following operating privileges:

Table 1.4 Basic Roles

Role Name Resource Operations User Operations
supervisor (special administrator) | All All users
admin (administrator) All Within a user group
operator (operator) Monitoring, power control, and snapshot only Change one's own information only
monitor (monitor) Monitoring only Change one's own information only

Operating privileges for L-Server administrative roles are limited to the L-Server only. Use this role if you want to assign a separate
administrator for L-Server management, in cases such as a cloud operating system where an L-Server is |eased.

The Iserver_admin (L-Server administrator) role can perform the following operations and supported commands only:
- L-Servers
- "5.1 Creation Using an L-Server Template"
- "5.2 Power Operations'
- "5.3 Modifying an L-Server"
- "5.4 Deleting an L-Server"
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- "5.5 Snapshots, and Backup and Restoration of L-Servers'
- "5.7 Changing Physical Server Usage"

- Resource Folders
- "B.2 Operations"

The Iserver_operator (L-Server operator) and Iserver_monitor (L-Server monitor) roles can perform operator and monitor operations for
the L-Server only.

Infrastructure administrative roles are prohibited from performing operations on an L-Server that isin use.
Usethisroleif you want to restrict the privileges of the users that manage the infrastructure to prevent the operation of L-Servers being
affected by erroneous operations.

The infra_admin (infrastructure administrator) role can only perform monitoring and "5.6 Moving an L-Server Between Servers
(Migration)" of L-Servers, but all operations can be performed for other resources.

The infra_operator (infrastructure operator) role can only perform monitoring for L-Servers and power control for other resources.

1.2.9 Sharing Resources Between Multiple Departments Using Roles and
User Groups

You may want to share some resources between departments in case of future changes or faults while maintaining the segregation of
resources for each department.
In such cases, configuration can be performed simply by creating user groups and sharing roles.

A user group is afunction for the batch management of multiple users. By setting a role and access scope for a user group in the same
way asfor auser, you can set the privileges for all the users that belong to that user group.

Perform the following settings to share resources without combining them:
- Create a user group and resource folder for each department
- Create aresource pool to be shared among departments

- Set the access scope for the user groups corresponding to each department, to the department dedicated resource folder and the shared
resource pool

Notethat, by default, only the"admin" user group isdefined. If you do not specify auser group when creating a user, that user will belong
to the"admin" user group.

Since arole and access scopeis not set for the "admin™ user group, only the roles and access scopes set for the usersinside the group are
enabled. Therefore, if resources are only being used within a department, there is no need to pay attention to user groups.

For details on roles and user groups, refer to "Appendix C Roles and User Groups".

1.2.10 Simplifying Storage Settings

When creating physical servers, it was difficult to smoothly provide servers as configuration of storage units and the storage network was
necessary.

Using the following functions of Resource Orchestrator, servers can be provided smoothly.

- By coordinating VM management software and storage management software, the information of RAID groups and aggregates are
automatically detected as virtual storage resources.

- From the detected virtual storage resources, virtual storage meeting L-Server specificationsis automatically selected.

- To use storage from an L-Server, configure storage units and a storage network.

Prerequisites When Configuring L-Servers Using Physical Servers

- When using a physical server asan L-Server, it is necessary that connection using HBA address rename or VIOM is supported. For
details on connection using HBA address rename or VIOM, refer to the defining the storage environment and configuring the storage
environment sections of the " ServerView Resource Coordinator VE Setup Guide".

-11-



- For L-Server SAN storage paths, multipath (two paths) is supported.

- Configurations with more than three HBA ports on managed servers are not supported.

L-Server supports SAN boot configuration.

- Inthe case of blade servers, only configurations where FC cards are mounted in expansion slot 1 are supported.

In the case of blade servers, please do not set the following parameters during setup of VIOM.
- WWN Address Range
- MAC Address Range

Regarding Storage Configuration
- Resource Orchestrator manages asingle SAN environment. Multiple SAN environments are not supported.
- Storage cannot be used as cluster shared disks.
- A single storage unit can be connected to an L-Server.

Table 1.5 Location of System Disks and Data Disks
Configuration System Disk Data Disk

1 SAN storage SAN storage

For details on required VM management software and storage management software, refer to "1.3.2.2 Required Software".
For details on supported storage units and Fibre Channel switches, refer to "1.4 Hardware Environment”.
For details on configuration of storage networks and storage configuration, refer to "1.5 System Configuration”.

For details on storage environment settings, refer to "1.8 Required Storage Unit Environment and Configuration When Using Storage
Units from an L-Server on a Physical Server".

1.3 Software Environment

Resource Orchestrator is composed of the following CD-ROM:

- ServerView Resource Orchestrator (Windows Edition/Linux Edition)

1.3.1 Software Organization

Resource Orchestrator is composed of the following software.

Software Function Overview

- Used to control managed servers and neighboring network devices
ServerView Resource Orchestrator V2.2.1 Manager

v ) ; 5 X - Manages resource pools and L-Servers
(hereinafter manager)

- Operates on the admin server

) - Performs pre-configuration during deployment, monitors
ServerView Resource Orchestrator V2.2.1 Agent operating servers, and controls backup and cloning

(hereinafter agent)
- Operates on managed servers

1.3.2 Software Requirements

This section explains the software requirements for installation of Resource Orchestrator.
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1.3.2.1 Basic Software

The basic software listed below is required when using Resource Orchestrator.

Software

Basic Software

Remarks

Manager [Windows]

Microsoft(R) Windows Server(R) 2008 Standard (x86, x64)
Microsoft(R) Windows Server(R) 2008 Enterprise (x86, x64)
Microsoft(R) Windows Server(R) 2008 R2 Standard
Microsoft(R) Windows Server(R) 2008 R2 Enterprise
Microsoft(R) Windows Server(R) 2008 R2 Datacenter

The Server Coreinstallation
option is not supported.

Microsoft(R) Windows Server(R) 2003 R2, Standard Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition

SP2 or later supported.

Manager [Linux]

Red Hat(R) Enterprise Linux(R) 5.5 (for x86)
Red Hat(R) Enterprise Linux(R) 5.5 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.4 (for x86)
Red Hat(R) Enterprise Linux(R) 5.4 (for Intel64)

In the event that there are
required pieces of software,
such asdriver kitsand update
kits, prepare them.

For information about
required software, refer tothe
manual of the server or the
Linux installation guide.

Agent [Windows]

Microsoft(R) Windows Server(R) 2008 Standard (x86, x64)
Microsoft(R) Windows Server(R) 2008 Enterprise (x86, x64)
Microsoft(R) Windows Server(R) 2008 R2 Standard
Microsoft(R) Windows Server(R) 2008 R2 Enterprise
Microsoft(R) Windows Server(R) 2008 R2 Datacenter

The Server Coreinstallation
option is not supported.

Microsoft(R) Windows Server(R) 2003 R2, Standard Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition

SP2 or later supported.

Agent [Linux]

Red Hat(R) Enterprise Linux(R) 5.5 (for x86)
Red Hat(R) Enterprise Linux(R) 5.5 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.4 (for x86)
Red Hat(R) Enterprise Linux(R) 5.4 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.3 (for x86)
Red Hat(R) Enterprise Linux(R) 5.3 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.2 (for x86)
Red Hat(R) Enterprise Linux(R) 5.2 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.1 (for x86)
Red Hat(R) Enterprise Linux(R) 5.1 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5 (for x86)

Red Hat(R) Enterprise Linux(R) 5 (for Intel64)
SUSE(R) Linux Enterprise Server 11 for x86
SUSE(R) Linux Enterprise Server 11 for EM64T

In the event that there are
required pieces of software,
such asdriver kitsand update
kits, prepare them.

For information about
required software, refer tothe
manual of the server or the
Linux installation guide.

Agent [VMware]

VMware vSphere(TM) 4

Install Resource Orchestrator
on the VMware ESX host.

Agent [Hyper-V]

Microsoft(R) Windows Server(R) 2008 R2 Enterprise
Microsoft(R) Windows Server(R) 2008 R2 Datacenter

The Server Coreinstallation
option is not supported.

Turn ON the Hyper-V role.
Add MSFC.

Only Windows managers are
supported.
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& Note

Installation will fail when a Resource Orchestrator agent isinstalled on an unsupported OS.

[Hyper-V]
When using Hyper-V on managed servers, the only supported OS of the admin server is Windows.

The operating system parameters can be set when deploying the image. For details on the parameters that can be set, refer to "D.5 [OS]
Tab".

[VMware] [Hyper-V]
Depending on the server virtualization software used, some restrictions may apply to the operating systems that parameters can be set for
and the prerequisites for performing the settings. For details, refer to the server virtualization software manual.

Basic software (OS) that can be used on an L-Server islimited to software supported by the server virtualization software.
Theimageto deploy can be specified when creating an L-Server. Image deployment for Resource Orchestrator usesthefollowing functions
of the server virtualization software:

Server Virtualization Software Function

VMware vSphere(TM) 4 Template, guest OS customization

Microsoft(R) System Center Virtual Machine Manager 2008 R2 Template, guest OS operating system profile

Use of some functions used in the server virtualization software for Resource Orchestrator at the same time with this product is not
supported. Please do not use these functions.

Server Virtualization Software Functions with no Support of Combined Use

VMware vSphere(TM) 4 VMware Storage VMotion

- Movement of storage areas
Microsoft(R) System Center Virtual Machine Manager 2008 R2 - Movement
destination

changing the virtual machine storage

[Hyper-V]
VMware ESX can be managed by SCVMM using VMware vCenter Server. In Resource Orchestrator, VMware ESX cannot be managed
through SCVMM. When managing VMware ESX in the above configuration, register VMware vCenter Server in Resource Orchestrator.

4}1 Note

- If an L-Server is created with a specified Windows image, when deploying the image use Sysprep, provided by Microsoft, to re-
configure the properties unique to the server. By executing Sysprep, the user information and OS setting information are reset.
For details on Sysprep, refer to the information provided by Microsoft.

- If stopping or restarting of the manager is performed during execution of Sysprep, the operation being executed will be performed
after the manager is started.
Until the process being executed is completed, do not operate the target resource.

- Whenusing MAC license authentication for activation of Windows Server 2008 images, Sysprep can be executed amaximum of three
times. Since Sysprep is executed when creating L-Server with images specified or when collecting cloning images, collection of
cloningimagesand creation of L-Serverswith images specified cannot be performed morethan four times. Thereforeit isrecommended
not to collect cloning images from L-Servers which have had cloning images deployed, but to collect them from a dedicated master
server. When customization of aguest OSis performed using the template function in VMware or when the templateis created using
SCVMM, Sysprep is executed and the number isincluded in the count.

[Windows] [VMware]

- If an L-Server is created with a Windows image specified, use Sysprep to set the server specific information again, when starting for
the first time after creating the L-Server. After startup and resetting the server specific information, it is recommended that you log
off once, otherwise when the L-Server console is opened from the server virtualization software management window you will be
logged on with Administrator status.
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- Note the following points when collecting cloning images from an L-Server that was created using a cloning image.

- AsL-Serverswhich has not been used even once after creation do not have server specific information set, creation of L-Servers
using cloning images collected from an L-Server may fail. When collecting cloning images, set the server specific information
on L-Server, after starting the target L-Server.

It is not necessary to install Resource Orchestrator on admin clients, but the following basic software is required.

Basic Software (OS) Remarks

Microsoft(R) Windows(R) 7 Professional
Microsoft(R) Windows(R) 7 Ultimate

Microsoft(R) Windows Vista(R) Business
Microsoft(R) Windows Vista(R) Enterprise SP1 or later supported.
Microsoft(R) Windows Vista(R) Ultimate

Microsoft(R) Windows(R) XP Professional operating system SP3 or later supported.

Microsoft(R) Windows Server(R) 2008 Standard (x86, x64)

Microsoft(R) Windows Server(R) 2008 Enterprise (x86, x64)
Microsoft(R) Windows Server(R) 2008 R2 Standard The Server Core installation option is not supported.
Microsoft(R) Windows Server(R) 2008 R2 Enterprise
Microsoft(R) Windows Server(R) 2008 R2 Datacenter

Microsoft(R) Windows Server(R) 2003 R2, Standard Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition

SP2 or later supported.

The software listed below is required when using Resource Orchestrator.

Software Basic Software (OS) Patch ID/Bundle Update

Manager [Windows] | None -
Red Hat(R) Enterprise Linux(R) 5 (for x86) Bundle Update U09031 (5.3 compatible)
Red Hat(R) Enterprise Linux(R) 5 (for Intel64) | Bundle Update U09031 (5.3 compatible)

Manager [Linux]

Agent [VMware] None -

Agent [Hyper-V] None -

1.3.2.2 Required Software

The software listed below is required when using Resource Orchestrator.

Software Required Software Version Remarks

Refer to " See Installation of
Related ServerView Products'.
When using VIOM, refer to the
V4.20.25 or later VIOM manual and use a
supported version of
ServerView Operations

ServerView Operations
Manager for Windows (*1)
(previously ServerView

Console for Windows)
Manager [Windows]

Manager.

Necessary when using backup
Microsoft(R) LAN and restore, or cloning.
Manager module Obtain it from the Microsoft

FTPsite. (*2)
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Software Required Software Version Remarks
BACS
or Necessary when performing
Iorrntel PROSet - redundancy of the admin LAN
PRIMECLUSTER GLSfor for admin servers.
Windows
. Necessary when aRAID is
View RAID (*1 - i
ServerView 1) composed of local disks (*3).
ServerView Virtual-10 Necessary when using VIOM's
2.1or later .
Manager Virtua 1/0.
[VMware]
VMware vCenter Server Necessary for management of
) 40 VM guests and VM hosts.
(previously VMware ' Can be placed on the same
Virtual Center) admin server as the manager or
on another server.
SNMP Trap Service - -
Necessary when managing a
DHCP Server (Standard OS i managed server within a
service) separate subnet to the admin
server.
[Hyper-V]
Necessary for management of
VM guestsand VM hosts.
Can be placed on the same
admin server as the manager or
Microsoft(R) System on another server.
Center Virtual Machine - Multiplelibrary servers can be
Manager 2008 R2 configured.
Configure control settings for a
maximum of Six sessions,
referring to "SCVMM Server
MaxShellPerUser Settings
[Hyper-V]".
[Hyper-V]
Windows PowerShell 20 Necessary for management of
VM guestsand VM hosts.
Necessary when connecting an
ETERNUS LUN withan L-
ETERN US SF Storage 14.2 or later Server operating on the physical
Cruiser Manager server.
Install on the same admin server
as the manager.
ServerView Operations Refer to " See Installation of
Manager for Linux V48105 or later Related ServerView Products'.
Necessary when using backup
. Microsoft(R) LAN i and restore, or cloning.
Manager [Linux] Obtain it from the Microsoft

Manager module

FTPsite. (*2)

PRIMECLUSTER
Enterprise Edition

4.3A00 or later
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Software Required Software Version Remarks
PRIMECLUSTER HA n v
Ser 4.3A00 or later The supported standby cluster
ver typeis 1:1 hot standby.
Necessary when performing
PRIMECLUSTER GLS - redundancy of the admin LAN
for admin servers.
VMware vCenter Server
(previously VMware 40 Necessary for management of
Virtual Center) VM guest and VM host.
Included in operating system
fet-snmp package installation media
Necessary when connecting an
ETERNUS LUN withanL-
ETERNUS SF Storage 14.2 or later Server operating on the physical

Cruiser Manager

server.
Install onthe same admin server
as the manager.

Agent [Windows]

ServerView Agent for
Windows (* 1)

V4.50.05 or later

"setupcl.exe" module
"sysprep.exe” module

Necessary when using backup
and restore, or cloning.

Refer to the Microsoft web site
and obtain the latest modules.
(*4)

When using Windows Server
2008, the modules are already

configured in the OS so there is
no need to obtain new modules.

BACS

or

Intel PROSet

or

PRIMECLUSTER GLS for
Windows (*1)

Necessary when performing
redundancy of the admin LAN
and public LAN for managed
servers.

ServerView RAID (*1)

Necessary when aRAID is
composed of local disks (*3).

ETERNUS Multipath
Driver

V2.0L10 or later

Necessary for multipath
connections between servers
and ETERNUS storage units.
Versions differ depending on
OS and storage types. Refer to
ETERNUS Multipath Driver
support information.

Data ONTAP DSM

3.2R1 or later

Necessary for connection
between servers and NetApp
storage units.

Versions differ depending on
OS and storage types. Refer to
Data ONTAP DSM support
information.
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Software Required Software Version Remarks

ServerView Agent for

Linux (*1) V4.90.14 or later -

Necessary when aRAID is

ServerView RAID (*1) i composed of local disks (*3).

Necessary for multipath
connections between servers
and ETERNUS storage units.
V2.0L02 or later Versions differ depending on
OS and storage types. Refer to
ETERNUS Multipath Driver
support information.

Agent [Linux]

ETERNUS Multipath
Driver

Necessary when performing
redundancy of the admin LAN
and public LAN for managed
servers.

When performing cloning,
settings for redundancy of the
public LAN are configured
Agent [Red Hat Enterprise | PRIMECLUSTER GLS automatically.

Linux] *D 4.2A00 or later For details on settings for
redundancy of the public LAN,
refer to the information in
"Network Parameter Auto-
Configuration for Cloning
Images” in the "ServerView
Resource Coordinator VE Setup
Guide".

ServerView Agent for

VMware (*1) V4.30-20 or |ater -

Agent [VMware]
Necessary when aRAID is

ServerView RAID (*1) i composed of local disks (*3).

*1: Necessary when using PRIMERGY series servers.
When installing managersin cluster environments, installation on both the primary and secondary nodes is necessary.
*2: Obtain it from the following Microsoft FTP site.

Microsoft FTP site

URL : ftp://ftp.microsoft.com/bussys/clients/msclient/dsk3-1.exe (As of November 2010)

*3: A local disk refers either to a server'sinternal disk, or to one stored in a storage blade.
*4: The necessary files vary depending on the CPU architecture (x86, x64) of the target system, and the OS version. Check the Microsoft
web site for the modules to obtain.

Microsoft web site

URL (x86): http://www.microsoft.com/downl oads/details.aspx ?familyid=93F20BB 1-97A A-4356-8B43-9584B 7E72556& displaylang=en
(As of November 2010)

URL (x64): http://www.microsoft.com/downl oads/detail s.aspx?familyid=C2684C95-6864-4091-BCOA-52A EC5491A F7& displaylang=en
(As of November 2010)

After obtaining the latest version of module, place it in awork folder (such as C:\temp) of the system for installation and execute it.
For details on execution, refer to "Software Preparation and Checks' in the "ServerView Resource Coordinator VE Installation
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Guide".
The module is not necessary after installation of agents.

The following software is necessary for admin clients.

Required Software Version Remarks

Microsoft(R) Internet Explorer -

Necessary for displaying the management window of
*D ServerView Operations Manager or the VM management
console, on admin clients.

Java(TM) 2 Runtime Environment
Standard Edition

Necessary on admin clients when using the functions for
VMware vSphere(TM) Client 4.0 coordinating with VMware or the VM management software
on managed servers. [VMware]

Necessary on admin clients when using the functions for
coordinating with Hyper-V on managed servers.
Operation on Windows X P and Windows 2003 are not
supported. [Hyper-V]

Hyper-V Manager -

Microsoft(R) System Center Virtual
Machine Manager 2008 R2 VMM -
management console

Necessary on admin clients when using the functions for
coordinating with VM management software. [Hyper-V]

Necessary when checking the detailed information of storage
ETERNUS SF Storage Cruiser clients | 14.2 or later using the admin client.
Operation on Windows 2003 x64 Edition is not supported.

*1: To display the management window of ServerView Operations Manager, please refer to the ServerView Operations Manager manual.
To display the VM management console, version 1.5 or later is necessary.
2 See
Installation of Related ServerView Products
There are advisory notes regarding the installation of ServerView Operations Manager.

For details on advisory notes, refer to the specific description of the settings for ServerView Operations Manager for Windows in the
"ServerView Resource Coordinator VE Installation Guide'.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

SCVMM Server MaxShellPerUser Settings [Hyper-V]
Resource Orchestrator controls SCVMM using PowerShell Web Services for Management (hereinafter WS-Management).

With standard Windows settings, the maximum number of processes which can start shell operations per user (MaxShellsPerUser) is set
to five. For Resource Orchestrator, it is necessary to change settings to enable a maximum of six sessions.

Since WS-Management is used for Windows administrator tools as well as Resource Orchestrator, set a number six or larger than
MaxShellsPerUser, giving consideration to operating needs.

Change the MaxShellsPerUser settings using the following procedure:
1. Execute Windows PowerShell as an administrator.

2. Changethe current directory using the Set-Location commandlet.

PS> Set-L ocation -Path WSM an:\localhost\Shell <RETURN>

3. Check the current MaxShellsPerUser configuration information using the Get-Childitem commandlet.
The content displayed in MaxShellsPerUser is the current setting.
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PS WSMan:\localhost\Shell> Get-Childltem <RETURN>

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

PS WSMan: \ | ocal host\ Shel | > Get-Childltem

WsManConfi g: M crosoft. WsMan. Managenent \ WsMan: : | ocal host\ Shel |
Nane Val ue Type

Al | owRenot eShel | Access true System String

I dl eTi neout 180000 System String
MaxConcurrent User s 5 System String

MaxShel | RunTi e 2147483647 System String

MaxPr ocessesPer Shel | 15 System String
MaxMenor yPer Shel | VB 150 System String

MaxShel | sPer User 5 System String

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

4. Configure MaxShellsPerUser using the Set-Item commandlet.

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

When setting M axShellsPerUser 10

PS WSMan:\localhost\Shell> Set-1tem .\M axShellsPer User 10 <RETURN>

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

1.3.2.3 Exclusive Software

Resource Orchestrator cannot be used in combination with Resource Coordinator or the following products.

Software Product Name

ServerView Deployment Manager

Manager [Windows]
ServerView Installation Manager (* 1)

Manager [Linux] Server System Manager

Server System Manager

Agent [Windows/Hyper-V]
ServerView Deployment Manager (*2)

Server System Manager

Agent [Linux]
ServerView Deployment Manager (*2)

Agent [VMware] ServerView Deployment Manager (*2)

*1: Asmanagersof thisproduct include PXE server, usein combination with the PXE server required for remoteinstallation of ServerView
Installation Manager is not possible.

*2: ServerView Deployment manager can beinstalled after Resource Coordinator hasbeeninstalled. For details on theinstall ation method,
refer to the " ServerView Resource Coordinator VE Installation Guide”.

Qn Note

- Theadmin server of Resource Orchestrator can managethe ServerView Resource Coordinator VE V2.2 agent. In such cases, the agent
can be used within the function range for ServerView Resource Coordinator VE.

- The same resource cannot be managed by the Resource Orchestrator admin server and the ServerView Resource Coordinator VE
admin server.

-20-



- Resource Orchestrator managers contain some functions of DHCP servers and PXE servers. Therefore, do not place products or
services with other DHCP server or PXE server functions on the admin LAN.

Examples of Products Including DHCP Serversand PXE Servers

- The Windows Server 2003 "Remote Installation Service', and the Windows Server 2008/Windows Server 2003 "Windows
Deployment Service"

- ADS (Automated Deployment Services) of Windows Server 2003
- Boot Information Negotiation Layer(BINLSVC)

- ServerView Deployment Manager (*1)

- ServerStart (when using the remote installation function)

*1: AsPXE server isincluded, the use of somefunctionsisrestricted whenit isused on the sameadmin LAN as ServerView Resource
Orchestrator. For details, refer to the " ServerView Resource Coordinator VE Setup Guide'".

[Windows]

- Depending on the Windows Server domain type, the available functions differ asindicated in the table below.

Table 1.6 Function Restrictions Based on Domain Type

Domain Type Backup and Restore Cloning Seé;irkigi;zo;:;tliing
Domain controller No No No
Member server (*1) Yes(*2) Yes(*2,*3) Yes(*2,*4)
Workgroup Yes Yes Yes

Yes: Use possible.

No: Use not possible.

*1: Member servers of Windows NT domains or Active Directory.

*2: After performing operationsit is necessary to join Windows NT domains or Active Directory again.

*3: Before obtaining cloning images, make sure that the server is not amember of aWindows NT domain or Active Directory.

*4: When switchover has been performed using Auto-Recovery, join Windows NT domains or Active Directory again before starting
operations.

[Windows/Linux]

- Contact Fujitsu technical staff for information about ServerView Deployment Manager.

1.3.2.4 Static Disk Space

For new installations of Resource Orchestrator, the following static disk space is required. The amount of disk space may vary dightly
depending on the environment in question.

Table 1.7 Static Disk Space

Software Folder Disk Capacity (Unit: MB)
Manager [Windows] Installation_folder (* 1) 800
/opt 570
Manager [Linux] [etclopt 4
Ivarlopt 120
Agent [Windows/Hyper-V] | /nstallation_folder (* 1) 100
/opt 20
Agent [Linux] Jetclopt s
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Software Folder Disk Capacity (Unit: MB)
Ivar/opt 5
/opt 90
Agent [VMware] [etc/opt 5
Ivar/opt 5

*1: Theinstallation folder name specified when this software isinstalled.

1.3.2.5 Dynamic Disk Space

When using Resource Orchestrator, the following disk space is required for each folder, in addition to static disk space. For details on
each item, refer to the dynamic disk space section in the " ServerView Resource Coordinator VE Installation Guide".

Table 1.8 Dynamic Disk Space

Software

Folder

Disk Capacity (Unit: MB)

Manager [Windows]

Installation_folder (*1)

2400 + Number_of _managed _servers* 4

Environmental_dala_storage area

Image_file storage folder (*2)

Image_file storage area(*3)

Manager [Linux]

letc

2

Ivar/opt

2400 + Number_of _managed _servers* 4

Environmental_data_storage area

Image_file_storage directory (* 2)

Image_file storage _area(*3)

Agent [Windows/Hyper-V] | /nstallation_folder (* 1) 60
[etc 1
Agent [Linux]
Ivar/opt 1
letc 1
Agent [VMware]
Ivarlopt 1
HBA addressrename sstup | o ion folder (1) 60
service [Windows]
HBA address rename setup | /€tc 1

*1: The installation folder name specified when this software isinstalled.
*2: The name of the storage folder (directory) specified for image files when this software is installed.
*3: The image storage area when using cloning images for cloning of physical serversusing RCVE.

1.3.2.6 Memory size

The memory size listed below is required when using Resource Orchestrator.

Table 1.9 Memory Size

Software

Memory Size (Unit: MB)

Manager [Windows]

3072

Manager [Linux]

3072

Agent [Windows/Hyper-V]

32
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Software Memory Size (Unit: MB)

Agent [Linux] 32
Agent [VMware] 32

1.4 Hardware Environment

The hardware conditions described in the table below must be met when using Resource Orchestrator.

Table 1.10 Required Hardware

Software Hardware Remarks
PRIMERGY BX series servers .

. The CPI Iti- PU.

Manager PRIMERGY RX series servers e CPU must be a multi-core CPU

PRIMERGY TX series servers 4 GB or more of memory is hecessary.
PRIMERGY BX620 S5
PRIMERGY BX620 4
PRIMERGY BX920 S2
PRIMERGY BX920 S1
PRIMERGY BX922 S2
PRIMERGY RX100 S6

PRIMERGY RX100 S5 When using servers other than the
PRIMERGY RX200 S5 PRIMERGY BX series, itisnecessary to
PRIMERGY RX200 S4 mount an IPMI-compatible (* 1) server
PRIMERGY RX300 S6 management unit (*2).

Agent PRIMERGY RX300 S5
PRIMERGY RX300 $4 When the server typeis "Physical”,
PRIMERGY RX600 4 PRIMERGY TX series and
PRIMERGY TX150 S7 PRIMEQUEST 1000 series servers
PRIMERGY TX150 S6 cannot be used.

PRIMERGY TX200 S5
PRIMERGY TX300 S6
PRIMERGY TX300 S5
PRIMERGY TX300 $4
PRIMEQUEST 1000 series servers
Other PC servers

*1: Supports IPM12.0.
*2: Thisusualy indicates a BMC (Baseboard Management Controller).
For PRIMERGY, it is called iIRMC(integrated Remote Management Controller).

The following hardware is required for admin clients:

Software Hardware Remarks

Personal computers
PRIMERGY RX series servers
Client PRIMERGY BX series servers -
PRIMERGY TX series servers
Other PC servers

When connecting storage units that can be connected to the physical servers of L-Servers, the following storage units can be used:

Table 1.11 Storage Units which can be Connected with L-Servers on Physical Servers
Hardware Remarks
ETERNUS DX8000 series

ETERNUS DX400 series -
ETERNUS DX90
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Hardware

Remarks

ETERNUS DX80
ETERNUS DX60
ETERNUSSB000 series

ETERNUSA000 series

Model 80 and model 100 are not supported.

ETERNUS2000 series

NetApp FAS6000 series
NetApp FAS3100 series
NetApp FAS2000 series
NetApp V6000 series
NetApp V3100 series

DataONTAP 7.3.3 or later
(8.x.x is not supported)

When using storage management software, do not change or delete the content set for storage units by Resource Orchestrator. I nsufficient

disk space does not cause any problems for RAID group or aggregate creation.

When connecting storage units that can be connected to the physical servers of L-Servers, the following Fibre Channel switches can be

used:

Table 1.12 Fibre Channel Switches which can be used when Connecting NetApp Storage with L-Servers on
Physical Servers and ETERNUS Storage

Hardware

Remarks

Brocade series

Channel switch blades

Channel switch blades

ETERNUS SN200 series
PRIMERGY BX600 Fibre

PRIMERGY BX900 Fibre

The following LAN switch blades are available when using the simplifying network settings:

Table 1.13 LAN Switch Blades Available when Using the Simplifying Network Settings Function

Hardware

Remarks

PG-SW111
PG-SW112

PRIMERGY BX900 series servers and LAN switch blades

PG-SW107
PG-SW104

PRIMERGY BX600 series servers and LAN switch blades

1.5 System Configuration

This section provides an example of a Resource Orchestrator system configuration.
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Figure 1.6 Example of System Configuration
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Admin Server

The admin server is a server used to manage several managed servers.

The admin server operatesin a Windows or Linux environment.

The Resource Orchestrator manager should beinstalled on the admin server. The admin server can be made redundant by using clustering
software. The admin client can operate on the same machine as the admin server.

The Resource Orchestrator agent cannot be installed on the admin server to monitor and manage the admin server itself.

L._;] Note

[Hyper-V]
When using Hyper-V on managed servers, the only supported OS of the admin server is Windows.

Managed Server

A managed server isaserver used for operational purposes. It is managed by the admin server.
Install agents on managed servers.
In server virtualization environments, the agent should only be installed on the VM host.
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Admin Client

Admin clients are terminal s used to connect to the admin server, which can be used to monitor and control the configuration and status of

the entire system.

Admin clients should run in a Windows environment.

Storage Management Server

A server on which storage management software (such as ETERNUS SF Storage Cruiser) which manages multiple storage units has been

installed. Please make it the same machine as the admin server.
Note that resources for both the admin and storage management software servers are regquired when operating the servers together.

VM Management Server

A server on which VM management software (such as VMware vCenter Server or System Center Virtual Machine Manager) to integrate
multiple server virtualization softwares has been installed. The VM management server can operate on the same machine as the admin

server.

Note that resources for both the admin and VM management servers are required when operating the servers together.

Admin LAN

The admin LAN isthe LAN used by the admin server to control managed servers and storage.
The admin LAN is set up separately from the public LAN used by applications on managed servers.

Using network redundancy software on the server enables redundancy for theadmin LAN or the public LAN. Manually configure network
redundancy software.

When using an L-Server with the server type "Physical", the physical network adapter numbers available for the admin LAN are asbelow.

- When not performing redundancy, "1" is available

- When performing redundancy, "1" and "2" are available

1.6 Managed Resources

Resource Orchestrator can be used to manage the resources described in the table below.

For details on management of chassis, servers, VM hosts, VM management software, and LAN switches, refer to the system design and

initial setup section of the "ServerView Resource Coordinator VE Setup Guide".

Table 1.14 Managed Resources

resource

Description

Chassis

A chassisis an enclosure used to house server blades. It can monitor the status of servers, display
their properties, and control their power states.

Physical server

Thisisageneral term for any physical server. Thisterm is used to distinguish physical serversfrom
virtual serversthat are created using server virtualization software such as VMware or Hyper-V.
Registering an unused physical server with Resource Orchestrator enablesit to be used for L-Server
creation.

VM hosts and physical OS's running on physical servers can be detected and registered as managed
resources by Resource Orchestrator.

VM host

Thisrefersto the server virtualization software running on a server to operate a virtual machine. For
example, Windows Server 2008 R2 or VMware ESX for VMware with Hyper-V roles added.

VM hosts can be managed by monitoring their statuses, displaying their properties, and performing
operations such as HBA address rename and server switchover.

When aVM host isregistered, any VM guests on the VM host are automatically detected and
displayed.
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resource Description

This software manages multiple server virtualization software. For example, vCenter Server for
VM management VMware, and SCVMM for Hyper-V.

software VM management software can be integrated (registered) into Resource Orchestrator to enable the
use of functionsfor VM guests.

This term encompasses both the network switches that are mounted in a blade server chassis (LAN
switch blades), and the external LAN switches that are directly connected to them.

LAN switch Resource Orchestrator can monitor LAN switch blade statuses, display their properties, and manage
their VLAN configurations.

LAN switch blades and external LAN switches can be displayed in a comprehensive Network Map.

This refers to the operating system running on a virtual machine.
Resource Orchestrator can monitor VM guest statuses, display their properties, and control their

VM guest power states. In addition to the ServerView Resource Coordinator VE functions, new VM guests
and snapshots can be created as L-Servers.

Thisisavirtual LAN switch used to manage aVVM guest network on the VM host.
In Hyper-V it represents the concept of virtual networks.

Virtual switch It supports virtual switches, which are standard Hyper-V virtual network and VMware functions.
The VMware vNetwork Distributed Switch and Cisco Nexus 1000V virtual switches are not
supported.

Disk resource Thisrefersto adisk resource assigned to aserver. For ETERNUS storage thisisaLUN, for NetApp
storageitisaFlexVol, and for VM guestsit isavirtual disk.

Thisrefersto aresource that can dynamically remove a disk resource. Examples include RAID

Storage resource . .
groups, aggregates and file systems for creating VM (VMFS (data store) of VMware, etc.).

f i Itipl its. For NetA hisisD

Storage management Software to manage and integrate one or multiple storage units. For NetApp storage, thisis Data
ONTAP.

software

Integration (registration) with Resource Orchestrator enables the use of functions for storage.

Thisrefers to aresource that defines network information for use by an L-Server.

By connecting the NIC for an L-Server to a network resource, the physical and virtual network
switches are configured, enabling the L-Server to communicate.

If an |P address range is set for a network resource, the IP address can be automatically set when
deploying an image to an L-Server.

Network resource

For details, refer to "1.2.6 Simplifying Network Settings'.

1.7 Resource Orchestrator Setup Procedure

The setup procedure for Resource Orchestrator is outlined below.

For details on the following items of setup preparations, refer to the system design and initial setup section of the " ServerView Resource
Coordinator VE Setup Guide".

- Pre-setup Preparations
- Decide the server environment
- Decide the network environment
- Decide the storage environment
- Decide the power monitoring environment
- Configure the server environment
- Configure the network environment
- Configure the storage environment (* 1)

- Configure the power monitoring environment
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*1: For details on storage environment settings, refer to "1.8 Required Storage Unit Environment and Configuration When Using
Storage Units from an L-Server on a Physical Server".

- Installation
- Install the manager
- Install agents
For details on installation, refer to "Chapter 2 Installation and Uninstallation"”.
- Setup
- Register resources
- Register resources in the resource pool
- Create an L-Server template
For details on how to set up Resource Orchestrator, refer to "Chapter 4 Setup”.
- Create an L-Server
For details on how to create an L-Server, refer to "Chapter 5 L-Servers'.

Figure 1.7 Resource Orchestrator Setup Procedure
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1.8 Required Storage Unit Environment and Configuration When
Using Storage Units from an L-Server on a Physical Server

This section explains details on the necessary configuration when using storage units from L-Server on physical servers.

The storage configurations supported by Resource Orchestrator are as follow:
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Table 1.15 Supported Storage Configurations

Configuration System Disk Data Disk
1 SAN storage SAN storage

The settings necessary when using storage units are performed using the following flow.
1. Storage Unit Configuration
For details on how to use ETERNUS storage, refer to "1.8.1.1 ETERNUS Storage”.
For details on how to use the NetApp FAS series/V series, refer to "1.8.1.2 NetApp FAS series/V series'.
2. Fibre Channel Switch Configuration

For details on how to connect ETERNUS storage to Fibre Channel switches, refer to"1.8.2.1 When Connecting ETERNUS Storage
to Fibre Channel Switches'.

For details on how to connect NetApp storage to Fibre Channel switches, refer to "1.8.2.2 When Connecting NetApp Storage to
Fibre Channel Switches'.

1.8.1 Storage Unit Configuration

This section explains how to configure storage units.

1.8.1.1 ETERNUS Storage
Resource Orchestrator manages only ETERNUS registered on ESC. Register the target ETERNUS on ESC.
For details on how to register to ESC, refer to the ESC manual.

L:n Note

- Definition of ETERNUS hot spares or RAID groups is not possible in Resource Orchestrator. Define hot spares and RAID groups
using ETERNUSMgr or other software.

- Resource Orchestrator supports access path settings on the FC-CA ports of ETERNUS connected using Fabric connections. It is
necessary to select Fabric connection in the settings of the connection method of ETERNUS FC-CA ports.

- Resource Orchestrator uses ETERNUS host affinity to enable recognition of LUNSs by servers. Therefore, for affinity mode settings
of ETERNUS FC-CA ports, "ON" must be selected.

1.8.1.2 NetApp FAS series/V series
Use the following procedure to configure NetApp FAS series/V series settings:
1. Initial configuration

Set the password of the Data ONTAP root account (using more than one character) and the admin IP address of Data ONTAP,
referring to the "Data ONTAP Software Setup Guide" manual.

Ln Note

- Resource Orchestrator uses the NetApp FAS series/V series which is not registered on storage management software such as
DataFabric Manager.

- Only one admin | P address can be registered for the NetApp FAS seried/ V series on Resource Orchestrator.
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2. Configuration of SSL
Configure SSL, referring to the "Data ONTAP System Administration Guide" manual.

Execute the following command on the Data ONTAP that is to be managed:

>optionstls.enable on <RETURN>

3. Creating aggregates
Create more than one aggregate, referring to the "Data ONTAP Storage Management Guide" manual.
Set any desired number when subdividing the management, such as when managing by users.
Aggregates can be added later.
4. Fibre Channel Connection Environment Settings
Configure the following settings, referring to the "Data ONTAP Block Access Management Guide for iSCS| and FC" manual.
- Configure the license settings of the Fibre Channel service.
- Confirm the port settings, and configure the FC port for connection with the managed server asthe target port.
5. Creation of portset

Refer to the "Data ONTAP Block Access Management Guide for iSCSI and FC" manual, and create more than one portset which
combines FC ports used for access to the L-Server disk.

Up to two port numbers can be set up per portset.
When using NetApp storage with multiple controllers, create it combining the FC ports of the different controllers.

Use the following name for the portset name:

rex-portset VNV (* 1)

*1: For NN, specify anumber from 00 - 99

Qn Note

- For the FC port to register in a portset, specify an FC port which is not registered in another portset.
- Specify the FC port the Fibre Channel cable was connected to.

- No portset other than the rex-portset VVis used.

1.8.2 Fibre Channel Switch Settings

This section explains how to configure Fibre Channel switches.

1.8.2.1 When Connecting ETERNUS Storage to Fibre Channel Switches

When disconnecting adisk from an ETERNUS RAID group, configure one-to-one WWPN zoning for the Fibre Channel switch registered
on ESC. Therefore, it is necessary to register the Fibre Channel switch connected to ETERNUS and all Fibre Channel switches connected
to it using a cascade connection on ESC.

For details on how to register to ESC, refer to the ESC manual.

Zoning settings may not have been configured for Fibre Channel switches. When zoning is not configured, ensure that temporary zoning
is configured, since there is a chance that one-to-one WWPN zoning settings cannot be configured. For details on how to perform
configuration, refer to the ESC manual.
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1.8.2.2 When Connecting NetApp Storage to Fibre Channel Switches

In Resource Orchestrator, when disconnecting disks from NetApp aggregates, configuration of Fibre Channel switches connected to
NetApp is not performed.

It is necessary to configure one-to-one WWPN zoning for Fibre Channel switchesin advance.

It is necessary to define zoning combining the fibre channel switch combining the HBA Port WWPN value based on the WWN provided
by the I/O Virtualization Option and the FC port WWPN value defined in the NetApp portset used in Resource Orchestrator. For details
on the configuration method, refer to the manual of the fibre channel switch.

Fibre Channel Switch Zoning Settings

Set zoning combining the WWPN value of HBA Port1 and the WWPN value of defined FC port first in portset, and combining the WWPN
value of HBA Port2 and the WWPN value of defined FC port second in portset.

In the following conditions, an example command for an ETERNUS SN200 is as follows:
Conditions

- WWN value provided by the I/O Virtualization Option :"20:00:00:17:42:51:00:0x"
WWPN value of HBA Port1 :"21:00:00:17:42:51:00:0x"

WWPN value of HBA Port2 :"22:00:00:17:42:51:00:0x"

Definition of the NetApp storage portset (rcx-portsetOl) :"0a,0b"

WWHPN value of FC port(0a) for NetApp storage :"50:0a:09:81:88:bc:43:dc"
- WWPN value of FC port(0b) for NetApp storage :"50:0a:09:82:88:bc:43:dc"

Example Command

zoneCreate "f2020_a 0","50:0a:09:81:88:bc:43:dc;21:00:00:17:42:51:00:00"
zoneCreate "f2020_b_0","50:0a:09:82:88:hc:43:dc;22:00:00:17:42:51:00:00"

zoneCreate "f2020_a f","50:0a:09:81:88:bc:43:dc;21:01:00:17:43:50:00:0f"
zoneCreate "f2020_b_f","50:0a:09:82:88:bc:43:dc;22:01:00:17:43:50:00:0f"
cfgCreate "ror_cfg","f2020_a 0;f2020_b 0;~~;f2020_a f;f2020 b f"
cfgEnable "ror_cfg"

cfgSave
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|Chapter 2 Installation and Uninstallation

This chapter explains the installation and uninstallation of ServerView Resource Orchestrator.

2.1 Installing the Manager

This section explains installation of the manager.

Pre-Installation Preparation and Checks

Confirm the following prior to installing the manager:
- Exclusive Software Checks

Check that the software listed in "1.3.2.3 Exclusive Software" and the manager of Resource Orchestrator have not been installed on
the system.

- Required Software Preparation and Checks

Check that the software listed in "1.3.2.2 Required Software" has been installed on the system. If it has not been installed, install it
before continuing.

For ESC, perform Fibre Channel switch settingsin advance.
- Installation Folder and Available Disk Space Check

Decide theinstallation folder for Resource Orchestrator.
Note that folders on removabl e disks cannot be specified.
Check that there are no files or foldersin the installation folder.
Check that the necessary disk space can be secured on the drive for installation.
For the amount of disk space necessary for Resource Orchestrator, refer to "1.3.2.4 Static Disk Space" and "1.3.2.5 Dynamic Disk
Space”.
- Port Number

When Resource Orchestrator is installed, the port numbers used by it will automatically be set in the services file of the system. So
usualy, there is no need to pay attention to port numbers.

If the port numbers used by Resource Orchestrator are being used for other applications, amessage indicating that the numbersarein
useisdisplayed, and installation will stop.

In that case, describe the entries for the port numbers used by Resource Orchestrator in the services file using numbers not used by
other software, and then start the installer. The eight port numbers are as indicated below.

}U Example

© 0 0000000000000 0000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0C0CO0C0CO0CQO0CQOCOCIOCOCEOCEOCTEOCTETE

# service nane port number/protocol nane

Nf donai n 23457/t cp
Nf agent 23458/ tcp
Rexngr 23460/t cp
Rcxweb 23461/ tcp
Rext ask 23462/t cp

rcxnongrel 1 23463/ tcp
rcxnongrel 2 23464/ tcp
rcxdb 23465/t cp

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

For details on port numbers, refer to the system design and initial setup and port list sectionsin the " ServerView Resource Coordinator
VE Setup Guide". For details on how to use NetApp storage, give permission for the following connections to operate Resource
Orchestrator.
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- User account for administrative users of Resource Orchestrator

Decide the user account name and password for administrative users of Resource Orchestrator.
For details on user accounts, refer to the notes given in the " ServerView Resource Coordinator VE Operation Guide".

- Check the admin LAN of the admin server and the status of the NIC

Decide the network (1P addresses) to be used for the admin LAN of the admin server.
Check that the NIC used for communication with the admin LAN is enabled.
For details on the admin LAN, refer to the setup preparation information in the " ServerView Resource Coordinator VE Setup Guide".

QJT Note

Nullifying Firewall Settingsfor Portsto be used by Resour ce Or chestrator

When installing Resource Orchestrator on systems with active firewalls, in order to enable the manager to communicate with agents
correctly, disable the firewall settings for the port numbers to be used for communication.

For the port numbers used by Resource Orchestrator and required software, refer to the port number list in the "ServerView Resource
Coordinator VE Setup Guide" and the ESC manual.
However, when port numbers have been changed during installation of Resource Orchestrator, change the port number settings according
to the " ServerView Resource Coordinator VE Setup Guide".

Installation

Install the manager. The installation procedure is the same as for ServerView Resource Coordinator VE.
For details on how to install the manager, refer to the information about manager installation in the " ServerView Resource Coordinator
VE Installation Guide'.

Manager Cluster Operation

Managers can be operated in cluster systems with Resource Orchestrator.

The settings and deletion operations described below are required for cluster operation. For details on the settings for cluster operation
and the procedurefor deletion, refer to the manager cluster operation settings and del etion section in the ServerView Resource Coordinator
VE Installation Guide.

When copying dynamic disk files (Primary node) also copy the following folders.

[Windows]

Installation_folde'M anager\etc\customize_data

[Linux]

/etc/opt/FISV revmr/customize_data

For details, refer to the "ServerView Resource Coordinator VE Installation Guide".

- Settings

- Create cluster resources (Primary node)

- Copy dynamic disk files (Primary node)

- Perform link settings for folders on the shared disk (Primary node)

- Set folder and file access rights (Primary node)

- Set access rights for the Resource Orchestrator database (Primary node)
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- Change the IP address set for the manager's admin LAN (Primary node)
- Perform link settings for folders on the shared disk (Secondary node)
- Set access rights for the Resource Orchestrator database (Secondary node)
- Change the IP address set for the manager's admin LAN (Secondary node)
- Register service resources (Primary node)
- Start the cluster service (Primary node)
- Start the cluster service (Secondary node)
- Deletion
- Stop the cluster service (Primary node)

- Delete service resources (Primary node)

Uninstall the Manager

Delete shared disk files (Secondary node)

- Delete cluster resources (Secondary node)

2.2 Installing the Agent

This section explains the procedure for agent installation. If agents of ServerView Resource Coordinator VE have been installed, refer
to "1.3.1 Software Organization".

When creating multiple L-Servers, with "physical" as the server type, by using cloning, it is possible to copy the OS installed on one L-
Server, updates, Resource Orchestrator agents, and common software between serversto other L-Servers.

For details, refer to "5.1.1 Manual OS Installation”.

Pre-Installation Preparation and Checks
Confirm the following prior to installing the agent:
- Exclusive Software Checks

Check that the software listed in "1.3.2.3 Exclusive Software" and the agent of Resource Orchestrator have not been installed on the
system.

- Required Software Checks

Check that the software listed in "1.3.2.2 Required Software" has been installed on the system. If it has not been installed, install it
before continuing.

- Installation Folder and Available Disk Space Check

Decide theinstallation folder for Resource Orchestrator.
Note that folders on removabl e disks cannot be specified.
Check that there are no files or foldersin the installation folder.
Check that the necessary disk space can be secured on the drive for installation.
For the amount of disk space necessary for Resource Orchestrator, refer to "1.3.2.4 Static Disk Space" and "1.3.2.5 Dynamic Disk
Space”.
- Port Number

When Resource Orchestrator is installed, the port numbers used by it will automatically be set in the services file of the system. So
usually, there is no need to pay attention to port numbers.

If the port numbers used by Resource Orchestrator are being used for other applications, a message indicating that the numbersarein
useisdisplayed, and installation will stop.

In that case, describe the entries for the port numbers used by Resource Orchestrator in the services file using numbers not used by
other software, and then start the installer.

For details on port numbers, refer to the information about setup in the ServerView Resource Coordinator VE Setup Guide.



- Checking the Admin LAN and NIC Status

Decide the network (1P addresses) to be used for the admin LAN.
Check that the NIC used for communication with the admin LAN is enabled.
For details on the admin LAN, refer to the setup preparation information in the " ServerView Resource Coordinator VE Setup Guide".

Installation

Install the agent. The installation procedure is the same as for ServerView Resource Coordinator VE.
For details on how to install the agent, refer to the " ServerView Resource Coordinator VE Installation Guide".

Qn Note

Nullifying Firewall Settingsfor Portsto be used by Resour ce Or chestrator

When ingtalling Resource Orchestrator on systems with active firewalls, in order to enable the manager to communicate with agents
correctly, disable the firewall settings for the port numbers to be used for communication.

For the port numbers used by Resource Orchestrator and required software, refer to the port number list in the "ServerView Resource
Coordinator VE Setup Guide".

However, when port numbers have been changed during installation of Resource Orchestrator, change the port number settings according
to the " ServerView Resource Coordinator VE Setup Guide".

2.3 Uninstalling the Manager

The uninstallation of managersis explained in the following sections.

Pre-uninstallation Advisory Notes
- Check L-Servers, system images, and cloning images

When L-Servers created using Resource Orchestrator and the storage folder for system images and cloning images collected using
Resource Orchestrator have not been changed from the default values, al collected system images and cloning imageswill be del eted.

If the images are necessary, before uninstalling Resource Orchestrator back up (copy) the folder below to another folder.

[Windows]
Installation_foldeNScwPro\depot

[Linux]
Ivar/opt/FISV -scwdepl oysv/depot

- Back up (copy) certificates
When operating managersin cluster environments, back up (copy) certificates before performing uninstallation.
Manager certificates are stored in the following folders:

[Windows]
Drive_name\RCoordinator\certificate

[Linux]
Mount_point_of _the_shared_disk/lRCoordinator/

Uninstallation

Uninstall the manager.
For detailson how to uninstall the manager, refer to theinformation about manager uninstallationin the" ServerView Resource Coordinator
VE Installation Guide". Replace "ServerView Resource Coordinator VE Manager" with "ServerView Resource Orchestrator Manager".
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& Note

[Windows]
After uninstallation, the /nstallation_folder(default: C:\Program Files\Resource Orchestrator) will remain. When thefolder isunnecessary,
delete it manually.

When uninstalling, certificates are backed up in the following folders. When installing a manager again and using the same certificates,
save the backed up certificates in the following folders.

- Installation_foldeAback\site\certificate
- Installation foldeA\back\domain\certificate

When the certificates backed up during uninstallation are unnecessary, delete them manually.

2.4 Uninstalling the Agent

Uninstall the agent.

For details on how to uninstall the agent, refer to the information about agent uninstallation in the " ServerView Resource Coordinator VE
Installation Guide". Replace "ServerView Resource Coordinator VE Agent” with "ServerView Resource Orchestrator Agent”.
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|Chapter 3 Screen Layout

This chapter provides an overview of the RC console.

Resource Orchestrator includes two graphical user interfaces: the RC console and BladeViewer.

For details on how to open and close the RC console, refer to the notes on the RC Console in the " ServerView Resource Coordinator VE

Setup Guide".

For details on BladeViewer, refer to the note on BladeViewer in the " ServerView Resource Coordinator VE Operation Guide".

3.1 RC Console

This section explains how the RC console is organized.

Figure 3.1 RC Console
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Menus

Operations can be performed either from the menu bar or popup menus.

The menus provided on the menu bar of the RC console in addition to the ServerView Resource Coordinator VE menus are listed in

the table below.
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For details regarding the menus not listed below, refer to the screen explanation in the " ServerView Resource Coordinator VE Setup
Guide".

Table 3.1 Menu Item List

Menu bar Menu Submenu Function
Import Imports an L-Server template.
File L-Server template
Export Exports an L-Server template.
| Register Registers aresource in the selected resource pool.
Poo
Deregister Deregisters the selected resource from a resource pool.
Folder Creates aresource folder in the server tree or orchestration
tree.
Create Pool Creates aresource pool in the orchestration tree.
Settings
L-Server Creates an L-Server.
Network Resource | Creates anetwork resource.
Moves a resource pool, resource folder, or aresource to
Move to another folder | -
another resource folder.
Move to another pool - Moves a resource to another resource pool.
Collect Collects a snapshot of the L-Server.
Operations | Snapshot Restore Restores a snapshot to the L-Server.

Deleting aSnapshot | Deletes a snapshot.

Status Panel

The Status Panel displays the status of managed servers. The status of both physical servers and L-Servers can be displayed. The
properties displayed for physical serversand L-Servers can be switched from the drop-down menu.
Only the L-Server statusis displayed for the following users:

- Userswith arole that only allows use of L-Servers
- Userswith restricted access

If awarning or error event occurs on a managed server, the status monitoring area starts to blink.
If you click the blinking area, the server's information is displayed on the main panel.

For details of the status, refer to the information about status in the " ServerView Resource Coordinator VE Setup Guide”.
Tree Panel

Resource Orchestrator displays the orchestration tree and storage tree in addition to the trees provided by ServerView Resource
Coordinator VE. If resource folders have been created in the server tree, these resource folders are al so displayed.
Only the orchestration treeis displayed for the following users:

- Userswith arole that only allows use of L-Servers
- Userswith restricted access
The resources displayed are restricted according to the access rights of the logged in user.
Orchestration Tree
Manages and operates L-Servers and resource pools.

All resources authorized for access by the logged in user are displayed. The resources displayed differ depending on the role and
access rights of the user.

The statuses of the following resources are shown in atree view:
- Resource folders and L-Servers

- Resource pools and the resources registered in resource pools
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The top-level resource folder of each treeis called the root folder. The standard tree consists of only the root folder.
The orchestration tree displays the following information:
- Resource List
Displays information on resources related to the resource selected in the resource tree.
- Resource Details
Displays detailed information for the resource selected in the resource tree. Additionally, external software can be opened.
- Available Pools
A list of resource pools available for useis displayed.
- Template List

A list of L-Server templates available for use is displayed.
Using an L-Server template, an L-Server can be created.

Server resource tree

The server resourcetree displaysall chassis, servers, VM hosts, VM guests, and LAN switches managed in Resource Orchestrator,
inatreeview.

Network resource tree

The network resource tree displays al LAN switches other than LAN switch blades managed in Resource Orchestrator, in atree
view.

Storage tree

The storage resource tree displays all storage management software, storage units, RAID groups, LUNSs, and virtual disks of VM
guests managed in Resource Orchestrator, in atree view.

Resources displayed in the server resource tree and network resource tree are represented by an icon and their resource name.

For details on icons and their resource names, refer to the "ServerView Resource Coordinator VE Setup Guide" for the screen
explanation, and the " ServerView Resource Coordinator VE Operation Guide" for notes regarding resource status.

Main Panel

The Main Panel displays information on resources selected in the tree.

Recent Operations

Displays the progress statuses and results of operations performed in Resource Orchestrator according to the user's scope of access.

Event Log

The Event Log displays information on events that have occurred.

ServerView Resource Coordinator VE events are displayed in addition to Resource Orchestrator events.
It displays alog of events that have occurred on managed resources.

The resources displayed are restricted according to the role and scope of access of the user.

<BladeViewer> button

Opens the BladeViewer interface.
BladeViewer isamanagement interface specially designed for blade servers. It can only be used in conjunction with PRIMERGY BX
servers registered as managed servers.
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IChapter 4 Setup

This chapter explains how to set up Resource Orchestrator.

4.1 Setup Procedure

This section explains the setup procedure for Resource Orchestrator.

Resource Orchestrator manages resources and assigns them to L-Servers. Resources must first be registered in Resource Orchestrator.
Resource Orchestrator is setup using the following procedure:

1. Register resources

2. Register resources in a resource pool

3. Create an L-Server template

;ﬂ Note

When changing physical server usage, setup Resource Orchestrator using the following procedure:
1. "5.7.1 Configuring the Admin LAN IP Address Range for Usage Change"
2. Register resources
3. Reyister resources in aresource pool

4. Create an L-Server template

4.2 Registering a Resource

This section explains how to register aresource in Resource Orchestrator.

4.2.1 Managed Resources

The following resources can be registered in Resource Orchestrator:

Chassis, managed server, LAN switch, VIOM, VM management software, and power monitoring device are resources shared with RCVE
(Resource Coordinator VE). In addition to these shared resources, storage management software, storage resources, and network resources
can be registered in Resource Orchestrator.

Table 4.1 Managed Resources

Resource RCVE Resource
Orchestrator
Chassis Yes Yes
Managed server Yes Yes
LAN switch Yes Yes
VIOM Yes Yes
VM management software Yes Yes
Storage management software No Yes
Power monitoring device Yes Yes
Storage resource No Yes
Network resource No Yes




Y es: Registration possible.
No: Registration not possible.

When using blade servers, register resources in the order listed below:
1. Chassis
2. Managed servers (within the chassis)
3. LAN switch blades (within the chassis)
To automatically configure network settings when creating an L-Server, register aLAN switch blade.

Storage resources are created using VM management software, storage management software, or storage units. By registering VM
management software or storage management software with Resource Orchestrator, created resources will be automatically detected. For
details on VM management software, refer to "4.2.2 VM Management Software". For details on storage management software, refer
t0 "4.2.3 Storage Management Software". For details on how to detect storage resources, refer to "4.2.4 Storage Resources'.

To register a network resource, specify a network pool when creating the network resource. For details, refer to "4.3.4 Network
Resources".

For details on how to register resources shared with RCVE, refer to the information regarding setup in the "ServerView Resource
Coordinator VE Setup Guide".

4.2.2 VM Management Software

Resource Orchestrator manages a server (with storage and networks) with defined logical specifications (number of CPUs, memory
capacity, disk capacity, number of NICs, etc.) as an L-Server. VM management software must be registered in Resource Orchestrator to
manage avirtua server asan L-Server.

The following VM management software can be registered in Resource Orchestrator.
- VMware vCenter Server
- System Center Virtual Machine Manager

For details on how to register VM management software, refer to the information about VM management software registration in the
"ServerView Resource Coordinator VE Setup Guide".

& Note

It is necessary to first set up the following items for VM management software before registering it in Resource Orchestrator. For details
on how to set up VM management software, refer to the VM management software manual.

[VMware]

- Volumes have been created

Zoning and affinity have been set

- 1/Ovirtualization is controlled by RCVE and VIOM

VMware ESX has been set to recognize VMFS
- Dynamic assignment is performed using VMFS
For details, refer to the " ServerView Resource Coordinator VE Setup Guide" and the VM host manual.

When performing redundancy of L- Servers, perform settingsfor high availability functions (such asVMware HA) of server virtualization
software in advance.
For details, refer to the server virtualization software manual.

[Hyper-V]
- The configuration enables use of SAN environments on VM hosts
- 1/Ovirtualization is controlled by RCVE and VIOM

- Volumes have been created
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Zoning and affinity have been set

MSFC has been added to VM hosts

- A SAN volume has been configured as a cluster disk

- A cluster disk has been added as a shared cluster volume
All created L-Servers are located on a cluster as high availability VMs.
For details, refer to the MSFC help.

4.2.3 Storage Management Software

To createan L-Server with the server type "physical”, it is necessary to do so in coordination with storage management software registered
with Resource Orchestrator. Use the following procedure to register storage management software:

1. Decide the storage environment.
2. Configure the storage environment using storage management software which can be registered.
The following storage management software can be registered with Resource Orchestrator:
- ETERNUS SF Storage Cruiser
- DataONTAP

For details on storage environment settings, refer to " 1.8 Required Storage Unit Environment and Configuration When Using
Storage Units from an L-Server on a Physical Server”.

3. Reyister storage management software for coordination with Resource Orchestrator.
Execute the rcxadm storagemgr register command to register storage management software with Resource Orchestrator.

For details on the rcxadm storagemgr register command, refer to "E.7.1 rcxadm storagemgr™”.

4.2.4 Storage Resources

RAID groups and aggregates controlled by storage management software, and file systems for VM guest controlled by VM management
software can be managed as virtual storage resources using Resource Orchestrator.

By registering VM management software or storage management software with Resource Orchestrator, information regarding storage
controlled by the VM management software or storage management softwarewill be obtained automatically and detected asvirtual storage
resources.

It is necessary to register detected virtual storage resources in the storage pool. For details on how to register to the storage pooal, refer
t0"4.3.3 Virtua Storage Resources'.

When addition or modification of storageis performed using storage management software or VM management software, periodic queries
are made to the storage management software or VM management software to detect changes to the configuration/status of storage. The
interval between regular updates varies according to the number of storage resources.

By right-clicking a storage resource on the RC consol e orchestration tree and selecting [Update] on the displayed menu, the configuration/
status of the storage management software and VM management software is refreshed without waiting for the regular update.

After that, perform registration in the storage pool.

Definition File for Combining FC-CA Ports of ETERNUS Storage

[Windows/Linux]
Define the combination of the WWPNSs of the FC-CA ports of the ETERNUS storage used when accessing the L-Server disk in the
following definition file:

Also give adefinition in the file when making configuration changes such as addition of storage to resource pool.
Storage Location of the Definition File

[Windows]
Installation_foldeM anager\etc\customize_data
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[Linux]
/etc/opt/FISV rcvmr/customize_data

Definition File Name
storage_portset.rcxprop
Definition File Format

Describe the ETERNUS storage information for one device in one line using the following format: Use of line breaksis not possible.

storage_unit_ipaddr,"wwpnX:wwpnY","wwpnX:wwpnY",...

Definition File Items
- storage_unit_ipaddr

When the same I P address as the | P address of the operation management LAN port for ETERNUS storage managed using ESC is
specified in multiple lines, the definition of the first occurrence is valid.

- Portset

A pair of FC-CA ports of ETERNUS storage used when accessing an L-Server disk, represented using the WWPN of the FC-CA
ports.

Specify apair of FC-CA portsusing two WWPNSs (16 digit hexadecimal humbers) separated with colons (*:"). Up to 64 combinations
can be specified.

If there is trouble with the ETERNUS storage controller, in order to avoid blocking both of the FC-CA ports used for L-Server, do
not use combinations of ports on the same controller.

WWHPNs of FC-CA ports which are not connected using Fibre Channel cable cannot be specified.
Already defined WWPNs cannot be specified for another portset.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

Example Definition

An example definition file isindicated bel ow.

192.168.1.24,"500000E0DO0C7006:500000EODO0C7086"," 500000EOD00C7086:500000EO0DO0C7087"

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

425 Network Resources

To register a network resource, specify a network pool when creating the network resource. For details, refer to "4.3.4 Network
Resources".

The network environment, VM host, and physical server required to run Resource Orchestrator must satisfy the following prerequisites:
- The configuration for the admin LAN and public LAN has been designed

- The network environment for the admin LAN is configured

Ln Note

When using an L-Server with the server type "Physical", the physical network adapter numbers available for the admin LAN are as
below.

- When not performing redundancy, "1" is available

- When performing redundancy, "1" and "2" are available

- Thevirtual switch to connect to the admin LAN has been designed and configured [VMware]

- When using the VMware cluster function, the cluster configuration has been designed and configured [VMware]



For details on how to design and configure anetwork environment, refer to the following sections of the ServerView Resource Coordinator
VE Setup Guide:

- Defining the Network Environment

- Configuring the Network Environment

Registering LAN Switches
- Configuring VLANson LAN Switch Blades
For details, refer to the " ServerView Resource Coordinator VE Setup Guide" and the VM host manual.

When using IBP
When using IBP, it is necessary to create IBP uplink set for the public LAN and the admin LAN in advance.

[Windows/Linux]
When the server type of an L-Server is"Physical”, it is necessary to create an IBP uplink set for the public LAN and the admin LAN in
advance, using VIOM.

- PublicLAN
Create a network resource with the same name as the created uplink set.
- Admin LAN
Network resources for the admin LAN are created automatically.
Describe the name of the admin LAN uplink set in the uplink set definition file for the admin LAN.
When the definition file does not exist, defineit as follows.
Storage Location of the Uplink Set Definition File for the Admin LAN

[Windows]
Installation_foldeAM anager\etc\customize_datal\vnetwork_ibp.rcxprop

Format of the Uplink Set Definition File for the Admin LAN

external_admin_net_name=Admin_LAN_uplink_set_name

[VMware/Hyper-V]
When the server type of the L-Server is "VM", connect the IBP uplink sets used for the public LAN and admin LAN to the VM host
regardless of VIOM, &fter creating each IBP uplink set.

It is not necessary to combine the name of the uplink set and the name of the network resource.

4.2.5.1 Automatic Network Configuration [VMware]

If the NIC and network resources are connected when an L-Server is created, the following settings matching the network resource
definition will be registered automatically for the VM host that the L-Server will operate on.

- LAN switch blade (when using blade servers)
A tagged VLAN is configured on the internal ports.
- Virtual switches, port groups
If the required network resources do not exist, they are automatically created. A redundant NIC configuration will be configured.
If it aready exists, the virtual switch and port group are used.
- VM guests
VM guests are connected to port groups.
If an image is specified, the |P address is automatically configured.



In environments using the clustering function of VM management software, in order to enable the migration of VM guests and operation
using the HA function, settings for LAN switch blades, virtual switches, and port groups are performed automatically for all VM hosts
comprising the cluster.

After creating an L-Server, if VM hosts are added to the cluster afterwards, Resource Orchestrator network settings are not performed
automatically. Perform the same settings as the existing VM hosts in the cluster configuration for the LAN switch blades and virtual
switches of the additional VM hosts.

The RC Console can be used for LAN switch blade configuration. Right-click the VM host in the server resource tree, and select [Change
Setting]-[General] from the popup menu.

For details, refer to the information about configuring VLANs on LAN switch bladesin the " ServerView Resource Coordinator VE Setup
Guide".

Manually perform virtual switch and port group settings using VMware functions.

Advisory Notes About Automatic Network Configuration

Resource Orchestrator supports automation of network configuration for the following six patterns of VM host configuration.

Table 4.2 VM Host Configurations Supported for Automatic Network Configuration

Number. of Specification of Network Number of Physical Network Adapter
Hardware LAN Switch Resource External . .
. to Connect to Virtual Switch
Blades Connection Ports

5 Select onefrom each of LAN | Use 3 and 4 for teaming

i PRIMERGY BX900 series servers switch blade 1 and 2 (Enable 3 to perform redundancy)
LAN switch blades 4 Select onefrom each of LAN | Use 3 and 4 for teaming

b | PG-SW111 switch blade 1 and 2 (Enable 3 to perform redundancy)
PG-SW112 4 Select onefrom each of LAN | Use 5 and 6 for teaming

c switch blade 3 and 4 (Enable 5 to perform redundancy)
5 Select onefrom each of LAN | Use 3 and 4 for teaming

i PRIMERGY BX600 series servers switch blade 1 and 2 (Enable 3 to perform redundancy)
LAN switch blades 4 Select onefrom each of LAN | Use 3 and 4 for teaming

e | PG-SW107 (NET 1, 2) switch blade 1 and 2 (Enable 3 to perform redundancy)
f PG-SW104 (NET 3, 4) 4 Select onefrom each of LAN | Use 7 and 8 for teaming

switch blade 3 and 4 (Enable 7 to perform redundancy)

The numbers of physical network adapters given above can be checked on the detail s window of the LAN switch blade.

When externa connection ports have not been specified (internal network) or the LAN switch blade isin IBP mode, the number 3 and
number 4 physical network adapters will be used for teaming. (Enable 3 to perform redundancy)

When avirtua switch for use on the public LAN has been created in advance, or settings have been performed manually, it is necessary
that the number of the physical network adapter the virtual switch is connected to matches the number in the details given above.

In rack mount server environments, only the function for connecting NICs of VM guestsis provided for the port groups of virtual switches
created in advance. Manually perform virtual switch and port group settings in advance. In this case, for the name of port groups using
thesame VLAN ID, it is necessary to use acommon name on al VM hosts.

Advisory notes for automatic network configuration (VM host configuration) pattern A are as below.



Figure 4.1 Advisory Notes for Automatic Network Configuration (VM host Configuration) Pattern A
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Advisory notes for automatic network configuration (VM host configuration) pattern C are as below.
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Figure 4.2 Advisory Notes for Automatic Network Configuration (VM host Configuration) Pattern C
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4.2.5.2 Automatic Network Configuration [Hyper-V]

If the NIC and network resources are connected when an L-Server is created, aVLAN ID is automatically configured for the NIC of the
VM guest, and connected to the virtual network.

In order to perform configuration automatically, it is necessary to use adifferent VLAN ID for each virtual network.
Additionally, the following settings must be performed in advance.
1. Createavirtual network

Create avirtual network with the same name (including upper and lower case characters) for all VM hosts comprising the cluster.
This enables migration of VM guests between VM hosts.
For details, refer to the procedure for addition or modification of virtual networks on hosts in the SCVMM help.

2. Configure the virtual network communication

Configure LAN switches to enable communication using the tagged VLAN between virtual networks using the same name.
When using blade servers, VLAN settings for LAN switch blades can be performed from the RC console.

Right-click the VM host in the server resource tree, and select [ Change Setting]-[Network |nformation] from the popup menu.
For details, refer to the information regarding configuration of VLANs on LAN switch blades in the "ServerView Resource
Coordinator VE Setup Guide".

3. Define the supported virtual network and VLAN ID
Supported virtual networks and VLAN IDs are defined in the following definition file of Resource Orchestrator:

Installation_foldeAM anager\etc\customize_datal\vnetwork_hyperv.rcxprop
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For details on definition file format, refer to "File Format for Virtual Network Definitions”.

An example of virtual NIC configuration and connection with virtual networks using network resourcesis given below:

Figure 4.3 Virtual NIC Configuration and Connection with Virtual Networks Using Network Resources [Hyper-V]
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File Format for Virtual Network Definitions

Describe the virtual network definition file in one line as below:

"Virtual Network Name"'=VLAN ID[,VLAN ID...]

For the VLAN /D, 1 to 4094 can be specified. When specifying a sequence of numbers, use hyphen ("-") such asin "1-4094".

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

"Network A"=10
"Network B"=21,22,23
"Network C"=100-200,300-400,500

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

Spaces before and after equal signs ("=") and commas (",") areignored.
Describe the virtual network correctly, asthe entry is case sensitive.
When using characters of languages other than English, use the following character codes:
- Japanese: Shift-JS
- Other languages: UTF-8
When there are multiple lines with the same virtual network name, all specified lines are valid.

When the same VLAN ID isincluded in aline with adifferent virtual network name, the first occurrence in thefileisvalid and the lines
after it are ignored.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

"Network D"=11



"Network D"=12 (*1)
"Network E"=11,15 (*2)

*1: Same as when "Network D"=11,12.
*2: 11 isignored.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

An error occurs during L-Server creation if the definition of the VLAN ID of the network resource connected to the NI C cannot be found.

4.2.5.3 Automatic Network Configuration [Windows/Linux]

If network resources are connected when creating an L-Server, LAN switch blades will be registered automatically as the physical server
that the L-Server will operate on.

If an image is specified, the |P address is configured.

However, when aRed Hat Enterprise Linux image is specified when creating an L-Server with server type "Physical", the |P address will
not be configured automatically.
Manually configure the | P address after the image has been deployed to the L-Server.

Network resources cannot be connected, as NIC1 is always used for the admin LAN.

Advisory Notes About Automatic Network Configuration

Resource Orchestrator supports automation of network configuration for the following six patterns of physical server configuration.

Table 4.3 Physical Server Configurations Supported for Automatic Network Configuration

Number of Specification of Network
Hardware LAN Switch Resource External

Physical Network Adapter

Blades Connection Ports A2
Select onefrom each of LAN
a 2 itch blade 1 and 2 or4
PRIMERGY BX900 series servers Switch blade 1 an
b LAN switch blades 4 Select onefrom each of LAN 3or4
PG-SW111 switch blade 1 and 2
c PG-SW112 4 Select one from each of LAN Sor6
switch blade 3 and 4
d e
PRIMERGY BX600 series servers Switch blade - an
R LAN switch blades 4 Select onefrom each of LAN 3ord
PG-SW107 (Slots 1, 2) switch blade 1 and 2
¢ PG-SW104 (Slats 2, 3) 4 Select onefrom each of LAN Zor8
switch blade 3 and 4

The NIC number of the L-Server the network resource aboveis assigned to is the number of the physical network adapter of the physical
server.

The numbers of physical network adapters can be checked on the details window of the LAN switch blade.
When external connection ports have not been specified (internal network) or the LAN switch bladeisin IBP mode, specify 3 or 4 for the
L-Server NIC assigning the network resource.

Advisory notes for automatic network configuration (Physical server configuration) pattern A are as below.
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Figure 4.4 Advisory Notes for Automatic Network Configuration (Physical Server Configuration) Pattern A
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Advisory notes for automatic network configuration (Physical server configuration) pattern C are as below.

Figure 4.5 Advisory Notes for Automatic Network Configuration (Physical Server Configuration) Pattern C
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4.3 Registering to a Resource Pool

This section explains how to register a resource managed by Resource Orchestrator to aresource pool.
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A resource pool is atype of resource folder on the orchestration tree, which stores the resources to select when creating or adding an L-
Server.

A resource pool typeis specified when creating aresource pool, and only resources of a specific type are stored in each type of resource
pool. When installing Resource Orchestrator, one resource pool is created for each resource pool type. For details on operating multiple
resource pools, refer to "Appendix A Resource Pools'.

Resource Pool Types
The following types of resource pools exist:
- VM pool
A pool that stores VM hosts used when creating new servers (VM).
- Server pool
A pool that stores physical servers.
- Storage pool
A pool that stores virtual storage resources used to remove disk resources when creating new L-Servers.
- Network pool
A pool that stores the networks assigned to L-Servers.
- Address pool
A pool that stores the I P addresses, MAC addresses, and WWNSs assigned to L-Servers.
- Image pool

A pool that stores the cloning images to deploy on L-Servers.

Resource Types
The following types of resources can be stored in resource pools.
- VM host resources
Stored in VM pools.
- Physical server resources
Stored in server pools.
- Virtual storage resources
Stored in storage pools.
- Network resources
Stored in network pools.
- Address set resources
Stored in address pools.
- Image resources
Stored in image pools. The following two types are available:
- Virtual image resources

An image that uses a template from VM management software (VMware vCenter Server and System Center Virtual Machine
Manager) to create VM guests.

- Physical image resources

An image that uses a cloning image from cloning of a physical server in RCVE.
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Templates created using VM management software, and cloning images created using RCVE, are automatically detected.
Moreover, images can be collected after creating an L-Server and manually installing an operating system.

This manual explains how to create an L-Server and collect images.

4.3.1 VM Host Resources

This section explains how to register aVM host inaVM pool.

Use the following procedure to register aVM host in aVM pool:

1. Inthe RC console orchestration tree, right-click VM pool, and select [Register Resources] from the popup menu.
The [Register Resources] dialog is displayed.

2. Select the VM host to register and click <OK>.
The VM host isregistered.

4.3.2 Physical Server Resources

This section explains how to register aphysical server in a server pool.

Use the following procedure to register a physical server in a server pool:

1. Inthe RC console orchestration tree, right-click server pool, and select [Register Resources] from the popup menu.
The [Register Resources] dialog is displayed.

2. Select the physical server to register and click <OK>,
A physical server isregistered.

4.3.3 Virtual Storage Resources

This section explains how to register avirtual storage resource in a storage pool.

Use the following procedure to register avirtual storage resource:

1. Inthe RC console orchestration tree, right-click the target storage pool, and select [Register Resources] from the popup menu.
The [Register Resources] dialog is displayed.

2. Select the virtual storage resource to register and click <OK>.
The virtual storage resource is registered.

4.3.4 Network Resources

This section explains how to create a network resource and register the resource in a network pool.

Use the following procedure to create a network resource and register it in a network pool:
1. Inthe RC console orchestration tree, right-click the target network pool, and select [Create Resource] from the popup menu.
The [Create Network Resource] dialog is displayed.
2. Enter theitems below, and click <OK>.
Network Resource Name

Enter a name for the network resource.
Enter up to 64 charactersbeginning with an a phanumeric character (upper or lower case), and including alphanumeric characters

(upper or lower case), underscores ("_"), or hyphens ("-").

Label (Optional)

A custom label can be defined for the network resource. User-defined labels make it easier to identify the resource.
Enter up to 32 alphanumeric characters or symbols.
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Comments (Optional)

A custom comment can be defined for the network resource. For example, registering detailed work content, troubleshooting,
and recovery procedures can speed up recovery.
Enter up to 256 alphanumeric characters or symbols.

VLAN ID

Specify the VLAN ID to assign to the LAN switch blade and virtual switch. Select aVVLAN ID assigned to the external port of
the LAN switch blade, or enter a number. Specify a pre-designed VLAN ID.

Enter an integer between "1" and "4094".
- For external networks including blade servers:
Select the VLAN ID of an external port.
- For internal networks or external networks with rack mount servers only:
Enter aVLAN ID.
By specifying an ID, the next time an external connection port is configured, the displayed information is refined.
External Connection Port Settings (VLAN ID/Chassis Name/Switch Name/Port Number/VLAN Type) (Optional)

Specify the external connect port to use when automatically setting external networks, including blade servers. Do not specify
for internal networks or external networks with rack mount servers only.

Check the checkbox for the external connection port that was designed/configured beforehand. Select two portsto make a pair.
If there are multiple chassis, select the ports for all the chassisto use.

If you connect an external network to an L-Server, perform the settings for the internal ports and virtual switches of the LAN
switch blade to enable communication for the specified ports.

When specifying aport in alink aggregation configuration, confirm the settings of the LAN switch blade in advance, and select
one or more ports for which link aggregation has been configured.

When specifying aport in alink aggregation configuration, if the target port is not displayed in the external connection port list,
clear the "Narrow portsusing VLAN IDs" checkbox. Regardless of the VLAN ID, the ports available for external connections
on the LAN switch blade are displayed.

Subnet Settings (Optional)

Enter if you want to automatically set a network and IP address for the NIC connected to the network resource when deploying
an image on an L-Server. IP addresses included in subnet addresses are allocated to L-Servers, but it is possible to specify a
range of addresses to exclude. Clicking <Setting> will display a dialog, specify the range of 1P addressesto exclude, and click
<Add>. To reactivate the excluded | P addresses, check the checkbox, and click <Delete>. Clicking <OK> displaysthe original
dialog with the entered settings.

Network addresses and broadcast addresses are automatically excluded.

Subnet Address/Subnet Mask

Enter the subnet address and subnet mask to set using the "Xxx.Xxx.xxx.xxx" format.
The maximum value for asubnet mask is 255.255.255.255 (32bit mask) and the minimum valueis 255.255.0.0 (16bit mask).
However, 255.255.255.254 cannot be specified.

Default Gateway (Optional)
Enter the IP address for the default gateway to use when communicating externally of the subnet.
IP Address to Exclude

IP addresses that are being used for other devices but you do not want to automatically assign to an L-Server (because of
plans for future use) can be specified.

ﬂ Information
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The network resourceis created and registered in a network pool.

4.3.5 Address Set Resources

This section explains how to create an address set resource and register the resource in an address pool.

When creating an L-Server with the server type "Physical”, an address set resourceis required.
Use the following procedure to create an address set resource and register it in an address pool:
1. Register aWWN in an address poal.

To register a WWN in an address pool, execute the rcxadm addrset create command. For details on the rexadm addrset create
command, refer to "E.3.8 rcxadm addrset".

2. Register aMAC addressin an address pool.

Toregister aMAC addressin an address pool, execute the rexadm addrset create command. For detail s on the rexadm addrset create
command, refer to "E.3.8 rcxadm addrset”.

An address set resource will be created and registered in the address pool.

4.4 Creating an L-Server Template

This section explains how to create an L-Server template.

An L-Server template comprises pre-defined specifications (number of CPUs, memory capacity, disk capacity, number of NICs, etc.) for
an L-Server.

To create an L-Server template, export the provided sample L-Server template and edit the exported template. A new L-Server template
can be created by importing the edited template.

4}1 Note

Use the UTF-8 character code for L-Server templates.

4.4.1 Exporting a Template

This section explains how to export an L-Server template.

Use the following procedure to export an L-Server template:

1. Select the RC console orchestration tree.

On the [Template List] tab, right-click the L-Server template to export and select [Export] from the popup menu.
Displays the [File Download] dialog.

2. Click <Save>.
The L-Server template is exported.

From the command-line, execute rcxadm template export.
For details on the rcxadm template export command, refer to "E.5.1 rcxadm template'”.

4.4.2 Editing a Template

Edits an L-Server template. For details on how to edit the XML definition for an L-Server template, follow the instructions in "H.2 L-
Server Template".

If atemplate is imported without editing the L-Server template name, the content of the existing L-Server template is overwritten. If an
L-Server template isimported after the name is edited from when it was exported, the L-Server template is added.

4.4.3 Importing a Template

This section explains how to import an L-Server template.




Use the following procedure to import an L-Server template:
1. Select [Fil€]-[L-Server Template]-[Import] from the RC console menu.

2. Specify the file name, and click <OK>.
The L-Server template isimported.

When aregistered L-Server template nameisincluded in the specified file, awarning dialog is displayed to confirm whether or not
to overwrite the L-Server template.
When overwriting it, click <OK>. When not overwriting it, click <Cancel> and return to the dialog to specify the file name.

From the command-line, execute rcxadm template import.
For details on the rcxadm template import command, refer to "E.5.1 rcxadm template'”.

4.5 Deleting a Template

This section explains how to delete an L-Server template.

L-Server templates that are no longer required, including the sample template, can be deleted.
Use the following method to delete an L-Server template:

On the [Template List] tab, right-click the L-Server template to delete, and select [Delete] from the popup menu.

From the command-line, execute rcxadm template delete.
For details on the rcxadm templ ate delete command, refer to "E.5 L-Server Template Operations”.
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IChapter 5 L-Servers

This chapter explains the details of L-Server creation and operation.

5.1 Creation Using an L-Server Template

This section explains how to create an L-Server using an L-Server template to automatically select resources from a resource pool.

For details on how to manually install the operating system in the L-Server, refer to "5.1.1 Manual OS Installation”.

For details on how to create an L-Server without using an L-Server template, or how to manually specify resources when creating an L-
Server, see"Appendix D L-Server Parameter Details'.

Use the following procedure to create an L-Server using an L-Server template:

1. Select the RC console orchestration tree. Select an L-Server template on the [Template List] tab of the Main Panel, and click
<Create>.
The[L-Server Register] dialog is displayed.

2. Onthe[Basic Information] tab of the [L-Server Register] dialog, set the following items.
Name

Enter a name for the L-Server.
Enter up to 64 charactersbeginning with an al phanumeric character (upper or lower case), and including alphanumeric characters
(upper or lower case), underscores ("_"), or hyphens ("-").

Template
Specify an L-Server template created in "4.4 Creating an L-Server Template”.
The L-Server template specified from [Template List] is displayed. Check the specifications (CPU performance, memory
capacity, disk capacity (multiple)) for the L-Server to create.
- For physical
Model name, disk capacity (multiple) are displayed.
- For virtua
CPU performance, memory capacity, and disk capacity (multiple) are displayed.
Image

Specify a cloning image to deploy. Cloning images can be selected from the available image pools. To manualy install an
operating system, select "None".

When "None" is selected, it is hecessary to select the OS type on the [Server] tab.

For details, refer to "D.2 [Server] Tab".

If you specify acloning image, the parametersfor the operating system must al so be specified. For details on the items that must
be set, refer to "D.5 [OS] Tab".

ﬂ Information

When acloning imageis specified, the sizes of system diskswith the server type"VM" will be changed to that when the cloning
image was deployed.

Network (NIC)

Select a network resource to connect to the NIC of the L-Server.
A list of the NICs defined in the L-Server template is displayed. Select the network to connect to each NIC from the "Network
to Connect to" column.

When server model names have been described in the L-Server template, the number of NICs displayed will vary depending on
the model name.
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- When the model nameis BX series:

PRI MERGY BX620 series Nunber of NI Cs: 6
PRI MERGY BX920 series Nunber of NI Cs: 4
PRI MERGY BX922 series Nunber of NI Cs: 4

- When the model name is something other than BX series:

The number of NICswill be 1, and <Add> and <Delete> buttonswill be displayed inthe network (NI1C) parameters. Perform
settings based on the physical server the L-Server will be located on.

Clicking <Add> adds a network.
Clicking <Delete> deletes the network in the last line of the list.

If the L-Server isaphysical server, NIC number is the physical NIC number. The first NIC automatically becomes the admin
LAN. Regardless of whether or not redundancy of the admin LAN is performed, network resources cannot be specified for the
second NIC, so select "not connected".

Label (Optional)

A custom label can be defined for the L-Server. User-defined labels make it easier to identify the server.
Enter up to 32 alphanumeric characters or symbols.

Comments (Optional)

A custom comment can be defined for the L-Server. For example, registering detailed work content, troubleshooting, and
recovery procedures can speed up the recovery of affected applications when a problem occurs.
Enter up to 256 alphanumeric characters or symbols.

3. Click <OK>.
The L-Server is created.

E’ Point
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When manually installing the operating system in the L-Server or using the management console of server virtualization software, select
the L-Server in the orchestration tree, and operate the VM for the VM _namedisplayed in [Resource Details].

The following name is automatically allocated for VM _name
L-Server_name- Number

Numberis automatically set by Resource Orchestrator to avoid anaming overlap on server virtualization software if an L-Server with the
same name s created during "Appendix B Resource Folders" operations.

VM _name can be changed on server virtualization software. Even if VM _nameis changed, L-Server and VM support are automatically
maintained.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

QJT Note

When creating an L-Server, log off ETERNUSMgr of ETERNUS storage registered on ESC.

When operating NetApp storage in cluster environments and operating a partial system due to system trouble, perform operation after
recovering the NetApp storage and returning the system to cluster operation.

When the status of the VM host and virtual storage is one other than "normal”, the resource will be excluded from L-Server assignment
regardless of its available space.

[Hyper-V]
When using thefollowing SCVMM functionsfor theVM of the created L-Server, after thisthe L-Server will not berecognized or displayed
in the orchestration tree, and operation of the L-Server becomes unavailable.

- Saving in thelibrary, deploying from the library

- New Template
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When "copying" is performed, the copied VM is not recognized as an L-Server.

ﬂ Information

[Hyper-V]
- VM guests created as L-Servers have the following configuration:
Disk and DVD
First Disk (System Volume)
Connected to the primary channel (0) of IDE device
Second or Later Disk
Connected to a SCSI adapter as datadisk (*1)
DVD Drive
Connected to the secondary channel (0) of IDE device
*1: Cannot be used on guest OS's without the integrated service. Only boot disks connected to the IDE adapter can be used.
Virtual Network Adapter

When a guest OS that Hyper-V supports is specified, a converged network adapter will be used. When a different OS has been
selected, an emulated network adapter will be added.

For details on the guest OS's supported by Hyper-V refer to the following Microsoft web site.

Microsoft web site

URL: http://www.microsoft.com/windowsserver2008/en/us/hyperv-supported-guest-os.aspx (As of November 2010)

CPU Type
"1.00GHz Pentium I11 Xeon" (the SCVMM default value) is specified.

The CPU typeisused for internal operations of SCVMM, and it does not indicate the CPU performance. It is aso different from
theinformation displayed for the computer information of the guest OS.

- For cloning images, only system volumes are collected and deployed.

When registering a template created using SCVMM in the image pool of Resource Orchestrator, use atemplate created from aVM
guest which has the system volume (a disk connected to primary channel (0) of the IDE device).

In other configurations, deploying using Resource Orchestrator will create VM guests without system volumes.

5.1.1 Manual OS Installation

This section explains how to manually install an L-Server.

- When the server typeis"Physical"

For manual OS installation, installation by remote console is recommended after starting the MB (Management Blade) or iRMC
(Remote Management Controller) screen.

When installing an OS and a multipath driver, it is necessary to make only one access path from the server to the storage.
It isalso necessary to install an agent after installing the OS, and then register it.
For details on how to install agents, refer to "2.2 Installing the Agent".

- When the server typeis"VM"

To manually install an operating system, use VM management software.
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When installing an OS manually, refer to the VMware guest OS installation guide.
VMware guest OS installation guide

URL: http://www.vmware.com/pdf/GuestOS_guide.pdf (As of November 2010)

When performing cloning of a Windows OS on an L-Server, the Microsoft Sysprep tool is necessary.

For details on obtaining tool and its installation, refer to the information regarding the Microsoft Sysprep tool in the "vSphere Basic
System Administration" manual and the following VMware web site.

The necessary filesvary depending on the CPU architecture (x86, x64) of thetarget system, and the OS version. When using Windows
Server 2008, the modules are already configured in the OS so there is ho need to obtain new modules.

"vSphere Basic System Administration” manual

URL: http://mww.vmware.com/pdf/vsphered/r40_ul/vsp_40_ul_admin_guide.pdf (As of November 2010)

VMware web site

URL: http://kb.vmware.com/selfservice/microsites/search.do?anguage=en_US& cmd=displayK C& external |d=1005593
(As of November2010)

[Hyper-V]
To use aguest OS supported by Microsoft on Hyper-V, it is necessary to install avirtual guest service on the guest OS.

For details on virtual guest service installation, refer to the Help of SCVMM.

5.1.2 Collecting and Deleting Cloning Images

This section explains how to collect and delete cloning images.

Collecting a Cloning Image
Use the following procedure to collect cloning images:

After installing the operating system, right-click the target L-Server in the orchestration tree, select [Cloning]-[Collect] from the popup
menu, and click <OK>.
Cloning images are stored in image pools.

QJ] Note

When the server typeis "Physical”, perform collection of cloning images after placing the server used as an L-Server into maintenance
mode from the server tree.

For details, refer to the information about cloning in the " ServerView Resource Coordinator VE Setup Guide".

However, the network parameter auto-configuration function which can be configured for cloning images cannot be used for Resource
Orchestrator.

When the target server of cloning image collection has a redundant NIC configured, release redundancy and then perform collection.

E) Point
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[VMware]
When "Automatic" is specified in the [Collect a Cloning Image] dialog, it is assumed that the virtual storage resource containing the L-
Server for collecting cloning images has been specified.

[Hyper-V]
Images are stored in the SCVMM library.

Specify alibrary which has sufficient available disk space to store the collected images.
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When "Automatic" is specified in the [Collect a Cloning Image] dialog, selection is made from libraries registered with SCVMM, but
collection of images may fail asthe available disk space of librariesis not managed by SCVMM.

A given cloning image (identified by its name attribute) can be managed by image version.

If acloning image is created using VM management software, it can be used asis.

Deleting a Cloning Image
Use the following procedure to delete cloning images:
1. Left-click the target image pool in the orchestration tree.
The [Resource List] tab is displayed.
2. Right-click the target cloning image in the image pool, and select [Delete] from the popup menu.
3. Click <OK>.
The cloning image is deleted.

[Hyper-V]
Resource Orchestrator uses SCVMM templates for collection of images.

When collecting images from L-Servers, a template is created using a name with the version number added to the image name. When
retrieving the template created by the user as an image, the template is treated as an image.

In order to collect images of L-Servers, a work area equal to the size of the disk (the system volume, all data disks, snapshot, and
configuration definition file) of the target of L-Server creation is necessary. This work area is released, when collection of images is
complete.

When collecting images, data disks other than the system volume are del eted.
In Resource Orchestrator, the virtual hard disk of the primary channel (0) of the IDE device is managed as the system volume.

DVD drives other than the secondary channel (0) of the IDE device are deleted. A DVD driveis added to the secondary IDE channel (0)
even if thereisno DVD drivein the image. If DVD drives other than this drive exist, they are deleted.

Collection of images cannot be collected, when there are snapshots. Collect images after deleting snapshots. When creating checkpoints
from the SCVMM management console or creating snapshots from Hyper-V manager, collection of images will fail.

When retrieving SCVMM templates created by users using SCVMM, manage them as follows:
- Thetemplate name is the image name.
- Thevirtual hard disk of the primary channel (0) of the IDE device is managed as a system volume.

- When creating an L-Server from an image retrieved from atemplate with data disks other than the system volume, the data disks other
than the system volume are del eted.

- When creating an L-Server from an image with no system volume, an L-Server with no system volume will be created.

- OnL-Serverscreated by retrieving an image from atemplate where DV D drives are connected to somewhere other than the secondary
IDE channel (0), these DVD driveswill be deleted.

- When L-Servers are created from an image retrieved from a template not connected to aDVD drive, the DVD drive will be added to
the secondary IDE channel (0).

When SCVYMM template creation requirements are not met, or configuration changes are performed outside Resource Orchestrator,
collection of images may fail.

When deleting cloning images, the corresponding templates in the SCVMM library are deleted.

When deleting these templates, related files (such as .vhd, .vfd, and Unattend.xml) will remain in the SCVMM library as only template
definition files are del eted.

When these related files are unnecessary, delete them individually from SCVMM.
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;ﬂ Information

Access Control Configuration File of Image Storage Location

By specifying unavailablelibrary shared path namesin the access control configuration file of theimage storage destination in advance,
cloning image storage destinations can be controlled based on user groups.

Storage Location of the Configuration File

[Windows]
Installation_foldeAM anager\etc\customize_data

[Linux]
/etc/opt/FISV rcvmr/customize_data

Configuration File Name

The configuration files can be divided into definitions that are available for each user group and definitions that are common to the
system. When there are both type of files, the limitations of both are valid.

- For User Groups
library_share user_group_name_deny.conf
- Common to System
library_share_deny.conf
Configuration File Format

In the configuration file, library shared path names are entered on each line.

Library shared pathname

jJJ Example
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An example definition file isindicated bel ow:

\\rexvmmZ2.rexvmmshv.local\M SSCVMMLibrary
\\rexvmma2.rexvmmshv.local\lib

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

5.2 Power Operations

This section explains the basic operations of an L-Server.

Starting an L-Server
This section explains how to startup an L-Server.
Right-click the target L-Server in the orchestration tree, and select [Power]-[ON] from the popup menu.
In the displayed confirmation dialog, click <OK>.
The L-Server is started.
From the command-line, execute rcxadm Iserver start.

For details on the command, refer to "E.3.1 rcxadm Iserver”.
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Stopping an L-Server
This section explains how to stop an L-Server.
Right-click the target L-Server in the orchestration tree, and select [Power]-[OFF] from the popup menu.
In the displayed confirmation dialog, click <OK>.
The L-Server is stopped.
To perform aforced stop, select [Power]-[OFF (Forced)], and click <OK> in the displayed confirmation dialog.
From the command-line, execute rcxadm Iserver stop.

For details on the command, refer to "E.3.1 rcxadm Iserver”.

& Note

If no OSisinstalled on the L-Server, the L-Server cannot be stopped. Perform aforced stop.

Restarting an L-Server
This section explains how to restart an L-Server.
Right-click the target L-Server in the orchestration tree, and select [Power]-[Reboot] from the popup menu.
In the displayed confirmation dialog, click <OK>.
The L-Server isrestarted.
To perform aforced reboot, select [Power]-[Reboot (Forced)], click <OK> in the displayed confirmation dialog.
From the command-line, execute rcxadm Iserver restart.

For details on the command, refer to "E.3.1 rcxadm Iserver”.

QJT Note

If no OSisinstalled on the L-Server, the L-Server cannot be restarted. Perform aforced restart.

5.3 Modifying an L-Server

This section explains how to perform L-Server configuration changes.

5.3.1 Modifying Specifications

This section explains how to modify L-Server specifications. Use the following procedure to modify L-Server specifications:

gﬂ Note

When the server typeis "Physical”, modification of specificationsis not possible.

1. Right-click the target L-Server in the orchestration tree, and select [ Change Setting]-[ Specification] from the popup menu.
The [Modify Specification of L-Server] dialog is displayed.

2. Adjust the values in the [Modify Specification of L-Server] dialog, and click <OK>.
The current values for each item are displayed in the [Modify Specification of L-Server] dialog. Items that have been changed are
indicated with an asterisk ("*") in front of the item.

The following parameters cannot be changed while the L-Server is powered on.

- CPU Performance
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- Number of CPUs
- Memory Size
- OSType

From the command-line, execute rcxadm Iserver modify.
For details on the command, refer to "E.3.1 rcxadm Iserver”.

5.3.2 Attaching and Detaching Disks

This section explains how to modify the disk configuration of an L-Server.

Qn Note

Addition and deletion of disksis not possible when the server typeis "Physical".

Attaching a Disk
Use the following procedure to attach a disk to an L-Server:

1. Right-click the target L-Server in the orchestration tree, and select [ Change Setting]-[Attach Disk] from the popup menu.
The [Attach Disk] dialog is displayed.

2. Enter the items below, and click <OK>.
Disk Size

Enter the disk size of the additional disk asanumber with up to one decimal place, in units of gigabytes. "10" isthe default size
setting.

Virtual Storage
The default setting for virtual storageis"Automatic". Resource pool or virtual storage can be selected.
From the command-line, execute rcxadm Iserver attach.

For details on the command, refer to "E.3.1 rcxadm Iserver”.

ﬂ Information

[Hyper-V]
Data disks are connected to the L-Server as SCSI disks. They cannot be connected as IDE disks.

Detaching a Disk
To detach adisk, the power of the L-Server must be off.
To detach a disk while the power of the L-Server is on, specify the -online option command.
Use the following procedure to detach a disk assigned to an L-Server:

1. Right-click thetarget L-Server in the orchestration tree, and select [Change Setting]-[Detach Disk] from the popup menu.
The [Detach Disk] dialog is displayed.

2. Enter the following items, check the "Detached disk information will be deleted. Are you sure?' checkbox, and click <OK>.
Disk Resource Name

Select the disk resource to detach. Disk resources other than system disks are displayed in the list.
From the command-line, execute rcxadm Iserver detach.

For details on the command, refer to "E.3.1 rcxadm Iserver”.
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[Hyper-V]
When changing the configuration, a maximum of up to four disks can be specified at one time.

To perform addition of five or more disks, please perform an additional configuration change.

5.3.3 Modifying the Basic Information

This section explains how to modify the basic information of L-Servers. Use the following procedure to modify the basic information of
L-Servers:

1. Right-click the target L-Server in the orchestration tree, and select [Change Setting]-[General] from the popup menu.
The [Change Setting for a Resource] dialog is displayed.
2. Inthe[Change Setting for a Resource] dialog, edit the items you want to modify, and click <OK>,
The basic information of the L-Server is modified.
To change an L-Server name, the L-Server must be stopped.
When the L-Server power statusis on, the L-Server name cannot be changed.

When the server typeis"Physical”, the L-Server name cannot be changed, regardless of the power status.

5.4 Deleting an L-Server

This section explains how to delete an L-Server. To delete an L-Server the L-Server must be stopped.

If an L-Server is deleted, the resources assigned to the L-Server are automatically made available for reuse.

1. Right-click thetarget L-Server in the orchestration tree, and select [Delete] from the popup menu.
The[Delete L-Server] diaog is displayed.

2. Click <OK>,
Thetarget L-Server is deleted.

& Note

When deleting an L-Server, log off from the ETERNUSmMgr of ETERNUS storage registered on ESC.

When operating NetApp storage in cluster environments and operating a partial system due to system trouble, perform operation after
recovering the NetApp storage and returning the system to cluster operation.

From the command-line, execute rcxadm Iserver delete.

For details on the command, refer to "E.3.1 rcxadm Iserver”.

5.5 Snapshots, and Backup and Restoration of L-Servers

This section explains how to perform snapshots, and backup and restore of an L-Server.

5.5.1 Snapshot

This section provides an overview of snapshots for L-Servers.

A snapshot saves the content of an L-Server disk at the time the snapshot is taken. If the server typeis "VM", the snapshot function of
server virtualization softwareis used.
When the server typeis "Physical", the snapshot function cannot be used.

If multiple snapshots are collected of the same L-Server, the snapshots are managed by automatically adding version numbers to the
snapshot file name starting from 1. If the number of snapshot versions exceeds the limit (standard limit is 3), the oldest snapshot will be
deleted. Use a command to change the maximum number of snapshot versions. For details on the command, refer to "E.7.2 rcxadm
imagemgr".



To collect a snapshot, the power of the L-Server must be off to avoid any inconsistencies occurring in the data and file system on the disk.

However, by adding the -online option command for an L-Server that has been set in advance to enable snapshot collection when the
server is running, snapshots can be collected when the server is running.
Snapshots cannot be collected from the GUI when the server is running.

For details on the settings required to collect a snapshot when the server isrunning, refer to the snapshot manual of the server virtualization
software.
For details on the command, refer to "E.4.1 rcxadm image”.

;ﬂ Note

The Resource Orchestrator snapshot uses the checkpoint function of SCVMM.

To collect snapshots, sufficient free space is necessary to create a difference disk on the storage destination of VM guest.
When connecting the VM management software using the path through disk, snapshot creation will fail.

Operation with snapshots collected is not recommended due to the following reasons:
- When snapshots are collected, operation uses disk difference, and performance may deteriorate.

- If asnapshot is created from a VM guest that has been moved between servers (migration), and the snapshot is restored to a different
VM host, the status on SCVMM becomes " Stored" and the VM may not be able to be started. In thissituation, it is necessary to return
the VM guest to the VM host from which the snapshot was collected and then start it.

- For adjustment of the difference disk, it is necessary to delete not only all snapshots collected using Resource Orchestrator, but also
all checkpoints created using VM management software. Adjustment of the disk is automatically performed by SCVMM, but the
operation may take along time, becauseit is only performed while the target VM guest is stopped.

ﬂ Information

The snapshot function provided by server virtualization software records the disk from the last update. Consequently, when a disk failure
occurs, the snapshot function becomes unavailable at the same time. Snapshot can be used as a corrective measure for problems such as
the following:

jJJ Example
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- For recovery when a problems occurs with the applied patch

- For recovery when a problem occurs when changing operating system parameters

Collecting a Snapshot
This section explains how to collect a snapshot.

To collect a snapshot, the L-Server must be stopped. Note that a snapshot can be collected from the command-line when L-Server is
running.

1. Right-click the target L-Server in the orchestration tree, and select [ Snapshot]-[Collect] from the popup menu.
The [Create a Snapshot] dialog is displayed.

2. Enter theitems below, and click <OK>.
Comment

Enter a comment that identifies the snapshot.
Enter up to 128 alphanumeric characters or symbols.

The snapshot is collected.
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From the command-line, execute rcxadm image snapshot.

For details on the command, refer to "E.4.1 rcxadm image”.

Restoring a Snapshot
This section explains how to restore a snapshot.
To restore a snapshot, the L-Server must be stopped.

1. Right-click the target L-Server in the orchestration tree, and select [ Snapshot]-[ Restore] from the popup menu.
The [Restore a Snapshot] dialog is displayed.

2. Select the version of the snapshot to restore, and click <OK>.
The snapshot is restored.

For details on the command, refer to "E.4.1 rcxadm image”.

Deleting a Snapshot
This section explains how to delete unnecessary snapshots.

1. Right-click thetarget L-Server in the orchestration tree, and select [ Snapshot]-[Delete] from the popup menu.
The [Delete a Snapshot] dialog is displayed.

2. Select the version of the snapshot to delete, and click <OK>,
The snapshot is deleted.

For details on the command, refer to "E.4.1 rcxadm image”.

5.5.2 Backup and Restore

This section explains how to back up and restore L-Servers.

When L-Server typeis"Physical", backup and restore can be used.
Backup and restore of L-Serversisthe function for performing backup and restoration of L-Server system images.

For details, refer to the information about backup and restore in the " ServerView Resource Coordinator VE Operation Guide".

5.6 Moving an L-Server Between Servers (Migration)

This section explains how to move (migrate) an L-Server between servers.

When the server typeis"Physical”, moving between servers (migration) cannot be used.
Use the following procedure to migrate between servers:

1. Right-click thetarget L-Server in the orchestration tree, and select [Migration among Servers] from the popup menu.
The [Migration among Servers] dialog is displayed.

2. Select the destination VM host name from thelist, and click <OK>. Only the names VM hosts available for migration are displayed
inthelist.
The selected L-Server is moved to its new host.

From the command-line, execute rcxadm Iserver migrate.

For details on the command, refer to "E.3.1 rcxadm Iserver”.

& Note

Select adestination VM host with available CPU capacity and memory. If thereisinsufficient CPU capacity or memory, migration between
servers or starting of L-Servers may fail.
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5.7 Changing Physical Server Usage

This section explains how to change physical server usage.

Changing server usage is the function for preparing more L-Servers than physical servers and is used by switching the startup L-Server.
This function enables effective use of server resources as the physical server can be changed depending on the time period and situation.

The boot disk and | P address of the L-Server are stored, even while other L-Servers use the physical server.

This function can be used, when an L-Server is actually a physical server. When using virtual servers, multiple L-Servers can be located
on asingle VM host without any specific configuration, giving the same effects as changing the physical server.

The following two methods are available:
- Method 1: Use multiple L-Servers, switching between them, on asingle physical server
The physical server which starts the L-Server is always the same.
- Method 2: Use multiple L-Servers, switching between them, on unused servers within a server pool

Depending on the available spare serversin a server pool, the physical server which starts the L-Server will change.

5.7.1 Configuring the Admin LAN IP Address Range for Usage Change

To create more L-Servers than physical servers, it is necessary to specify the range of admin LAN I P addresses which can be allocated to
the L-Servers.

Execute the rcexadm network create command, and specify the range of admin LAN | P addresses.
For details on the command, refer to "E.3.5 rcxadm network™.
It is necessary to perform this operation before registering any resources (after the first login after installation).

It is used as the admin LAN IP address for all L-Servers with the server type "Physical”". When creating an L-Server, do not specify
"ADMINLAN_RESOURCE".

- For the Vlanid tag, specify avalue that does not overlap with any others.

- For the Network name tag and AddressSet name tag, specify "ADMINLAN_RESOURCE".
Do not specify anything other than this name.

- For the start and end addresses, specify an |P address in the same subnet as the one specified for the manager during its installation.

- For Exclude tag specification, specify "MMB |P address for chassis' and "iRMC IP address for al physical servers that may have
been registered”.

For details on the XML file, refer to "H.4 Network Resources'.
An example of an XML fileis described below.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

<?xm version="1.0" encodi ng="utf-8"?>

<Pool nane="Net wor kPool ">
<Net wor k name="ADM NLAN_RESCURCE" >
<Conment ></ Comrent >
<Vl ani d>1000</ VI ani d>
<Addr essSet name="ADM NLAN_RESOURCE" subnet="192.168. 1. 0" nmask="255. 255. 255. 0"
start="192.168.1.1" end="192. 168. 1. 254" >
<Comment ></ Conmrent >
<Excl ude>
<Addr essRange start="192.168.1.1" end="192.168.1.49" />
<Addr essRange start="192.168.1.51" end="192.168.1.191" />
</ Excl ude>
<Gt eway address="192.168.1.1" />
</ Addr essSet >
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</ Net wor k>
</ Pool >

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

5.7.2 Configuring L-Servers for Usage Change

Use the following procedure to configure L-Server usage changes:

Repeat 1. to 4. the same number of times as the number of physical servers which are used for usage change.

1. Releaseaphysical server

When creating an L-Server specifying "Physical Server" from the[Server] tab, if it matches the following conditions, it is necessary
to release the physical server from the L-Server. If the server does not match the following conditions, it is not necessary to release
the physical server.

- When specifying "Physical Server"

Another L-Server is already assigned to the physical server that has been specified.
- When specifying "Pool"

An L-Server isassigned to all physical serversin the specified server pool

Execute the rcxadm Iserver detach command, and release the physical servers from the L-Server.

#rcxadm Iserver detach -name L-Server_name-type server <RETURN>

For L-Server_name, specify an L-Server that has already been assigned to a physical server.

After releasing the physical servers from the L-Server, do not start the released L-Server until 2. to 4. are complete. If the released
L-Server is started, it is necessary to perform releasing of the physical server in 1.

2. Create an L-Server
Create an L-Server, using the procedure in "5.1 Creation Using an L-Server Template".
When creating an L-Server for the second or later time, do so with "None" set for the image. Deploy cloning images after that.
For details, refer to the information about deploying cloning imagesin the " ServerView Resource Coordinator VE Setup Guide'.
3. Change L-Server configuration

Execute the rcxadm Iserver modify command, and in the XML file of the L-Server change the content of the AutoPreserve element
to "true".

Performing this operation, releases the server resources automatically when they are powered-off, and saves storage and network
resources in preparation for the next startup.

With this configuration, method 2 can be used for switching from the server allocated in step 1. to another server.

When operating using method 2, in the XML file of L-Server, specify "Automatic" or the " server_pool for_usé' in the "Primary”
element.

For details on the command, refer to "E.3.1 rcxadm Iserver”.
For details on the XML file, refer to "H.3 L-Servers'.

An example of an XML file is described below.

jpﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer name="|server-test4" |abel ="x">
<Pol i cy>
<Repur pose>t r ue</ Repur pose>
</ Policy>
<Pri mary>
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<Physi cal Server name="BX900-slot1" /> or <Pool nane="/Tenant Al ServerPool" />
</ Primary>
</ LServer>
</ Resour ces>

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

4. Stop the L-Server
If an L-Server is operating, stop it.
For details, refer to "Stopping an L-Server" in "5.2 Power Operations”.

5.7.3 Operation

The methods for operating physical servers after usage changes are as follow.

Perform the procedure given in "5.7.2 Configuring L-Servers for Usage Change" before performing operation.
- For method 1.
1. Stop the source L-Server for usage change
Stop L-Servers operating on physical servers which are required for change usage.
For details, refer to " Stopping an L-Server" in "5.2 Power Operations".
2. Start the destination L-Server for usage change
Start the destination L-Server for usage change.
For details, refer to "Starting an L-Server" in "5.2 Power Operations'.
After changing the configuration, the L-Server before changing cannot be operated, until the new L-Server hasfinished starting.
Usage can be changed by repeating steps 1. and 2.
- For method 2.
1. Confirm aserver pool
Confirm whether an unused physical server existsin the server pool.
2. Start the destination L-Server for usage change
Start the destination L-Server for usage change.
For details, refer to "Starting an L-Server" in 5.2 Power Operations'.
After changing the configuration, the L-Server before changing cannot be operated, until the new L-Server hasfinished starting.
Usage can be changed by repeating steps 1. and 2.

E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

- Usage cannot be changed, while the L-Server is stopped temporarily during L-Server restart.

- When power operation has been performed directly on the physical server using the RC console or commands, without performing
power operation of the L-Server, the L-Server which was last operated will start.

- If the last L-Server that was operated has already been started on another physical server, its status will change so there is no boot
disk and it will fail to start.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

5.7.4 Releasing Configuration

1. Change L-Server configuration for fixed operation

Execute the rexadm Iserver modify command, and in the XML file of the L-Server change the content of the AutoPreserve element
to "false”.

-69-



For details on the command, refer to "E.3.1 rcxadm Iserver”.

When an L-Server has been stopped, start it. For details, refer to " Starting an L-Server" in 5.2 Power Operations'.

2. Delete unnecessary L-Servers

When unnecessary L-Servers exist, using the procedure in "5.4 Deleting an L-Server" to del ete them.
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Appendix A Resource Pools

This appendix explains how to add new resource pools, and delete or modify existing resource pools.

A.1 Overview

This function manages all the resources assigned when creating an L-Server.

A resource pool is atype of resource folder that exists in the orchestration tree, and has the following features that differ from regular
folders:

- Pools are selected as resources when creating or adding L-Servers.
- By specifying aresource type when creating a resource pool, only resources of the same type will be stored in that resource pool.

- Thetotal size of the resourcesin the resource pool and the free space are cal culated and displayed. The converted number of L-Servers
for the specified L-Server template is also displayed.

- By default, aresource pool is automatically created for each resource pool type.
- Resource pools can be used with user/role management to restrict the usersthat can use them.

- By setting apriority for multiple resource pools, you can set the order for automatically selecting the required resources when creating
an L-Server.

For details on resource pool types and the resources that are stored, refer to "Table 1.2 Resource Pool Types' in "1.2.1 Resource Pools".

A.2 Resource Pool Operations

This section explains how to resource pool operations.

Creating a Resource Pool
This section explains how to create a resource pool.
1. Right-click theroot folder or aresource folder in the orchestration tree, and select [ Create]-[Pool] from the popup menu.
The [Create a Pool] dialog is displayed.
2. Inthe[Create a Pool] dialog, set the following items.
Name

Enter aname for the resource pool.
Enter up to 32 characters, including al phanumeric characters (upper or lower case), underscores (

"), or hyphens ("-").
Type
Select the type of the resource pool.

- VM pool

Server pool

Storage pool

Network pool

Address pool
- Image pool
Priority

Select the priority of the resource pool for automatically selecting a resource when creating an L-Server.
Select avalue between "1" and "10". Smaller values indicate a higher priority. "5" is selected by default.
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Label

Enter alabel for the resource pool.
Enter up to 32 alphanumeric characters or symbols.

Comment

Enter any comments for the resource pool.
Enter up to 256 alphanumeric characters or symbols.

3. Click <OK>.
The created resource pool is displayed in the orchestration tree.

Modifying a Resource Pool
This section explains how to modify aresource pool.
1. Right-click the target resource pool in the orchestration tree, and select [Change Setting]-[General] from the popup menu.
The [Change Setting for a Pool] dialog is displayed.
2. Inthe[Change Setting for a Pool] dialog, edit the items you want to modify.
3. Click <OK>.

The resource pool setting information is modified.

Deleting a Resource Pool
This section explains how to delete a resource pool.

When aresource pool is deleted, the resources in that resource pool are also deleted. It is recommended that you move the resourcesin
the resource pool to another resource pool in advance, or delete the resource pool after deleting the resources.

1. Right-click the target resource pool in the orchestration tree, and select [Delete] from the popup menu.
The [Delete a Pool] dialog is displayed.
2. The name of the resource pool to delete is displayed in the [Delete a Pool] dialog.

If resources are registered in the resource pool to delete, alist of those resourcesis displayed in "All Resources'. Confirm the list,
and check the "Delete All Resources" checkbox.

3. Click <OK>.
The target resource pool is deleted.

A.3 Resource Operations

This section explains how to perform resource operations with resource pools.

Registering a Resource
This section explains how to register resources to resource pools.

1. Right-click the target resource pool in the orchestration tree, and select [Register Resources] from the popup menu.
The [Register a Resource] dialog is displayed.

2. Check the"Select" checkbox of the resources to register in the [Register a Resource] dialog, and click <OK>.

The resources are registered in the resource pool.
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Modifying a Resource

This section explains how to modify aresource registered in aresource pool.

1. Right-click the target resource in the orchestration tree, and select [Change Setting]-[General] from the popup menu.
The [Change Setting for a Resource] dialog is displayed.

2. Inthe[Change Setting for a Resource] dialog, edit the items you want to modify, and click <OK>.
The resource settings are modified.

Moving a Resource

This section explains how to move resources between resource pools.

1. Right-click the target resource in the orchestration tree, and select [Move to Pool] from the popup menu.
The [Move aResource] dialog is displayed.

2. In"Destination Pool" in the [Move a Resource] dialog, select the destination resource pool for the resource, and click <OK>.
The target resource is moved to the selected resource pool.

Unregistering a Resource

This section explains how to unregister aresource registered in a resource pool.
1. Right-click the target resource in the orchestration tree, and select [Unregister] from the popup menu.

2. The[Unregister a Resource] dialog will be displayed, then click <OK>.

Deleting a Resource

This section explains how to delete a resource registered in a resource pool.
1. Right-click the target resource in the orchestration tree, and select [Delete] from the popup menu.
2. The [Delete Resource] dialog will be displayed, then click <OK>.

A.4 View

The resource list and pool list display the resource folders, total size of resources, and free space available.

If you select the [Resource List] tab with a resource pool selected in the orchestration tree, a list of information for the resources that
belong to the resource pool are displayed.

If you select the [Resource Detail 5] tab, detailed information such asthetotal size of dataand free space in the resource pool is displayed.

Also, if you select the [Available Pool] tab, alist of the resource pools that the user has usage rights for and the resources that belong to
those poolsis displayed.

4}1 Note

If the VM host does not meet the following conditions, free space will be displayed as 0.
- The power statusis"ON".

The statusis "normal”.

Maintenance mode has not been set.

The maintenance mode of server virtualization software has not been set.
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L-Server Conversion View

This section explains how to display the converted number of L-Servers that can be created with VM pools, server pools, and storage
pools.

1. Left-click thetarget VM pool in the orchestration tree, and select the [Resource List] tab.
2. Inthe"Template" selection list, select the L-Server template to convert.

3. Click <OK>.
The number of L-Serversthat can be created is displayed in "Number of creatable L-Servers'.

L:n Note

- When the status of the VM host and virtual storageisone other than "normal", the resource will be excluded from L-Server assignment
regardless of its available space. However, a value corresponding to the available space of the resource will be displayed for the L-
Server converted number.

- When the server typeis"Physical" the L-Server converted number of virtual storageisan estimate, and an error may occur during L-
Server creation.

- The available space on resources and the space displayed for the number of L-Serversthat can be created are calculated as follows:

- CPU, memory, available space on the network and the number of L-Servers that can be created

Total resource space - (Total of resources used for L-Server(* 1))

- Auvailable space on the storage and the number of L-Serversthat can be created

Total resource space - (Total of resources used for L-Server(*1) + total of images(* 2))

*1: Thisincludes not only the resources for active L-Servers, but also those of resources of stopped L-Servers.
*2: Images include cloning images and snapshots. However, the size of images is not displayed.
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Appendix B Resource Folders

Thisappendix explains resource folders, which are used when managing alarge number of resources or when you want to divide resources
according to certain conditions.

B.1 Overview

Resource Orchestrator provides resource folders for managing groups of multiple resources. Resource folders are used when managing a
large number of resources or when you want to divide resources according to certain conditions.

Resource folders can be created in the orchestration tree or the server resource tree.
Resource folders created in the orchestration tree can store the following resources:

- L-Servers
- Resource Pools
- Resource Folders
Resource folders created in the server resource tree can store the following resources:
- Chassis
- Servers (that are not stored in a chassis)
- Resource Folders

There are no conditions for storing resources in resource folders. They can be freely placed as management requires. Y ou can also create
hierarchies by storing other resource foldersin aresource folder.

Using resource folders enable you to do the following:
- Since the number of resources handled at onceis reduced, it becomes easier to select resources
- Resources can be categorized in detail

Also, in the orchestration tree, the access scope of roles can be restricted and used in combinations to restrict the resource folders that can
be accessed for each administrator. This enables you to do the following.

- Divide the management scope for each administrator
- Link with roles to prevent erroneous operations from being performed on resources outside of the scope of operation privileges

When the access scopeis limited to a single resource folder, that resource folder is called the "home folder". By setting a home folder, a
folder does not need to be specified for the various operations that normally require a resource folder to be specified.

Resources that can be Registered

Resource folders are managed according to their resource folder type. The resources that can be registered for each resource folder type
areindicated below.

Table B.1 Resource Folder Types and Resources that can be Registered

Resource Folder Types Target Resource
] L-Servers

Orchestration (Iserver)
Resource pools
Chassis

Server (server)
Servers

Storage (storage) Virtual storage resources
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B.2 Operations

This section explains the operations for the resource folders of Resource Orchestrator.

B.2.1 Creating a Resource Folder

This section explains how to create resource folders.

1. Right-click the target resource folder in the tree, and select [Create]-[Folder] from the popup menu.
The[Create a Folder] dialog is displayed.

2. Inthe[Create a Folder] dialog, set the following items.
Name

Enter a name for the resource folder.
Enter up to 32 characters, including a phanumeric characters (upper or lower case), underscores (*_"), or hyphens ("-").

Label

Enter alabel for the resource folder.
Enter up to 32 alphanumeric characters or symbols.

Comment

Enter any comments for the resource fol der.
Enter up to 256 alphanumeric characters or symbols.

3. Click <OK>.
The created resource folder is displayed in the tree.

B.2.2 Viewing a Resource Folder

This section explains how resource folders are displayed.

Resource folders are displayed in the following format:
resource folder name (/abel)
When /abel is not set, only resource folder nameis displayed.

If you select the [Resource List] tab with atarget resource folder selected in the tree, alist of information for the resources that belong to
the resource folder are displayed.
If you select the [Resource Detail ] tab, detailed information for the resource folder is displayed.

The displayed resource folders differ according to the privileges of the user.
- Usersthat can access al resources
All resource folders are displayed in the tree.
- Usersthat have their access scope restricted by their role

Only the resource folders that the user has view privileges for are displayed in the tree.

B.2.3 Modifying the Basic Information

This section explains how to modify the basic information (folder name, label, comment) of resource folders.

1. Right-click the target resource folder in the tree, and select [ Change Setting]-[General] from the popup menu.
The [Folder Change Setting] dialog is displayed.

2. Inthe[Folder Change Setting] dialog, edit the items you want to modify.

3. Click <OK>,

The basic information of the resource folder is modified.
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B.2.4 Deleting a Resource Folder

This section explains how to delete resource folders.
The procedure for deleting resource folders differs according to the resource folder type.

For Orchestration (Iserver)

1. Right-click the target resource folder in the orchestration tree, and select [Delete] from the popup menu.
The [Delete a Folder] dialog is displayed.

2. The name of the resource folder to delete is displayed in the [Delete a Folder] dialog.
If resource folders or resources are included in the resource folder to delete, alist of them is displayed in "All Resources'.

Confirm thelist, and check the "Delete All Resources' checkbox.

Ln Note

If the "Delete All Resources" checkbox is not checked, the <OK> button is not activated.

3. Click <OK>.
The target resource folder is deleted.

For Server (server)

1. Right-click the target resource folder in the server tree, and select [Delete] from the popup menu.
The [Delete a Folder] dialog is displayed.

2. Click <OK>,
The target resource folder is deleted.

Qn Note

If physical servers or chassis are registered in a resource folder, the resource folder cannot be deleted. Delete the folder after moving or
deleting all physical servers and chassis from the target resource folder.

For Storage (storage)

1. Right-click the target resource folder in the orchestration tree, and select [ Delete] from the popup menu.
The[Delete aFolder] dialog is displayed.

2. Click <OK>,
The target resource folder is deleted.

& Note

If virtual storage resources or disk resources are registered in a resource folder, the resource folder cannot be deleted. Delete the folder
after moving or deleting all virtual storage resources and disk resources from the target resource folder.

B.2.5 Moving a Resource

This section explains how to move resources.

1. Right-click the target resource or resource folder in the tree, and select [Move to Folder] from the popup menu.

The [Move aFolder] or [Move a Resource] dialog is displayed.
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2. Inthe[Move aFolder] or [Move a Resource] dialog, select the destination resource folder.
3. Click <OK>.

The target resource is moved to the destination resource folder.

B.2.6 Moving a Resource Folder

This section explains how to move L-Server resource folders.
Use the following procedure to move L-Server resource folders to other resource folders.

1. Right-click the target L-Server in the orchestration tree, and select [Move to Folder] from the popup menu.
The [Move aResource] dialog is displayed.

2. Select the destination resource folder displayed in the selection list, and click <OK>.
From the command-line, execute rcxadm Iserver move.

For details on the command, refer to "E.3.1 rexadm Iserver.
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Appendix C Roles and User Groups

This appendix explains roles and user groups. For details, refer to "1.2.8 Restricting Access Using Roles and User Groups' and "1.2.9

Sharing Resources Between Multiple Departments Using Roles and User Groups®.

C.1 Roles

This section explainsroles.

Use a command to specify the role and access scope settings for users and user groups. For details on the commands, refer to "E.6 User

Operations'.

By specifying a combination of role and access scope for the target user or user group, the access privileges are restricted. The access
scope is restricted by specifying resource folders, resource pools, or resources in the orchestration tree.

Roles are specified from the following role names:

Table C.1 Operation Scope of Roles

Role Names
. Iserver_ | Iserver_ infra_ad | infra_op
; supervis admin | operator [SEIVer min erator
Resource Available or admin | operator | monitor v v monitor (infrastru | (infrastru
Type Operations (special | (adminis | (operato | (monitor (L-
. Server | Server cture cture
administ | trator) r ) . Server .
administ | operator . administ | operator
rator) monitor)
rator) ) rator) )
Creation/
Modification/ Yes Yes No No Yes No No No No
Deletion
Power Operations Yes Yes Yes No Yes Yes No No No
Snapshot Yes Yes Yes No Yes Yes No No No
Yes Yes Yes Yes Yes
Backu No No No No
L-Server i ¢y | cn | e ¢ | ¢2
Migration Yes Yes No No No No No Yes No
Changing of Server Yes Yes
Y Y N Y N N N
Usage es es *3) o] es *3) o] o] (o]
Monitoring Yes Yes Yes Yes Yes Yes Yes Yes Yes
. Yes Yes Yes Yes Yes
Image Collection *1) *1) *1) No *2) *2) No No No
UsefRelease of Yes | Yes No No Yes No No No No
Resources
Creation/
Modification/ Yes Yes No No No No No Yes No
Resource | paletion
Pool
Resource
o Y Y Y
Registration/ (*i (*i No No No No No (*jj No
Deletion
Monitoring Yes Yes Yes Yes Yes Yes No Yes Yes
Registration/ Yes Yes Yes
Physicd | paetion (*5) (*5) No No No No No (*5) No
sever, Y Y Y Y Y
VM host . es es es es es
Power Operations *6) *6) *6) No No No No *6) *6)
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Role Names
. Iserver_ | Iserver_ infra_ad | infra_op
; supervis admin | operator SEEL min erator
Resource Available or admin | operator | monitor v v monitor (infrastru | (infrastru
Type Operations (special | (adminis | (operato | (monitor (L-
. Server | Server cture cture
administ | trator) r ) . Server .
administ | operator . administ | operator
rator) monitor)
rator) ) rator) )
Maintenance Mode Yes Yes Yes
. N N N N N N
Settings (*6) (*6) ° ° ° © © (*6) ©
Mornitorin Yes Yes Yes Yes Yes Yes No Yes Yes
9 (*6) (*6) (*6) (*6) (*6) (*6) (*6) (*6)
Registration/
Modification/
Deletion of Storage Yes Yes No No No No No Yes No
Storage | Management
Software
Monitorin Yes Yes Yes Yes Yes Yes No Yes Yes
9 (*6) (*6) (*6) (*6) (*6) (*6) (*6)
Creation/
Modification/ Zi; (Y*;‘ No No No No No (Y*?§ No
Network | Deletion
Monitorin Yes Yes Yes Yes Yes Yes No Yes Yes
9 (*6) (*5) (*6) (*6) (*6) (*6) (*6) (*6)
Creation/ Yes Yes
Address | Modification/ *6) Yes No No No No No *6) No
Deletion
Changing one's
. Yes Yes Yes Yes Yes Yes Yes Yes Yes
User Information
Addition/
Modification/
Deletion of Users Yes Yes No No Yes No No Yes No
User from one's Own
User Group
Addition/
Modification/
Deletion of Users Yes No No No No No No No No
other than Special
Administrators

Y es. Operation can be performed.

No: Operation cannot be performed.

*1: When the server type of an L-Server is"Physical", operation can only be performed if the access scope is not restricted.
*2: Operation is only possible when the server typeis"Virtual".
*3: Operation is only possible when L-Server attributes have been configured in advance.
*4: Operation can only be performed if the access scope is not restricted.
*5: Operation can only be performed in the server tree. It can only be performed if the access scopeis not restricted.
*6: |f the access scope is restricted, this operation can only be performed if aresource is selected in aresource pool.

Adding Settings

This section explains how to add role settings.
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Specify the role to assign to the access scope. The default setting is"admin".
Execute the rexadm usergroup modify command.
For details on the command, refer to "E.6.2 rcxadm usergroup”.

C.2 User Groups

This section explains user groups.

Use commands to operate user groups. Only users with the special administrator role can create user groups.
For details on the command, refer to "E.6.2 rcxadm usergroup™.

When you create a user account, you can set an access scope and role.
Use commands to create a user account. For details on the command, refer to "E.6.1 rexadm user”.
Use the procedures described below to set an access scope and role.

Creating a User Group
This section explains how to create user groups.
Use the following procedure to create user groups:
1. CreateaUser
Execute the rexadm user command to create a usey.
2. Create aUser Group and Set an Access Scope

Execute the rexadm usergroup create command to create a user group and set an access scope.
For details on the command, refer to "E.6.2 rcxadm usergroup”.

Modifying a User Group
This section explains how to modify user groups.

Execute the rcxadm usergroup modify command to modify a user group.
For details on the command, refer to "E.6.2 rcxadm usergroup™.

Deleting a User Group
This section explains how to delete user groups.

Y ou cannot delete a user group if it has users registered.
Before deleting the user group, move all the users that belong to the user group to another user group or delete them.

Execute the rexadm usergroup delete command to delete a user group.

Use auser account operation command to specify the settings for users belonging to user groups. Only userswith the special administrator
role can modify the relationship between user groups and users. Users with the administrator, L-Server administrator, or infrastructure
administrator roles cannot perform any operations related to user groups.

For details on the command, refer to "E.6.2 rcxadm usergroup”.
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Appendix D L-Server Parameter Details

This appendix explains how to configure an L-Server assigned with server, storage, and network specifications without using an L-Server
template.

Use the following procedure to create L-Servers:

1. Right-click the target resource folder in the orchestration tree, and select [Create]-[L-Server] from the popup menu.
The[L-Server Register] dialog is displayed.

2. Set theitemsrequired in each tab, and click <OK> to create the L-Server.

4}1 Note

Each item has an upper limit. The creation of an L-Server may fail depending on the availability of resource pools, the hardware
configuration, and the VM management software specifications.

D.1 [Basic Information] Tab

Name

Enter aname for the L-Server.
Enter up to 64 characters, including a phanumeric characters (upper or lower case), underscores (*_"), or hyphens (*-").

When specifying an image selecting the server type "Physical", an L-Server name is also used for the OS host name and computer
name.

When specifying a Windows image name, enter a character string of up to 63 al phanumeric characters (upper or lowercase) for the L-
Server name. The string cannot be composed solely of numbers.

Template
Specify "Not Select Yet" in the selection list.
Server type

Enter the type of server to assign to the L-Server.
When assigning a physical server, select "Physical”. When assigning avirtual server, select "VM".

When VM is selected for the server type, select the VM type on the [Server] tab.
However, when animageis selected, Resource Orchestrator will automatically select the VM type that matchestheimage, so selection
is not necessary when selecting the server type.

Image

Specify the cloning image in the selection list. The available cloning images are displayed in the selection list. If omitted, an empty
server without an operating system installed is created.

.‘1 Information

When acloning imageis specified, the sizes of system diskswith the server type"VM" will be changed to that when the cloning image
was deployed.

Network (NIC)

If "None" is specified in "Template", the <Add> and <Delete> buttons are displayed.
Clicking <Add> adds a network. Perform settings based on the physical server the L-Server will be located on.
Clicking <Delete> deletes the network in the last line of the list.

When "Physical" is selected for the server type, the admin LAN will be displayed in network (N1C) number 1. As NIC number one of
the L-Server is automatically assigned to the admin LAN when the server type is "Physical”, this parameter cannot be changed or
deleted. Regardless of whether or not redundancy of theadmin LAN is performed, network resources cannot be specified for the second
NIC, so select "not connected".
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[Hyper-V]

When a guest OS that Hyper-V supportsis specified for the OS type, a converged network adapter will be added to VM.
When another OS has been selected, an emulated network adapter will be added.

When using a converged network adapter, it is necessary to install avirtual guest service on the guest OS.

For details on virtual guest service installation, refer to the Help of SCVMM.

When creating an L-Server or changing the configuration, a maximum of four networks (NICs) can be specified at one time.
To perform addition of five or more NICs, please perform an additional configuration change.

Label (Optional)

Enter alabel for the L-Server.
Enter up to 32 alphanumeric characters or symbols.

Comments (Optional)

Enter any comments for the L-Server.
Enter up to 256 a phanumeric characters or symbols.

D.2 [Server] Tab

The entry parameters on the [Server] tab change based on whether "Physical" or "VM" is selected for the server type on the [Basic
Information] tab.

D.2.1 When "Physical" is Selected for Server Type

Specifications

The specifications of the physical server are displayed.
When "Automatic" or "Pool" is selected for "Physical Server", ahyphen ("-") will be displayed in each parameter.
Model
Enter the name of the model to assign to the L-Server.
Physical Server
Select the physical server to assign to the L-Server.
When a"pool" is specified, a physical server of the same model as that specified for model will be assigned from the resource pool.
When a physical server is specified, the specified physical server will be assigned.
Server Redundancy
Specify the server redundancy to assign to the L-Server. To enable redundancy, select the "HA" checkbox.
If the"HA" checkbox is selected, the "Pool for Spare Server" selection list will be enabled.

Inthe"Pool for Spare Server" selection list, specify the server pool that the physical server to usefor automatic switchover isregistered
in.

When a problem occurs on the physical server, recovery is performed by automatically switching to another physical server in the
same resource pool that is operating normally.

It is necessary that spare servers are physical servers not configured as L-Servers.

For the details of conditions for switchover to spare servers, refer to the information regarding server switchover conditions in the
"ServerView Resource Coordinator VE Setup Guide'.

Address pool (WWN/MAC)

Entry isonly possiblewhentheserver typeis"Physical". Specify thevirtual WWN obtained from the ServerView Resource Coordinator
VE I/O Virtualization Option (hereinafter 1/0 Virtualization Option) and the address pool of the registered MAC address. VIOM wiill
be used for blades, and HBA address rename for rack mount servers.
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D.2.2 When "VM" is Selected for Server Type

VM type

For virtual servers, select the VM type for the L-Server to be created.
It is not necessary to specify this when deploying an image, because the VM type of the image is used.

Number of CPUs
Enter the number of server CPUs to assign to the L-Server. Enter an integer between 1 and 8.
CPU Performance

Enter the server CPU speed to assign to the L-Server. Enter a number with up to one decimal place, in units of gigahertz. A number
between 0.1 and 8 can be specified.

The value entered here is used to determine the CPU ratio to assign to the L-Server out of the clock speed of the physical CPU of the
VM host. If VM hosts with different types of physical CPUs are registered in the VM pool, the actua processing performance may
differ according to the assigned VM host.

[Hyper-V]

CPU performance is realized through the resource settings of VM guests and VM hosts.

When the SCVMM management console or a Hyper-V manager is used to change the resource reservation of aVM guest or VM host,
there is a chance that the creation or starting of VM guests may fail, or the expected performance may not be obtained.

Please do not change VM guest and VM host resource reservations when L-Servers have been created.

Memory Size

Enter the memory capacity to assign to the L-Server. Enter a number with up to one decimal place, in units of gigabytes. A number
between 0.1 and 255 can be specified.

OS Type

Specify the type of operating system to assign to the L-Server. It is not necessary to specify this when deploying an image, because
the OS type of the image is used. The OS type can be changed after the OS installation.

[Hyper-V]

If an unsupported OS type is specified, there is a chance that installation may fail or the OS of the VM guest may not operate
correctly.

Additionally, if an incorrect OS type is specified, there is a chance that image collection or L-Server creation for a specified image
may fail, and aguest OS may start but hang while awaiting entry. This occursbecause Microsoft's sysprep cannot be processed correctly
during personalization processing.

The OS types displayed in the list are the guest OS's which can be specified on the SCVMM management console.
Resource Orchestrator displays all guest OS'sin the list in order not to limit user selection, however this does not mean that all guest
OS's are supported by SCVMM.

Hyper-V does not support some server type settings such as number of CPUs depending on the OS type. When an incorrect OS type
and server type are selected, operation is not guaranteed.

Additionally, even when a service pack is not listed in the OS type list, it may be necessary to install the service pack.

When a guest OS that Hyper-V supportsis specified for the OS type, a converged network adapter will be added to VM.

When a different OS has been selected, an emulated network adapter will be added.

For details on the guest OS's supported by SCVMM, refer to the Help of SCVMM.
For details on the guest OS's supported by Hyper-V, refer to the following Microsoft web site.

Microsoft web site

URL: http://www.microsoft.com/windowsserver2008/en/us/hyperv-supported-guest-os.aspx (As of November 2010)

VM Host (Optional)

Individually specify the resources to assign to the L-Server.

Specify aVM host or VM pooal. If you do not specify aVM host or VM pool, aVM host that can create an L-Server is automatically
searched for from the VM pool. If there are multiple VM pools, the VM host is searched for, beginning with the VM pool with the
highest priority.



Server Redundancy
Specify the server redundancy to assign to the L-Server. To enable redundancy, select the "HA" checkbox.
The following operations are performed if you select the "HA" checkbox.
[VMware]

Selecting the "HA" checkbox locates the HA function on an enabled VM host.
When a problem occurs in the physical server that the virtual server is operating on, the virtual server can be recovered by restarting
it on aphysical server that is operating normally.
If the "HA" checkbox is not selected, the HA function will be preferentially located on a disabled VM host.
Evenif the"HA" checkbox is not selected and the HA function is not located on adisabled VM host, or there is no available CPU or
memory, the HA function will place aVM guest on an enabled VM host.
If the HA function islocated on an enabled VM host, the HA function of the server virtualization software will be enabled.
[Hyper-V]
In Hyper-V environments this setting isignored, and VM guests are always located on clustered VM hosts.
Positioning
Enter whether the physical location of the server to assign to the L-Server can be changed.
- "Fixed"
Starts the L-Server on the same VM host that operated |ast time. Move the L-Server between serversto start it on a separate VM
host.
- "Change at Boot"

Automatically selects the optimal VM host when the L-Server is started. Even when "VM Host" is specified, the L-Server may
operate on a separate VM host from the second timeiit is started.

Exclusion

Enter this when you do not want the virtual server assigned to the L-Server to operate on the same VM host as another virtual server
on the physical server.

For example, when performing load-balanced work using multiple virtual servers, you can set exclusive operation to ensure that the
work continuesin a degenerate state because only one virtual server stops when a physical server fails. Specify an L-Server name or
resource folder name that you have operating privileges for.

The virtual server of the specified L-Server is assigned to different physical servers.

If you specify aresource folder name, one's own L-Server can be included in the resource folder. In the following cases, the L-Server
may be assigned to the same physical server, regardless of whether exclusive operation is specified:

- If the L-Server is moved

- If no other VM hosts that meet the conditions for exclusive operation can be found, such as when there are no VM hosts in the
VM pool that have enough free space to install an L-Server

- If the HA function or automatic re-installation function (examples: VMware HA or DRS) of the VM product is enabled

D.3 [Disk] Tab

Disk

Click <Add>, and specify the following items for each disk.
Disk Size
Enter a number with up to one decimal place, in units of gigabytes. A number between 0.1 and 2048 can be specified.

[Hyper-V]
When creating an L-Server or changing the configuration, a maximum of four disks can be specified at one time.
To perform addition of five or more disks, please perform an additional configuration change.
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D.4 [Network] Tab

Specify the following items.

IP Address (Optional)

Specify the P address to assign to the L-Server. Select automatic or manual. If you select manual, enter the I P address to assign to the
L-Server.

DNS Server
Specify the DNS server.

4}1 Note

[Windows/Linux]
When creating an L-Server with the server type "Physical”, the |P address cannot be automatically configured if specifying a Red Hat
Enterprise Linux image.

Manually configure the | P address after the image has been deployed to the L-Server.

When creating an L-Server with the server type "Physical", even if a DNS server is specified, it will not be automatically configured on
the created guest OS.

[Hyper-V]
If a Windows image is specified when creating an L-Server, even if the IP address and DNS server are specified, they will not be
automatically configured on the created guest OS.

The IP address and DNS server to be configured on the guest OS must either be manually configured by the user or configured using
DHCP during L-Server creation. Check the |P address assign to the L-Server using the GUI or the CLI, and configure it on the guest OS.

The |P address assigned to the L-Server can also be checked from the [Resource details] tab of the RC console.

From the command-line, execute rcxadm Iserver show.
For details on the rcxadm [server show command, refer to "E.3.1 rexadm Iserver”.

D.5 [OS] Tab

Enter the parametersto set for the OSwhen creating the L-Server. Thissettingisvalid only if animageisspecifiedinthe[Basic Information]
tab.
When the server typeis"Physical", entry is not possible.

The setting process is performed the first time the L-Server is started. If an image name is not specified, it is not necessary to enter all
these items.

Table D.1 List of Settings

(OS]
Iltem Description
Windows Linux (*1)

Enter the host name or computer name.

For Windows, enter a string of between 1 and 15
aphanumeric characters or hyphens ("-"). For Linux,
enter between 1 and 63 alphanumeric characters or
hyphens ("-"). The string cannot be composed solely of
Hostname/Computer name Auto Auto numbers.

If left blank, the L-Server nameis entered.

Note that underscores ("_") in the L-Server name can be
converted to hyphens ("-").

If the basic information is not specified, the L-Server
nameis converted and set as indicated above.

For Windows, enter the workgroup name. If left blank,

Domain name Auto/OS Auto/OS "WORKGROUP" is set.
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Iltem

(ON)

Windows

Linux (*1)

Description

Settingsfor participation inadomain cannot be made. For
Linux, enter the domain name. If |left blank,
"localdomain” is set.

Enter between 1 and 255 a phanumeric characters,
hyphens ("-"), or periods (".").

DNS search path

No

Yes/OS

Enter alist of domain names to use for DNS searching,
using between 1 and 32,767 characters. Y ou can specify
the same characters as the domain name.

To specify multiple domain names, use a space as the
separator character.

Full name

Auto/OS

No

Enter the Windows full name using between 1 and 50
characters.

By default, thevaluedefined inthe OS property definition
fileis entered.

If left blank, "WORKNAME" is set.

[Hyper-V]

When the OS type is Windows Server 2008, Windows
Server 2008 R2, Windows 7, or Windows Vista, afull
name cannot be set for guest OS's.

Organization name

Auto/OS

No

Enter the organization name displayed in the Windows
system properties using between 1 and 50 characters.
If left blank, "WORKORGANIZATION" is set.
[Hyper-V]

When the OS type is Windows Server 2008, Windows
Server 2008 R2, Windows 7, or Windows Vista, an
organization name cannot be set for guest OS's.

Product key

oS

No

[VMware]
If the product key is omitted, the following will happen
when the OS is operated:

- For Windows Server 2003, the product key entry
screen isdisplayed thefirst timethe server is started.

- For Windows Server 2008, the OS must be activated
after it is started.

[Hyper-V]
Omission not possible. Ensure that you specify avalid
product key.

License mode

Auto/OS

No

[VMware]

Specify "Seat Unit" (number of connected clients) or
"Server Unit" (number of servers used at the same
time).

If left blank, "Server Unit" is set.

[Hyper-V]
Even if the license modeis specified, it is not configured
in the guest OS.

Maximum number of connections

Auto/OS

No
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0s
ltem : : Description
Windows Linux (*1)

[Hyper-V]
Even if the maximum number of connectionsis specified,
it is not configured in the guest OS.

Enter the same value as the Administrator password of
the image to deploy.

If the image to deploy does not have a password set, it
will be set to the password you specify here.
Administrator password Yes/OS No Enter the password using between 1 and 128
aphanumeric characters or symbols.

[Hyper-V]
Specify the password of the local administrator account
to be used on the L-Server to be created.

Specify either "UTC" or "Local (LOCAL)".

Hardware clock configuration No Auto If left blank, "L ocal” is set.
. Specify the time zone of the OS. If left blank, the same
Time zone Auto Auto time zone as the OS of the manager is set.
Yes: Required

Auto: A valueis generated if this setting isleft blank
OS: The OS property definition file value is used if this setting is left blank
No: Not required

*1: When the guest OSisLinux, not al parameters can be specified. [Hyper-V]

ﬂ Information

[VMware][Hyper-V]
OS Property Definition File

By setting the default values in an OS property definition file in advance, the default values of the information on the [OS] tab, etc.
are generated when creating an L-Server. Use the UTF-8 character code for OS property definition files.

Location of the Definition File

[Windows]
Installation_foldeAM anager\etc\customize_data

[Linux]
Jetc/opt/FISVrevmr/customize_data

Definition File Name

The definition file name can be used by dividing into definitionsthat are available for each user group and definitions that are common
to the system. If the key of the definition file common to the system is the same as a definition file for a user group, priority is given
to the valuesindicated in the definition file for the user group.

- For User Groups
0s_setting_user_group _namercxprop
- Common to System
0s_setting.rexprop
Definition File Format

In the definition file, an item to define is entered on each line. Each line is entered in the following format.

Key = Value
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Definition File Items

Specify the following itemsin adefinition file.

Table D.2 List of Items

Item Key Value Remarks
workgroup_name *1 For Windows
Domain name
domain_name *1) For Linux
DNS search path dns_search_path *1 -
Full name full_name *1 -
Organization name org_name *1) -
Product key product_key *1) -
Specify "seat" (number of connected
License mode license_mode clients) or "server" (per server: number of | -
servers used at the same time).

Maximum number of .

. license_users *1) -
connections
Administrator password | admin_password *1 -
HarQware .CI ock hweclock Specify either "UTC" or "LOCAL". -
configuration
DNS server nicA dns address? Specify the |P address using numeric Egi g sp;cilffy t::(:nNa:C (nllm)w t;err.
(for Windows) - - values (between 0 and 255) and periods. ' P "y"p y

secondary ("2").

DNS server dns addr Specify the IP address using numeric For X, specify primary ("1"),
(for Linux) - values (between 0 and 255) and periods. | secondary ("2"), or tertiary (*3").

*1: For more information on this value, refer to "Table D.1 List of Settings'.
Example Definition File

An example definition file isindicated bel ow.

# W ndows
wor kgr oup_nanme = WORKGROUP

full _nane = WORKNAMVE

org_name = WORKORGANI ZATI ON
product _key = AAAA- BBBB- CCCC- DDDD
I'i cense_node = server
license_users =5

adm n_password = XXXXXXXX
nicl_dns_addressl = 192.168. 0. 60
ni cl_dns_address2 = 192.168.0.61
ni c2_dns_addressl
ni c2_dns_addr ess2

# Li nux
domai n_nane = | ocal domai n
dns_search_path = test.domai n.com
hwel ock = LOCAL

dns_address1l = 192. 168. 0. 60
dns_address2 = 192.168.0. 61
dns_address3 =
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ﬂ Information

VM Guest Administrator Account Settings Necessary When Creating an L-Server with an Image Specified
When creating an L-Server with an image specified, it is necessary to enter the "administrator password" as a parameter.

The entered "administrator password” isthe one set for the Administrator of the built-in administrator account, but on some localized
editions of Windows the account name may differ. In addition, when the client OS is Windows 7 or Windows Vista, on standard
installations the built-in administrator account is disabled, and the user account created during installation becomes the administrator
account.

When an L-Server is created with a cloning image that was collected from alocalized edition of Windows or a client OS specified, it
is necessary to either configure an Administrator account for the administrator and set a password, or change the name of the
administrator account with the " Administrator password" so that it fits the description given in the definition file below.

Notethat when using adefinitionfile, it is not possible to define different administrator 1D settingsfor different generations of images.
Location of the Definition File

[Windows]
Installation_foldeAM anager\etc\customize_data

Definition File Name

The definition file name can be used by dividing into definitionsthat are available for each user group and definitionsthat are common
to the system. Search the definition file of each user group, from the start, for the administrator name corresponding to the image.
When there is no corresponding definition, search in the system's common definition file.

Modification of the definition file is soon reflected, and it becomes valid for the creation of L-Servers from that point.
- For User Groups
image_admin_hyperv_user_group_namercxprop
- Common to System
image_admin_hyperv.rcxprop
Definition File Format

Inthe definition file, describe the image name and account name for which the administrator password has been configured onasingle
line.

Image name = "Administrator_account_name'

The Administrator_account_nameis displayed enclosed in double quotes (" ).
Blank spaces and tabs other than those in the Administrator_account_nameare ignored.

It is possible to use an asterisk ("*") as awildcard in image names. By specifying an asterisk ("*") it is possible to create substitute
strings for strings of indefinite length.

When creating an L-Server from an image, the corresponding image name is searched for from the start of the definition file, and the
specified "Administrator password" will be set for the specified administrator account name.

It is necessary to create the definition files using the following line break code and character codes:
- Line break code: CR+LF(0x0d0a)
- Character code: Shift-JIS in Japanese environment, UTF-8 in other environments
Example Definition File

An example definition fileis indicated below.

- Image names and administrator account names are set in pairs.
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FR_WIN2003_001 = "Administrator"
EN_WIN7_001 = "root"
EN_WIN7_002 = "admin”

- For image names that start with "FR_WIN", use "Administrator" as the name of the administrator account.

FR_WIN* ="Administrator"

- Use "Administrator" as the name of the administrator account for al images. When an image name is specified using only a
wildcard, the definition after that line will be ignored.

* ="Administrator"
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Appendix E Command Reference

This appendix explains the commands available in Resource Orchestrator.

E.1 Overview

This section provides an overview of the commands available in Resource Orchestrator.

The following types of commands are available:
- Login command
rexlogin
- Resource operation commands
rcxadm |server
rcxadm vstorage
rcxadm storage
rcxadm disk
rcxadm network
rcxadm pool
rcxadm folder
rcxadm addrset
rcxadm chassis
rcxadm server
- Image operation command
rcxadm image
- L-Server template operation command
rcxadm template
- User operation commands
rcxadm user
rcxadm usergroup
- Control and environment setup commands
rcxadm storagemgr
rcxadm imagemgr
rcxadm vmmgr
rcxadm agtcetl
rcxadm certctl
rcxadm deployctl
rcxadm lanctl
rcxadm mgrctl
deployment_service_uninstall

The login command, resource operation commands, and the control and environment setup commands (excluding rcxadm storagemgr,
rcxadm imagemgr, and rexadm vmmgr) are shared with ServerView Resource Coordinator VE. For details, refer to the "ServerView
Resource Coordinator VE Command Reference’.

rcxadm image and rexadm imagemgr extend the commands of ServerView Resource Coordinator VE.
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User accounts with administrative privileges within the operating system can execute all commands. Other user accounts can execute the
commands within the allowed scope by logging in beforehand using the rcxlogin command.

Executing privileged commands within a script requires the user to be logged in with administrative privileges for the operating system.
Otherwise, the rexlogin command should first be run with the -save option to grant access to privileged commands from scripts.
For details, refer to the "ServerView Resource Coordinator VE Command Reference”.

With Resource Orchestrator, you can restrict the privileges of users by setting combinations (roles) of resources that can be accessed and
operations that can be performed.
For details on user accounts and roles, refer to "Appendix C Roles and User Groups".

ﬂ Information

If, in Windows Server 2008, a user account with administrative privileges that does not have the user name "Administrator" starts up a
command prompt from the menu, commands executed in that prompt cannot be executed with administrative privileges.

Right-click the command prompt in the menu, select [Run as administrator] from the displayed menu to start up the command prompt,
and run the regquired command from there.

E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

Commands available on the admin server are all located under the following folder:

[Windows]
Installation_folde'\Manager\bin

[Linux]
/opt/FISVrcvmr/bin

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

E.2 Login Operations

This section explains the command for logging in to Resource Orchestrator.

E.2.1 rcxlogin

rexloginis an existing RCVE command. For details, refer to the " ServerView Resource Coordinator VE Command Reference'”.

E.3 Resource Operations

This section explains the commands used to manage resources in Resource Orchestrator.

E.3.1 rcxadm Iserver

Name

[Windows]
Installation_foldeAM anager\bin\rcxadm Iserver - L-Server operations

[Linux]
lopt/FISVrevmr /bin/rcxadm Iserver - L-Server operations

Format

rcxadm | server create -file file.xm [-nowait]

rcxadm | server delete -nane nane [-nowait]

rcxadm | server nodify -name name -file file.xm [-nowait]
rcxadm | server list

rcxadm | server show -nane nane
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rcxadm | server start -nane name [-nowait]

rcxadm | server stop -nane nanme [-force] [-nowait]

rcxadm | server restart -name nane [-force] [-nowait]

rcxadm | server nove -nanme nanme [-to folder] [-nowait]

rcxadm | server attach -name nane -size size [-from {pool|vstorage}] [-disk disk] [-index index] [-
nowai t ]

rcxadm | server detach -name nane -disk disk [-online] [-nowait]

rcxadm | server migrate -name nane [-to vrmhost] [-node {live|cold}] [-nowait]

Description

rcxadm Iserver isthe command used to perform L-Server management and operations.

Subcommands
create
Creates an L-Server.
delete
Deletes an L-Server. The resources assigned to the L-Server are automatically released, and the L-Server definition is also deleted.
modify
Modifies the resources comprising an L-Server.
list
Displays alist of the defined L-Servers.
When the server typeis "Physical", the following items are not displayed.
- For rack mount servers
CPU performance, number of CPUs, and memory capacity
show
Displays the detailed information for an L-Server.
When the server typeis "Physical", the following items are not displayed.
- For rack mount servers
CPU performance, number of CPUs, and memory capacity
start
Starts an L-Server.
stop
Stops an L-Server.
restart
Restarts an L-Server.
move
Moves an L-Server to the specified resource folder.
attach
Connects a disk resource to an L-Server and enablesiit to be accessed.
When the server typeis "Physical", specification is not possible.
detach

Releases a disk resource from an L-Server and disables it from being accessed.



When the server typeis"Physical", specification is not possible.
migrate

Changes the location of an L-Server to a specified host.

Specify either to perform alive migration, which changes the location of the L-Server without stopping it, or a cold migration, which
changes the location of the L-Server after temporarily stopping it.

When the server typeis"Physical", specification is not possible.

Options
-file file.xml

In filexml, specify the path of the XML file that defines the resources that comprise the L-Server. For details on the file definition,
refer to"H.3 L-Servers'.

-nowait

Usethisoptiontoreturn directly to the command prompt without waiting for the operation of the L-Server specifiedin the subcommand
to complete its execution.

-name name

In name, specify the name of the target L-Server to perform an operation with. To specify an L-Server that islocated inside aresource
folder, it is necessary to also specify the resource folder name connected with aslash ("/").

-to vmhost

When the server typeis"Virtual", specify the name of the destination VM host in vmhost. The VM host must be registered in aVM
pool. If this option is not specified, aVM host is automatically selected from the VM pools.

Specify adestination VM host with available CPU capacity and memory. If there isinsufficient CPU capacity or memory, migration
between servers or starting of L-Servers may fall.

-mode live|cold

When the server typeis"Virtual", specify the migration method. Specify "live" to perform alive migration. Specify "cold" to perform
acold migration. This may not be able to be specified, depending on the power state of the VM guest. When omitted, the appropriate
type will be chosen depending on the state of the VM guest.

-force
Use this option to forcibly stop or restart an L-Server without shutting down the operating systemit is running on.
-to folder
Specify the destination resource folder in folder. When omitted, the server is moved to the home folder.
-size size
In size specify the disk capacity, in units of GB. Up to one decimal place can be specified.
-from pool|vstorage

Specify the name of the resource pool or virtual storage resource from which to take the disk capacity to assign to the L-Server. When
omitted, resource selection is performed automatically with priority given to storage pools.

-disk disk
Specify the name of the disk resource to assign to the L-Server or release from the L-Server.
-index index

Specify the disk number of the disk resource. By default, the number of the last disk assigned plus one is used. The maximum value
differs according to the server type.

-online

Usethis option to remove the disk from the L-Server whilethe server isrunning. Setting isonly possible when the server typeis"VM".
If you remove adisk in use while the server is running, inconsi stencies may occur in the data or the OS management information. Use
this option after checking the status of the OS and applications.
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Examples

- Todisplay thelist of defined L-Servers:

>rcxadm | server |ist <RETURN>

NAME TYPE SPEC DI SKS | PADDRESSES STATUS
/ Tenant A/ test4 Virtual 1GH,1,1GB 4GB - st op

/ Tenant B/ t est 2 Virtual 1.0GHz, 1,2.0GB 10.0GB, 12.068B - st op

To display the detailed information for an L-Server:

>rcxadm | server show -nane / Tenant A/t est 4 <RETURN>
Name: test4

Server Type: Virtual

VMType: VMar e

OSType: Mcrosoft Wndows Server 2008 (32-bit)

CPUArch: 1A
CPUPerf: 1CGHz
Nunf CPU: 1

MenorySi ze: 1GB

VimHost : 192. 168. 10. 10
VimGuest : test4-62
Status: stop

Power St at us: of f

Di sk[ 0] : test4-0-disk0
Di skSi ze[0]: 4GB
NIC[0]: vnetl

NI C[ O] [ | PAddress]: 192.169.1.2
Redundancy: None

Posi tioni ng: Fi xed

E.3.2 rcxadm vstorage

Name

[Windows]
Installation_foldeAM anager \bin\rcxadm vstor age - virtual storage resource operations

[Linux]
/opt/FISVrcvmr/bin/rcxadm vstorage - virtual storage resource operations

Format

rcxadm vstorage list [-verbose]

rcxadm vst orage show - nanme nane

rcxadm vst orage nove -nane nane -to pool [-nowait]

rcxadm vstorage nodi fy -name nane [-1|abel |abel] [-comrent commrent]

Description

rcxadm vstorage is the command used to perform operations on the virtual storage resources provided by storage management software
and VM management software. Virtual storage is a storage resource that can be assigned part of a disk resource by specifying asize.

Virtual storage resources enable you to create disk resources to connect to L-Servers.
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Subcommands
list
Displaysalist of virtual storage resource information.
show
Displays the detailed information for avirtual storage resource.
move
Moves avirtual storage resource to the specified resource pool.
modify

Changes labels and comments of virtua storage resources.

Options
-name name
In name, specify the name of the target virtual storage resource to perform an operation with.
-to pool
Specify the destination resource pool in pool.
-nowait

Use this option to return directly to the command prompt without waiting for the operation of the virtual storage resource specified in
the subcommand to complete its execution.

-label label
In /abel, specify the new label.
-comment comment

In comment, specify the new comments.

Examples

- Todisplay thelist of the virtual storage resource information:

>rcxadm vstorage |ist <RETURN>

NAME LABEL TOTAL FREE STATUS
vCent er Server _St or agel - 100. 0GB 80. 0GB nor mal
vCent er Ser ver _dat a02 - 100. 0GB 40. 0GB nor nal
vCent er Ser ver _dat a03 - 100. 0GB 40. 0GB nor nal
vCent er Server _dat a04 - 100. 0GB 20. 0GB nor mal

- Todisplay the details of the virtual storage resource information:

>rcxadm vstorage |list -verbose <RETURN>

NAME LABEL COMMENT TOTAL FREE USED STATUS
vCent er Server _Storagel - - 100. 0GB 80.0GB 20.0GB nor nal
vCent er Ser ver _dat a02 - - 100. 0GB 40.0GB 60.0GB nor mal
vCent er Ser ver _dat a03 - - 100. 0GB 40.0GB 60.0GB nornal
vCent er Server _dat a04 - - 100. 0GB 20.0GB 80.0GB nornal

To display the detailed information for avirtual storage resource:

>rcxadm vst orage show - name vCent er Server _St oragel <RETURN>
Nane: vCenter Server _St oragel
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Label :

Conment :

Total Size: 100.0GB
Free Size: 80.0GB
Used Size: 20.0GB
Status: nornal

E.3.3 rcxadm storage

Name

[Windows]
Installation_folde'M anager \bin\rcxadm stor age - physical storage unit resource operations

[Linux]
/opt/FISVrcvmr /bin/rcxadm storage - physical storage unit resource operations

Format

rcxadm storage |ist [-verbose]
rcxadm st orage show - name name
rcxadm storage nodify -nane nane [-1|abel |abel] [-comrent commrent]

Description

rcxadm storage is the command used to perform operations on the physical storage unit resources managed by storage management
software.

Subcommands
list
Displaysalist of physical storage unit resource information.
show
Displays details of physical storage unit resource information.
modify

Changes labels and comments of physical storage unit resources.

Options
-name name
In name, specify the name of the target physical storage unit resource to perform an operation with.
-verbose
Use this option to increase the items displayed in the list of information.
-label label
In /abel, specify the new label.
-comment comment

In comment, specify the new comments.
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Examples

- Todisplay alist of physical storage unit resource information:

>rcxadm storage |ist <RETURN>
NAME LABEL | P ADDRESS STATUS

ETERNUS00 - 192. 168. 10. 184 nor mal

- Todisplay the details of physical storage unit resource information:

>rcxadm storage |ist -verbose <RETURN>
NAMVE LABEL COMMENT | P ADDRESS STATUS MODEL

ETERNUS00 - - 192.168. 10. 184 normal  E2000( E210F4B)

To display the detailed information for avirtual storage resource:

>rcxadm st orage show - name ETERNUSO0 <RETURN>
Nane: ETERNUS00

Label :

Conment :

Model : E2000( E210F4B)

Serial nunber: 4170838184

| P address: 192.168.10.184

Status: nornal

Port nunber: 4

Managenent software: escO00

E.3.4 rcxadm disk

Name

[Windows]
Installation_foldeAM anager \bin\rcxadm disk - disk resource operations

[Linux]
/opt/FISVrcvmr /bin/rcxadm disk - disk resource operations

Format

rcxadm di sk list [-verbose]
rcxadm di sk show - nanme name
rcxadm di sk nodi fy -name nanme [-1abel |abel] [-comment conment]

Description

rcexadm disk is the command used to perform operations on disk resources. A disk resource is assigned to an L-Server, and corresponds
to the virtual disk of the VM guest, aLUN of ETERNUS, and FlexVol of NetApp.

Disk resources provide virtual disksto L-Servers.
Subcommands

list

Displaysalist of disk resource information.
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show
Displays the detailed information for a disk resource.
modify

Changes labels and comments of disk resources.

Options
-verbose
Use this option to increase the items displayed in the list of information.
-name name
In name, specify the name of the target disk resource to perform an operation with.
-label label
In /abel, specify the new label.
-comment comment

In comment, specify the new comments.

Examples

- Todisplay thelist of disk resource information:

>rcxadm di sk i st <RETURN>

NANVE LABEL TOTAL STATUS
t est 4- 0- di skO - 4. 0GB nor nmal
t est 2- 0- di skO - 10. 0GB nor nal
t est 2- 0-di skl - 12. 0GB nor nal

- Todisplay alist of detailed disk resource information:

>rcxadm di sk list -verbose <RETURN>

NANVE LABEL COWWENT TOTAL STATUS
L- Server 1- 0- di skO - - 20. 0GB nor nal
L- Server 1- 0-di skl - - 12. 0GB nor mal

E2000- 40
E2000- 40

To display the detailed information for a disk resource:

>rcxadm di sk show - nane L-Server1-0-di skO <RETURN>
Nane: L-Server1-0-di sk0

Label :

Conment :

Total Size: 20.0GB

Status: nornal

Vst orage Nane: E2000-40

E.3.5 rcxadm network

Name

[Windows]
Installation_foldeAM anager\bin\rcxadm network - network resource operations
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[Linux]
Jopt/FISVrevmr /bin/rcxadm network - network resource operations

Format

rcxadm network create -file file.xm [-nowait]
rcxadm network |i st

rcxadm networ k show - name nane

rcxadm networ k nove -nane name -to pool [-nowait]
rcxadm network del ete -nane nane [-nowait]

Description

rcxadm network isthe command used to manage network resources. The command can be used to define network resourcesfor theinternal
or external network, and manage the IP address range and subnet mask to assign.

Subcommands
create
Creates a network resource.
list
Displaysalist of network resource information.
show
Displays the detailed information for a network resource.
move
Moves a network resource to the specified resource pool.
delete

Deletes a network resource.

Options
-file file.xml

In filexml/, specify the XML file that defines the network resource. For details on the XML file definition, refer to "H.4 Network
Resources'.

-nowait

Use this option to return directly to the command prompt without waiting for the operation of the network resource specified in the
subcommand to complete its execution.

-name name
In name, specify the name of the target network resource to perform an operation with.
-to pool

Specify the destination resource folder in pool.

Examples

- Todisplay thelist of network resource information:

>rcxadm network |ist <RETURN>
NANVE SUBNET VLAN_| D LABEL
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net _aal 20.10.10.0 - net _| abel
net _aa2 20.10.11.0 - -
- Todisplay the detailed information for a network resource:

>rcxadm

comment :
vl an_i d:
subnet :

start -

ext er nal
ext er nal
ext er nal
ext er nal
ext er nal
ext er nal

name: net_aal
| abel : net _| abel

mask: 255.255.255.0

excl ude_address_range[ 0] : 20.10.10.1 - 20.10.20.1
excl ude_address_range[1]: 20.10.21.1 - 20.10.31.11

network show -nane net_aal <RETURN>

net _conmment
1234
20.10.10.0

end: 20.10.10.1 - 20.10.255.1

_port_chassis[0]: chassis
_port_switch[0]: switch_aa
_port_nunber[0]: 10
_port_chassis[1]:
_port_switch[1]:
_port_nunber[1]: 11

E.3.6 rcxadm pool

Name
[Windows]

Installation_foldeAM anager \bin\rcxadm pool - resource pool operations

[Linux]

/opt/FISVrcvmr /bin/rcxadm pool - resource pool operations

Format

rcxadm pool
nowai t ]
rcxadm pool
rcxadm pool
rcxadm pool
r cxadm pool
rcxadm pool
coment]} [-
rcxadm pool
rcxadm pool

Description

create -nane nane -type type [-priority priority] [-label label] [-coment comrent] [-

list [-name nanme] [-tenpl ate tenplate_nane]

show - nanme nane

regi ster -nane nane -resource resource_nanme -type resource_type [-nowait]

unregi ster -nanme name -resource resource_nane -type resource_type [-nowait]

modi fy -nane name {[-new_nane new nane] [-priority priority] [-label Iabel] [-coment
nowai t ]

nove -nane nane [-to folder] [-nowait]

delete -nane nane [-force] [-nowait]

rcxadm pool is the command used to manage resource pools. A resource pool is atype of resource folder in the orchestration tree, which
stores the resources to select when creating or adding an L-Server. A resource pool type is specified when creating a resource pool, and
only resources of a specific type are stored in each type of resource pool.

The following types of resource pools exist:

- vm

VM pool

A resource pool that stores VM hosts used when creating VM guests.
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- server

Server pool
A resource pool that stores the physical servers assigned to L-Servers.

- storage

Storage pool
A resource pool that stores the disks assigned to L-Servers.

- network

Network pool
A resource pool that stores the networks assigned to L-Servers.

- address

Address pool
Stores the | P addresses, MAC addresses, and WWNs for assignment to L-Servers.

- image

Image pool
A resource pool that stores the cloning images to deploy to L-Servers.

The following types of resources exist:
- vm_host

VM host resource
Stored in VM pools.

- physical_server

Physical server resource
Stored in server pools.

- storage

Virtual storage resource
Stored in storage pools.

- disk

Disk resource
Stored in storage pools.

- network

Network resource
Stored in network pools.

- address_set

Address set resource
Stored in address pools.

- vm_image

Virtual image resource
Stored in image pools.

- cloning_image

Physical image resource
Stored in image pools.

Resource pools enable you to manage all the resources assigned when creating an L-Server.
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Subcommands
create
Creates aresource pool.
list

Displaysalist of resource poals. If you specify the -name argument, the specified resource pool and alist of the resourcesincluded in
theresource pool are displayed. If you do not specify the -name argument, theinformation for all the resource poolsthat can be accessed
is displayed.

show
Displays the detailed information for a resource pool.
register
Registers aresource to aresource pool.
unregister
Deletes a resource from a resource pool.
modify
Modifies the name, label, comment, and priority of aresource pool.
move

Moves aresource pool to the specified resource folder.
If the destination resource folder is not specified, the pool is moved to the home folder.

delete

Deletes a resource pool.

Options
-name name
In name, specify the name of the target resource pool to perform an operation with.
-type type
In #ype specify the resource pool type.
-priority priority

In priority, specify apriority between 1 and 10. If omitted, "5" is set. Y ou can specify the same priority as another pool, but it is not
recommended as the order for retrieving resources will not be guaranteed.

-label label

In /abel, specify the label for the resource pool.
-comment comment

In comment, specify any comments for the resource pool.
-nowait

Use this option to return directly to the command prompt without waiting for the operation of the resource pool specified in the
subcommand to complete its execution.

-template template_name
In template_name, specify the name of an L-Server template that can be created.
-resource resource_name

In resource_name, specify the resource name.
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-type resource_type

In resource_type specify atype for the resource.
-new_name new_name

In new_name, specify anew name for the target resource pool.
-to folder

Specify the destination resource folder in folder.
If the destination resource folder is not specified, the pool is moved to the home folder.

-force

Usethisoption to forcibly delete aresource pool that includes resources. When the resource pool is deleted, the resources that belong
to the resource pool are unregistered.

Examples

- Todisplay thelist of resource pools:

>rcxadm pool |ist <RETURN>

NAME TYPE PRI ORI TY CPU(nex.) MEMORY( max. )

I Whool w5 2.213.2(1. 16 x 2)  6.7/7.7(6. 7CB)
NAMVE TYPE PRI ORI TY CAPACI TY( nax. )

/ Stor agePool storage 5 0.000.00)

NAVE TYPE PRIORI TY VLAN D

/ Net wor kPool Network 5 e

NAME TYPE PRI ORI TY | MAGE

/1 magePool imge 5 3

/'1 mgPool | mage 5 -

To display the specified resource pool and alist of the resources included in the resource pool:

>rcxadm pool list -name /VMPool <RETURN>

NAVE TYPE PRI ORI TY CPU(nax.) MEMORY( max. )
1 VMPool VM 5 2.2/3.2(1.1GH x 2) 6.7/7.7(6.7GB)
NAVE TYPE CPU( FREE) MEMORY( FREE)  STATUS MAI NTENANCE

192.168.10.10 VMHost  1.6GHz x 2 (2.2GHz) 7.7GB (6.7GB) unknown OFF

To display the detailed information for a resource pool:

>rcxadm pool show - nanme /VMPool <RETURN>
Nane: VMPool

Type: VM

Priority: 5

CPU: 3.2GHz(1.1GHz X 2)

FreeCPU. 2.2GH

MenorySi ze: 7.7GB(6.7GB)

FreeMenorySi ze: 6.7GB
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E.3.7 rcxadm folder

Name

[Windows]
Installation_foldeAM anager \bin\rcxadm folder - resource folder operations

[Linux]
lopt/FISVrevmr /bin/rcxadm folder - resource folder operations

Format

rcxadm fol der create -file file.xm [-nowait]

rcxadm fol der create -nane nane [-type type] [-1abel label] [-conment comment] [-nowait]

rcxadm folder list [-nane name] [-type type]

rcxadm fol der show -name nanme [-type type]

rcxadm fol der nodify -nane name [-type type] {[-new_nanme name] [-|abel label] [-coment comment]} [-
nowai t ]

rcxadm fol der nove -name name [-type type] [-to folder] [-nowait]

rcxadm fol der del ete -nane name [-type type] [-nowait]

Description

rcxadm folder isthe command used to manage resource folders. Use resource folder management to group resources when the number of
resources managed by Resource Orchestrator becomes large or when you want to manage resources in work units. Since the resource
folders can be arranged in a hierarchy, you can perform detailed categorization for resources.

The resource folder management function improves operability by grouping resources so operations can be performed on them
together.
Resource folders can be used with user/role management to ensure folder level security.

Resource folders are categorized into the following three types, depending on the resources to register:
- Orchestration
Registers L-Servers, network resources, disk resources, and resource pools.
- Servers
Registers server tree blade chassis and rack mount servers.
- Storage

Registers virtual storage resources.

Subcommands
create

Creates anew resource folder. Use the -file option to create the specified resource folder with resourcesincluded. If the resourcefolder
specified in the XML file already exists, only the specified resources are created.

list

Displays the list of resource folders and the resources and subfolders included in the resource folders.
If you specify the -name argument, the specified resource folder and alist of the resources and subfolders included in the folder are
displayed. If you do not specify the -name argument, the list of top level resource foldersis displayed.

show
Displays the detailed information for a resource folder.
modify

Modifies the name, label, comment, and priority of the specified resource folder.
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move

Moves aresource folder to the specified resource folder. If the destination resource folder is not specified, the folder is moved to the
home folder.

delete

Deletes aresource folder.

Options
-file file.xml

In filexml, specify the XML file that specifies the resource folder to create and the resources to include in the resource folder. For
details on the XML file definition, refer to "H.5 Resource Folders".

-nowait

Use this option to return directly to the command prompt without waiting for the operation of the resource folder specified in the
subcommand to compl ete its execution.

-name name

In name, specify theresourcefolder name. If theresourcefol dersarearranged in ahierarchy, specify theresourcefolder name connected
with slashes ("/").

jJJ Example

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0C0C0C0CO0CQO0CQOCOCOCOCEOCEOCTOCTETE

To specify SecondFolder directly below TopFolder:
/TopFolder/SecondFol der

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

-type type

In type specify aresourcefolder typefor theresourcefolder. Specify either "server" or "Iserver” for the resourcefolder type. If omitted,
"lserver" is set.

-label label
In /abel, specify the label for the resource folder.
-comment comment
In comment, specify any comments for the resource folder.
-new_name name
In name, specify a new name for the target resource folder to perform an operation with.
-to folder

Specify the destination resource folder in folder. When omitted, the folder is moved to the home folder.

Examples

- Todisplay thelist of resource folders and the resources and subfolders included in the resource folders:

>rcxadm fol der |ist <RETURN>

TYPE NANVE LABEL
Fol der Tenant A -

Fol der Tenant B -

Pool | magePool -

Pool | ngPool -

Pool Net wor kPool -
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Pool St or agePool -
Pool VMPool -

To display thelist of the resources and subfolders included in the specified resource folder:

>rcxadm fol der list -nanme Tenant A <RETURN>

TYPE NANVE LABEL
Fol der testA -
LServer test4 -

- Todisplay the detailed information for aresource folder:

>rcxadm f ol der show -nane Tenant A <RETURN>
nane . Tenant A

| abel

conmment

E.3.8 rcxadm addrset

Name

[Windows]
Installation_foldeAM anager\bin\rcxadm addrset - address set resource operations

[Linux]
/opt/FISVrevmr/bin/rexadm addrset - address set resource operations

Format

rcxadm addrset create -nane nane -type {MAC|WW} -file file -pool pool [-exclude
address[, address]...] [-label label] [-coment comment] [-nowait]

rcxadm addrset |ist [-verbose]

rcxadm addr set show - name nane

rcxadm addrset nove -nane nane [-to folder_nanme] [-nowait]

rcxadm addrset delete -nane nane [-nowait]

Description
rcxadm addrset is the command used to manage WWNs and MAC addresses.

Subcommands
create
Creates and registers an address set resource in the address pool.
list
Displays alist of address set resources.
show
Displays details of address set resources.
move

Moves an address pool to the specified resource folder.
If the destination resource folder is not specified, the pool is moved to the home folder.
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delete

Deletes an address pool. Address set resources contained in the address pool will also be deleted.

Options
-name name
In name, specify the name of the target address set resource to perform an operation with.
-verbose
Use this option to increase the items displayed in the list of information.
-type
Specify WWN or MAC address.
-file
Specify the WWN in the CD-ROM enclosed in the I/O Virtualization Option, or thelist file of the MAC address.
-exclude

Of theWWNsand MAC addressesgiveninthelist fileon the CD-ROM enclosed with thel/O Virtualization Option, specify an address
that has been allocated using RCVE or VIOM and is not used in management by Resource Orchestrator.

-pool
Specify the name of the resource pool to register an address set resource in.
-nowait

Use this option to return directly to the command prompt without waiting for the operation of the address set resource specified in the
subcommand to compl ete its execution.

-label label
In /abel, specify the new label.
-comment comment

In comment, specify the new comments.

Examples

- Todisplay thelist of address set resource information:

>rcxadm addrset |ist <RETURN>
<?xm version="1.0" encodi ng="utf-8"?>

<Addr essSet s>
<Addr essSet name="nmacdat al" id="543" |abel ="macl" />
<Addr essSet nane="wwndat al" i d="540" |abel ="wwn1l" />
</ Addr essSet s>

To display the detailed information of address set resources (WWNS):

>rcxadm addr set show - nane wwndat al <RETURN>
<?xm version="1.0" encodi ng="utf-8"?>

<Addr essSet nanme="wandat al" id="540" |abel ="wwnl" subnet="" mask=""
start="20:01: 00: 17: 42: 50: 00: 00" end="20:01: 00: 17: 42: 50: 00: Of ">
<Comment >wwn- t est - dat a- 1</ Conment >
<Excl ude>
</ Excl ude>
<Reserve>
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</ Reserve>
</ Addr essSet >

To display the detailed information of address set resources (MAC addresses):

>rcxadm addr set show - nane nmacdat al <RETURN>
<?xm version="1.0" encodi ng="utf-8"?>

<Addr essSet nane="nmacdat al" id="543" | abel ="nmacl" subnet="" mask=""
start="00:17: 42: 4f: 00: 00" end="00: 17: 42: 4f: 00: f 0" >

<Comment >nac-t est - dat a- 1</ Comment >

<Excl ude>

</ Excl ude>

<Reserve>

</ Reserve>
</ Addr essSet >

E.3.9 rcxadm chassis

rcxadm chassis is an existing RCVE command. For details, refer to the " ServerView Resource Coordinator VE Command Reference'.

E.3.10 rcxadm server

rcxadm server is an existing RCVE command. For details, refer to the " ServerView Resource Coordinator VE Command Reference'.

E.4 Image Operations

This section explains the commands used to operate images managed in Resource Orchestrator.

E.4.1 rcxadm image

rcxadm imageisan existing RCV E command. For details, refer to the " ServerView Resource Coordinator VE Command Reference”. This
section explains the additional functions.

Name

[Windows]
Installation_folde'\M anager \bin\r cxadm image - image operations

[Linux]
/opt/FISVrevmr /bin/rcxadm image - image operations

Format
rcxadm image create -server resource -name inmage [-comrent coment] [-to pool] [-storage vstorage] [-
nowai t ]
rcxadm i mage del ete -server resource -version version
rcxadm image restore -server resource [-version version] [-nowait]
rcxadminmage |ist -type cloning [-nane i nage] [-detail]
rcxadmimage |ist -type snapshot [-server resource] [-detail]
rcxadm i mage snapshot -server resource [-comment comment] [-online] [-nowait]
rcxadm i mage nove -nane i mage -to pool [-nowait]
Description

The additional functions of rcxadm image are indicated below.
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A resource pool where images are stored can be specified with the -to option when creating an image. The virtual storage location for
an image can be specified with the -storage option.

rcxadm image create -server resource-name image|[-comment comment [-to pool] [-stor age vstor age] [-nowait]
- An L-Server snapshot can be created with the snapshot subcommand.

rcxadm image snapshot -server resource[-comment commend [-nowait]
- An L-Server snapshot can be deleted with the del ete subcommand.

rcxadm image delete -server resource-version version
- An L-Server snapshot can be restored with the restore subcommand.

rcxadm image restore -server resource[-version versior] [-nowait]

- Cloning can be specified with the -type option when using the list command. Detailed information can a so be output with the -detail
option.

rcxadm image list -type cloning [-name imagd [-detail]

- A snapshot can be specified with the -type option when using the list command. Detailed information can aso be output with the -
detail option.

rcxadm image list -type snapshot [-server resourcd [-detail]

- Imagesregistered in the orchestration tree can be moved between resource pools. The destination resource pool hame can be specified
with the -to option.

rcxadm image move -name /mage-to pool [-nowait]

Subcommands
create
Collects a cloning image of the specified L-Server.
list
Displays the cloning images and snapshot images of the specified L-Server.
delete
In addition to the existing RCVE function, an L-Server snapshot can be deleted with the delete subcommand.
restore
In addition to the existing RCVE function, an L-Server snapshot can be restored with the restore subcommand.
snapshot

Collects a snapshot of the specified L-Server.
Setting is only possible when the server typeis"Virtua".

move

Images registered in the orchestration tree are moved between resource pools.

Options
-server resource
Specify the name of the L-Server in resource
-nowait

Use this option to return directly to the command prompt without waiting for the operation specified in the subcommand to complete
its execution.
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-to pool

Specify the name of the resource pool for storing the cloning image or the name of the destination resource pool.
If omitted, it is assumed that the resource pool with the highest priority from the resource pools with update rights has been specified.

-storage vstorage

Enter the name of the virtual storage or the library shared folder for storing the collected cloning image.

If omitted, it is assumed that the virtual storage resource containing the L-Server for collecting cloning images has been specified.

[Hyper-V]
It is assumed that the name of the regulated shared library folder on the SCVMM server is specified.

-type cloning|snapshot

Specify the type of image. If you specify snapshot, a snapshot image is displayed.
-detail

Displays the detailed information for the type of image.
-comment comment

In comment, enter acomment that identifies the snapshot.
Enter up to 128 alphanumeric characters or symbols.
However, use of percent signs ("%"), back slashes ("\"), and double quotes (*) is not alowed in comment.

Ln Note

If blank spaces are included in comment, enclose the comment character string using double quotes (" ).

-online
Specify when executing a snapshot, regardless of the status of the L-Server.
-name image

In image, enter a name to identify the collected cloning image.

;ﬂ Note

- When creating an image, atemplate is created in the server virtualization software with the following name:

Server Virtualization Software Name in Server Virtualization Software
VMware . . .
Cloning_image_name@version_number
Hyper-V q_Image._ C) 1

When creating atemplate in the server virtualization software, do not use a name with the above format.

- When creating a template from a VM guest in the server virtualization software, set the system disk of the VM guest as indicated

below.
Server Virtualization Software System Disk
VMware Disk with SCSI controller: 0, ID:0
Hyper-V Device, Primary channel (0)

- Make sure the name /mage specified when creating an image does not conflict with the name of the cloning image for the physical
server. For details on the cloning image of the physical server, refer to the information about cloning in the "ServerView Resource

Coordinator VE Setup Guide".
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E.5 L-Server Template Operations

This section explains the commands used for L-Server template operations.

E.5.1 rcxadm template

Name

[Windows]
Installation_foldenM anager \bin\rcxadm template - L-Server template operations

[Linux]
/opt/FISVrcvmr/bin/rcxadm template - L-Server template operations

Format

rcxadmtenplate inport -file file [-nowait]

rcxadmtenplate list [-verbose]

rcxadm tenpl at e show - nane nane

rcxadm tenpl ate export -file file [-name nane]

rcxadm tenpl ate nodi fy -name nane {[-new_nane nanme] [-label label] [-coment comrent]} [-nowait]
rcxadm tenpl ate del ete -name nane [-force] [-nowait]

Description

rcxadm template is the command used to perform operations on L-Server templates. L-Server templates define the values such as the
number of CPUs, memory capacity, and disk capacity that comprise an L-Server. Using an L-Server template enables easy creation of L-
Servers.

Subcommands
import
Imports the L-Server template defined in an XML file.
list

Displays a list of the L-Server templates that can be accessed. Using the -verbose option also displays information regarding the
redundancy configuration and operation location.

show
Displays the detailed information for the specified L-Server template.
export

Exports the specified L-Server template information in the XML format. If you do not specify an L-Server template with the -name
option, all L-Server templates are exported.

modify
Modifies the label, comment, and name of the specified L-Server template.
delete

Deletes the specified L-Server template. Use the -force option to forcibly delete the specified L-Server template even if there are L-
Servers created from the template.

Options
-file file

In file specify the L-Server template XML file to import or export.
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-nowait

Use this option to return directly to the command prompt without waiting for the operation of the L-Server template specified in the
subcommand to complete its execution.

-name name

In name, specify the L-Server template name.
-verbose

Use this option to display the redundancy configuration and the operation location.
-new_name name

In name, specify the new L-Server template name.
-label label

In /abel, specify the new label.
-comment comment

In comment, specify the new comments.
-force

Use the -force option to forcibly delete the specified L-Server template even if there are L-Servers created from the template.

Examples

- Todisplay alist of the L-Server templates that can be accessed:

>rcxadmtenplate |ist <RETURN>

NANVE TYPE SPEC DI SKS NI CS
no-nic Vi rt ual 1.0GH, 1, 2. 0GB 10. 0GB, 12. 0GB -
smal | Vi rt ual 1.0GHz,1,1. 0GB 10. 0GB -

- Toaso display information regarding the redundancy configuration and the positioning:

>rcxadm tenpl ate list -verbose <RETURN>

NANVE TYPE SPEC DI SKS NI CS REDUNDANCY POCSI TI ONI NG
no-nic Vi rtual 1.0GH,1,2. 0GB 10. 0GB, 12. 0GB - None Fi xed
snmal | Virtual 1.0GHz, 1, 1. 0GB 10. 0GB - None Fi xed

To display the detailed information for the specified L-Server template:

>rcxadm tenpl ate show - name smal |l <RETURN>
Nane: snal |

Label : | abel of the small

Server Type: Virtual

VMType: VMar e

CPUArch: 1A
CPUPerf: 1.0GHz
NunOf CPU: 1

MenorySi ze: 1. 0GB

Di skSi ze[0]: 10.0GB
Redundancy: None
Posi tioning: Fixed

E.6 User Operations

This section explains the commands used to operate users and access privileges.
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E.6.1 rcxadm user

Name

[Windows]
Installation_foldeAM anager \bin\rcxadm user - user operations

[Linux]
Jopt/FISVrevmr /bin/rcxadm user - user operations

Format

rcxadm user create -file file.xm

rcxadm user create -nanme nane {-passwd password|-passwd_file password _file} [-1abel I|abel] [-coment
comment] [-usergroup usergroup] [-role scope=rol e[, scope=role,...]]

rcxadm user list [-format text|xm]

rcxadm user show - name nane

rcxadm user nodify -name nanme -file file.xmn

rcxadm user nodify -name nanme {[-new_name newnane] [-label |abel] [-conmment comment] [-usergroup
usergroup] {-passwd password |-passwd_file password_file} [-role scope=role[,scope=role,...]}
rcxadm user del ete -name nanme

Description

rcxadm user is the command used for registering users, changing passwords, changing privilege levels, deleting users, and restricting the
access scope of operations for each user.

Subcommands
create
Creates a user.
list
Displays alist of user information in the text format or XML format.
show
Displays the detailed information for the specified user in the text format.
modify
Modifies the name, label, comment, user group, password, and operation/access scope of the specified user.
delete

Deletes the specified user.

Options
-file file.xml

In filexml, specify the XML file that defines the attributes of the user to register or change.
It is not possible to perform batch registration or changes of multiple users using the output results of list -format xml.
For details on the XML file definition, refer to "H.6 Users’.

-name name
In name, specify the user name.
-label label

In /abel, specify the new label.
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-comment comment
In comment, specify the new comments.
-usergroup usergroup
In usergroup, specify the user group to use for setting usersin batches.
-passwd password
In password, specify the password for the user.
-passwd_file password_file

In password file specify the password file for the user. When users other than administrators use an admin server, it is dangerous to
specify the password using an argument such as -passwd because the arguments of commands issued by other users can be viewed.
Use the -passwd_file option.

In thefile that defines the passwords, enter auser name and password on each line, separated by acomma (","). The password entered
in the line including the user name specified with the -name option will be registered.

-role scope=role,...

In scope, specify the names of the resource folders, resource pools, and resources in the orchestration tree to include in the access
scope. Specify resourcesinside resource folders by entering aslash (/") and the resource name after the resource folder name. Specify
resource folder names or resource names for the access scope. If you do not want to restrict the access scope, omit the access scope,
or specify "al". In role specify the most appropriate role of the standard roles. Multiple access scopes and roles can be specified,
separated by acomma (*,").

- supervisor (special administrator)
- admin (administrator)
- operator (operator)
- monitor (monitor)
- Iserver_admin (L-Server administrator)
- Iserver_operator (L-Server operator)
- Iserver_monitor (L-Server monitor)
- infra_admin (infrastructure administrator)
- infra_operator (infrastructure operator)
-format text|xml
Specify the display format. Y ou can specify text or xml format.
When -format is omitted, it is displayed in text format.
-new_name newname

In newnarme, specify the new user name.

Examples

- Todisplay alist of user information in the text format:

>rcxadm user |ist <RETURN>

NAME USERGROUP LABEL ROLE

aaa - - al | =adm n
adm n_user adm n - -

bbb - - /

f ol der 001l=adm n

f ol der _user f ol der _group - -

manage - - -
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- Todisplay the detailed information for the specified user in the text format:

>rcxadm user show -nanme aaa <RETURN>
Nanme . aaa

User Group :

Label

Conmrent

Rol e[ 0] : all=admn

E.6.2 rcxadm usergroup

Name

[Windows]
Installation_folde'\M anager \bin\r cxadm user group - user group operations

[Linux]
/opt/FISVrcvmr /bin/rcxadm user group - user group operations

Format

rcxadm usergroup create -file file.xm

rcxadm usergroup create -name usergroup [-1abel |abel] [-comrent comrent] [-role scope=role[,...]
rcxadm usergroup list [-format {text|xm}]

rcxadm user group show - nanme usergroup

rcxadm usergroup nodify -nanme usergroup -file file.xmn

rcxadm usergroup nodi fy -name usergroup {[-newnane usergroup] [-|abel |abel] [-coment conment] [-
rol e scope=role[,...]}

rcxadm usergroup del ete -nanme usergroup

Description

rcxadm usergroup is the command used to perform operations on multiple users and batch restriction of access scopes. By performing
operations on and restricting the access scope for a user group, the settings are applied on all users registered in that user group. When
different settings are specified for a user and its user group, the settings for the user are prioritized.

Subcommands
create
Creates a user group.
list
Displays alist of user group information in the text format or XML format.
show
Displays the detailed information for the specified user in the text format.
modify
Modifies the name, label, comment, and operation/access scope of the specified user group.
delete

Deletes the specified user group. Y ou cannot delete a user group if it includes users.
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Options
-file file.xml

In filexml, specify the XML file that defines the attributes of the user group to register or change.
It is not possible to perform batch registration or changes of multiple user groups using the output results of list -format xml.
For details on the XML file definition, refer to "H.7 User Groups".

-name usergroup

In usergroup, specify the user group name.
-label label

In /abel, specify the new label.
-comment comment

In comment, specify the new comments.
-role scope=role,...

In scope, specify the access scope. If you do not want to restrict the access scope, omit the access scope, or specify "al". In ro/e specify
arole. Multiple access scopes and roles can be specified, separated by acomma (",").

-format text|xml
Specify the display format. Y ou can specify text or xml format.
When -format is omitted, it is displayed in text format.
-newname usergroup

In usergroup, specify the new user group name.

Examples

- Todisplay alist of user group information in text format:

>rcxadm usergroup |ist <RETURN>

NAMVE LABEL ROLE
adm n - al | =adm n
f ol der _group - / f ol der 001=admi n

To display the detailed information for the specified user group in text format:

>rcxadm user group show -nanme adm n <RETURN>

Narme : admin
Label

Coment

User [ 0] : admi n_user
Rol e[ 0] : all=admn

E.7 Control and Environment Setup

Thissection explainsthecommandsused for control and environment setup of the manager and agentsthat comprise Resource Orchestrator.

E.7.1 rcxadm storagemgr

Name

[Windows]
Installation_foldeAM anager\bin\rcxadm storagemgr - storage management software operations
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[Linux]
Jopt/FISVrevmr /bin/rcxadm storagemgr - storage management software operations

Format

rcxadm st oragengr regi ster -nane name -soft_name soft_nane [-1|abel |abel] [-comrent comment] [-
soft_url url] [-ip ipaddress] [-port nunber] [-user_nanme user_nane] [-passwd password]

rcxadm storagengr |ist [-verbose]

rcxadm st oragengr show - name nane

rcxadm st oragengr unregi ster -name nane

rcxadm storagengr nodi fy -name name [-1abel label] [-coment comment] [-soft_url url] [-ip

i paddress] [-port nunber] [-user_name user_nane] [-passwd password]

Description

rcxadm storagemgr is the command used to perform operations of storage management software.

Subcommands
register
Registers storage management software.
list
Displays alist of storage management software information.
show
Displays the detailed information for storage management software.
unregister
Unregisters storage management software.
modify
Changes labels, comments, | P address, port numbers, user names, and passwords of storage management software.

When the storage management software is ESC, an error occursif -ip, -port, -user_name, or -passwd are specified.
If the storage management softwareisVV Mware vCenter Server, an error occurs because thiscommand cannot be used to make changes.

Options
-name name
In name, specify the resource name of the target storage management software to perform an operation with.
-soft_name soft_name
In soft_name, specify the storage management software. The names that can be specified are as follow:
- When using ETERNUS SF Storage Cruiser, specify "esc".
An error occursif -ip, -port, -user_name, or -passwd are specified in addition to "esc".
- When using Data ONTAP, specify "ontap".
An error occursif -ip, -user_name, or -passwd are not specified when specifying "ontap".
-soft_url url
In wrf, specify the URL to use to access the storage management software.
When specifying -soft_name esc and managing only an ETERNUS, specify the URL of ETERNUSMgr for the ETERNUS.
When managing multiple ETERNUSS, do not specify -soft_url.
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-ip ipaddress
In jpaddress, specify an |P address to use to access the storage management software.
-port number
In number, specify a port number to use to access the storage management software.
-user_name user_name
In user_name, specify the user 1D for the storage management software.
When specifying -soft_name ontap, specify root.
-passwd password
In password, specify the password for the storage management software.
-verbose
Use this option to increase the items displayed in the list of information.
-label label
In /abel, specify the new label.
-comment comment

In comment, specify the new comments.

Examples

- Todisplay thelist of the storage management software information:

>rcxadm st oragengr |ist <RETURN>
NAMVE LABEL SOFT NAME STATUS

esc00 - ETERNUS SF Storage Cruiser nor mal

To display the details of the storage management software information:

>rcxadm st oragengr |ist -verbose <RETURN>
NAVE LABEL COMMENT  SOFT NAME STATUS | P ADDRESS PORT

esc00 - - ETERNUS SF Storage Cruiser normal - -

To display the detailed information for storage management software:

>rcxadm st or agengr show -nanme esc00 <RETURN>

Name: esc00
Label :
Conment :

Soft name: ETERNUS SF Storage Cruiser
Version: 14.2

URL:

| P address:

Port nunber:

Status: nornal

User nane:

Passwor d:

E.7.2 rcxadm imagemgr

rexadm imagemgr is an existing RCV E command. For details, refer to the " ServerView Resource Coordinator VE Command Reference”.
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Name

[Windows]
Installation_folde'\M anager \bin\r cxadm imagemgr - modifying image management information

[Linux]
/opt/FISVrcvmr /bin/rcxadm imagemgr - modifying image management information

Format

rcxadm i magengr set -attr {vm cl one|] vm snapshot}. naxversi on=val ue

Description
The additional functions of rcxadm imagemgr are indicated below.
Y ou can specify vm.clone and vm.snapshot in attributes used for controlling the number of image versions.

rcxadm imagemgr set -attr {vm.clonelvm.snapshot}.maxver sion=max_version

Options
-attr {vm.clone|vm.snapshot}.maxversion=max_version

Specify the maximum number of imagefileversions. Specify vm.clonefor the number of cloning image versions. Specify vm.snapshot
for the number of snapshot versions.

In max_version, specify the maximum number of imagefile versions to change. The values that can be specified for max_versonare
any value between 1 and 10.

E.7.3 rcxadm vmmagr

Name

[Windows]
Installation_foldenM anager \bin\rcxadm vmmagr - VM management software operations

[Linux]
/opt/FISVrcvmr/bin/rexadm vmmgr - VM management software operations

Format

rcxadm vimgr i st
rcxadm vamgr show - nane nane

Description

rexadm vmmgr is the command used to manage VM management software. The information of VM management software is displayed.

Subcommands
list
Displaysalist of VM management software information.
show

Displays the detailed information for VM management software.
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Options
-name name

In name, specify the name of the target VM management software to perform operations with.

Examples

- Todisplay alist of VM management software information:

# rcxadm vinmgr i st <RETURN>

NAVE TYPE | PADDRESS STATUS
SCVMVL SCVVM 192. 168. 10. 20 nor nal
vCent er Server 1 vCenter Server 192.168.100.20 nornal

To display the detailed information for VM management software:

# rcxadm vimgr show - name SCVMML <RETURN>

Name: SCVMML

Type: SCVMM

| pAddress: 192.168. 10. 20

Status: normal

Managenent Sof t war eURL: https://192. 168. 10. 20/ sdk

Li braryShare[0]: \\rcxvmshv-dc. rcxvmshyv. | ocal

\ MSSCVMWLI br ary

Li braryShare[ 1] : \\rcxclusterfs.rcxvmmshv. | ocal \ SCVM\ LI B

# rcxadm vimgr show - nanme vCenter Server 1l <RETURN>
Nane: vCenter Serverl

Type: vCenter Server

| pAddress: 192. 168. 100. 20

Status: nornal

Managenent Sof t war eURL: https://192. 168. 100. 20/ sdk

Exit Status
This command returns the following values:
0
The command executed successfully.
non-zero

An error has occurred.

E.7.4 rcxadm agtctl

rcxadm agtctl is an existing RCVE command. For details, refer to the " ServerView Resource Coordinator VE Command Reference”.

E.7.5 rcxadm certctl

rcxadm certctl is an existing RCVE command. For details, refer to the "ServerView Resource Coordinator VE Command Reference”.

E.7.6 rcxadm deployctl

rcxadm deployctl is an existing RCVE command. For details, refer to the " ServerView Resource Coordinator VE Command Reference”.
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E.7.7 rcxadm lanctl

rcxadm lanctl is an existing RCVE command. For details, refer to the " ServerView Resource Coordinator VE Command Reference”.

E.7.8 rcxadm mgrctl

rcxadm mgrctl is an existing RCVE command. For details, refer to the " ServerView Resource Coordinator VE Command Reference”.

E.7.9 deployment service uninstall

deployment_service_uninstal is an existing RCVE command. For details, refer to the " ServerView Resource Coordinator VE Command
Reference".
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Appendix F Messages

This appendix explains the messages output or displayed by Resource Orchestrator.
When messages other than the following are output, refer to the " ServerView Resource Coordinator VE Messages'.

21161

FISVrex:INFO:21161:0bj:type is detected.
[Description]

The resource displayed in fypehas been detected.

- When "VMguest" is displayed for type
The server name of the VM guest is displayed in oby.

- When "cloning image" is displayed for fype
The name and version of the cloning image is displayed in ab.

- When "snapshot image" is displayed for type
The name and version of the snapshot is displayed in oby.

- When "vstorage" is displayed for fype
The name of the virtual storage resourceisdisplayedin ob).

- When "storage" is displayed for fype
The resource name of the physical storage unit is displayed in oby.
[Corrective Action]

No action is necessary.

21162
FISVrex:INFO:21162:0bj:type is lost.
[Description]
The resource displayed in fypeis no longer being managed by Resource Orchestrator.

- When "VMguest" isdisplayed for type
The server name of the VM guest is displayed in oby.

- When "cloning image" is displayed for fype
The name and version of the cloning image is displayed in ab.

- When "snapshot image" is displayed for type
The name and version of the snapshot is displayed in oby.

- When "vstorage" is displayed for #ype
The name of the virtual storage resourceisdisplayed in oby.

- When "storage" is displayed for type
The resource name of the physical storage unit is displayed in oby.

[Corrective Action]

No action is necessary.

22700
FISVrex:INFO:22700:name:using already existing virtual switch on server server
[Description]

The virtual switch nameon the server serveris used.
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[Corrective Action]

No action is necessary.

22701
FISVrex:INFO:22701:name:using already existing virtual network on server server
[Description]
The virtual network nameon the server serveris used.
- If the target server isaVMware server:

The virtual network indicates a port group on the virtual switch.

[Corrective Action]

No action is necessary.

61166

FJSVrcx:ERROR:61166:server_name is not powered off.
[Description]

The power of the L-Server server_namehas not been stopped.

The name of the L-Server isdisplayed in server_name

[Corrective Action]

Stop the power of the L-Server. Then perform the operation again.

61167
FJSVrcx:ERROR:61167:1/0 device not found for server_name
[Description]
The /O device used for alocation of the server profile on the server server_namewas not found.

When creating an L-Server with the server type "Physical”, the server name selected when creating the L-Server will be displayed in
server_name.

[Corrective Action]

Please mount an FC card in expansion slot 1 of the server.

61174
FJSVrcx:ERROR:61174:server_name:addresses already used in external_software. detail=detail
[Description]
The address specified for the server server_namedready exists.
An address that is the same as one already in use may have been specified.
In server_name, the name of the server is displayed.
When the specified address is that of external software, the name of the external software is displayed in external_software

In detai/, adetailed message is displayed.

[Corrective Action]

Specify an unused address resource, and perform the operation again.
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When the error occurs even when an unused address resource is specified, part of the external software information may be incorrect.

Refer to the external software information, and perform the operation again after deleting any duplicated addresses.

61175
FJSVrcx:ERROR:61175:server_name:addresses out of range in external_software.detail=detail
[Description]
- When external_softwareisVIOM
The address specified for the server server_nameis outside the range that is available for use.
In server_name, the name of the server is displayed.

In detail, adetailed message is displayed.

[Corrective Action]

Please change the VIOM settings so that the address (MAC address or WWN) displayed in defa/ is included in the range that is
available for use.

61176

FJSVrcx:ERROR:61176:profile_name:already assigned to another server.
[Description]

The server profile profile_nameis assigned to another server.

In profile_name, the name of the server profile is displayed.

[Corrective Action]

Delete the server profile of profile_name and perform the operation again.

61177

FJSVrcx:ERROR:61177:server_name:a server profile is already assigned.
[Description]

Another server profile has been assigned to the server profile_name

In server_name, the name of the server is displayed.

[Corrective Action]

Delete the server profile configured for the server server_name, and perform the operation again.

61178

FISVrcx:ERROR:61178:server_name:server profile deletion failed (detail).
[Description]

Failed to delete the server profile.

In server_name, the name of the server is displayed.

In detail, adetailed message is displayed.

[Corrective Action]

Delete the server profile configured for the server server_name, and perform the operation again.
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62501
FJSVrcx:ERROR:62501:key:is required
[Description]

key must be specified.

[Corrective Action]

If this message is output when creating an L-Server or importing an L-Server template, review the content of the XML file specified
when operating the server, and correct the tags and values specified in key.

62502
FJSVrex:ERROR:62502:template:L-Server created from the template remains. detail=0obj,..
[Description]
templateis being used by the L-Server output in oby.
If there are three or more L-Server names output in oy, only two are displayed, followed by "...".
[Corrective Action]
If you do not want to use the template femplareused when creating the L-Server again, perform the following operations:
- Add the -force option to the command, and perform the operation again

- Deletethe L-Server template from the GUI

62503
FJSVrex:ERROR:62503:0bj:storage management software registration failed. detail=detail
[Description]

An error occurred during the control of storage management software, so registration of the storage management software oby failed.

[Corrective Action]

When detai/ is"version unmatch. [ version_of _the storage_management_softward"
Thereisan error in the version_of the storage management_software Use a supported version.
- When detail is"serviceis not run."

The storage management software is not operating. Start the storage management software.
- When defai/ is"invalid storage management software name"

Thereis an error in the name specified for the -soft_name option. Specify the correct name.
- When defai/ is "one or more option is short"

A required option has not been specified. Specify the required option.
- When defai/ is "one or more option is unnecessary”

An unnecessary option has been specified. Do not specify unnecessary options.
- When defail is " storagemgr is already registered”

The specified storage management software has already been registered. Storage management software that is already registered
cannot be registered.

- When defai/is"ip address: invalid format”
Thereisan error in the specified | P address. Specify the correct | P address.
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- When detai/is"port: invalid format"
Thereis an error in the specified port number. Specify the port number using a decimal number.
- When defai/ is " port: out of range"
Thereisan error in the specified port number. Specify the port number in the range of 0 to 65535.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

62504
FJSVrcex:ERROR:62504:0bj:changing storage management software information failed. detail=detail
[Description]
Anerror occurred during control of storage management software, so changesto the configuration of the storage management software
obj failed.
[Corrective Action]
- When detail is " storagemgr is registered as VM management software'

This command cannot be used to make configuration changes, as storage management software has been registered as VM
management software. For detailson how to change configuration of VM management software, refer to the" ServerView Resource
Coordinator VE Setup Guide".

- When defai/ is "one or more option is unnecessary"
An unnecessary option has been specified. Do not specify unnecessary options.
- When defai/is"ip address: invalid format”
Thereisan error in the specified | P address. Specify the correct | P address.
- When detai/ is"port: invalid format"
Thereisan error in the specified port number. Specify the port number using a decimal number.
- When defai/ is " port: out of range”
Thereisan error in the specified port number. Specify the port number in the range of 0 to 65535.

If the problem is still not resolved after performing the above actions or if a value not indicated above is displayed in deta/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

62505
FJSVrex:ERROR:62505:0bj:storage management software unregistration failed. detail=detail
[Description]

An error occurred in the control of the storage management software, so deletion of the storage management software oby failed.

[Corrective Action]
- When defai/ is"storagemgr is registered as VM management software”

This command cannot be used for deletion as the storage management software has been registered as VM management software.
For details on how to delete VM management software, refer to the " ServerView Resource Coordinator VE Setup Guide".

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

62510
FJSVrex:ERROR:62510:failed to control obj(ipaddress). IF=%1, code=%2, message=%3
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[Description]
An error occurred during control of storage management software.
In ob, the resource name of the storage management software is displayed.
For /paddress, the | P address of the target resource is displayed.
In %1, theinternal function name is displayed.
In %62, the internal code information is displayed.
In %3, the internal detail information is displayed.

[Corrective Action]
- If 962is"13115":
Since the specified disk size isless than 20MB, creation of avolume on the storage unit failed.
Perform the operation again after modifying the disk size.
- If 9%62is"13062":
Since the specified disk size islarger than the available space, creation of avolume on the storage unit failed.
Perform the operation again after modifying the disk size.

If the problem is till not resolved after performing the above actions or if a value not indicated above is displayed in internal code
information, collect the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

62511
FJSVrcx:ERROR:62511: failed to control obj. IF=%1, message=%2
[Description]
An error occurred during control of storage management software.
In ob, the resource name of the storage management software is displayed.
In %1, theinterna function name is displayed.
In %2, the message of the storage management software is displayed.

[Corrective Action]
- If %62is"ERROR:ssmgr3419:The specified alias name has already been registered.”

Creation of the L-Server failed because the alias name of the affinity group has already been defined when ETERNUS storage
was created.

For details, refer to"G.17 When an L-Server is Created, "M essage number 62511" isDisplayed, and Creation of the L-Server Fails.

62557
FJSVrex:ERROR:62557:0bj is not empty
[Description]

The specified oby is not empty.

[Corrective Action]

Perform the operation again after emptying the specified oby.

62558
FISVrex:ERROR:62558:resource in objl is already used by obj2
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[Description]

The resourcein obj1is aready used by ob2

[Corrective Action]
- When releasing registered resources from resource pools or deleting resource pools forcibly
Perform the operation again, after changing the resourceso it is not used.
- When an attempt is made to delete VM management software
Perform the operation again, after changing the resourceso it is not used.

If an L-Server is being managed by the VM management software, the VM management software cannot be del eted.
If this message is displayed when deleting the VM management software, delete all L-Servers operating on VM hosts managed
by the VM management software (oby1) to delete.

The VM host under the management of the VM management software that is to be deleted is displayed in resource When there
are multiple VM hosts, an arbitrary VM host will be displayed.

The L-Server created in resourceis displayed in oby2. When there are multiple L-Servers, an arbitrary L-Server will be displayed.
- When an attempt is made to delete storage management software

If an L-Server using virtua storage resource is being managed by the storage management software, the storage management
software cannot be deleted.

If this message is displayed when deleting the storage management software, delete all L-Servers using virtual storage resource
managed by the storage management software (oby2) for deletion.

The virtual storage resource under the management of the storage management software that is to be deleted is displayed in
resource When there are multiple virtual storage resources, an arbitrary virtual storage resource will be displayed.

The L-Server using resourceis displayed in o2 When there are multiple L-Servers, an arbitrary L-Server will be displayed.
- L-Server template (When the server typeis "Physical")
In this case, the following messages will be output in the event log:
- When "(create)" follows after resource
The specified physical server resourceis already assigned as an L-Server, or registered as a spare server.
- When "(Spare)" follows after resource
The physical server resource specified as a spare server is aready assigned as an L-Server, or registered as a spare server.
- When "(Primary)" follows after resource

The physical server resource specified in the physical server usage change is already assigned asan L-Server, or registered as
aspare server.

Specify a physical server resource or resource pool that is already registered, and perform the operation again.
- When IP addressis displayed in resource

The network resource of the specified | P address has already been allocated to another L-Server. Specify an unused | P address for
the network resource, and perform the operation again.

62559
FISVrex:ERROR:62559:external script script_name execution error detail
[Description]

An error occurred while executing a script registered for external integration.
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[Corre

ctive Action]

If other software is integrated into Resource Orchestrator, refer to the manuals for that software and check whether script_nameis
registered.
If script_nameis registered, refer to the manual of that software.

If the integrated software cannot be found, collect this message and troubleshooting data, and contact Fujitsu technical staff.

62700

FJSVrex:ERROR:62700:name:virtual switch creation failed on server server (code)

[Description]

Failed to create the virtual switch nameon server server.

[Corre

ctive Action]

Perform the action indicated in the codeinformation.

If codeis 15:

There is no response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If codeis 16:

The VM host could not be found.

Select [Operation]-[Update] from the RC console menu to refresh the screen, and check whether the VM host has been deleted.
If codeis 101, 110, 111, 112, 114, or 116:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the VM host/VM management software.

If codeis 113:

Thelogin account information for the VM host/VM management software that was entered during registration cannot be used to
communicate with the VM host/VM management software. The login account information for the VM host/VM management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details on changing the login account information, refer to the changing VM host login account information section or the
changing VM management software settings section of the " ServerView Resource Coordinator VE Setup Guide".

If codeis 100 or 115:

The login account information for the VM host/VM management software entered during registration may not have the required
privileges.

Check the privilege status from the VM management software. If the account does not have the required privileges, change the
entered values (user name and password) for the login account information to the values for a user with administrative privileges
for the VM host/VM management software.

For details on changing the login account information, refer to the changing VM host login account information section or the
changing VM management software settings section of the " ServerView Resource Coordinator VE Setup Guide".

If codeis 500 or 511

Failed to create the virtual switch as the configuration of the physical network adapter and virtual switch of the VM host/VM
management softwareisnot capable of creating thevirtual switch. Referto"4.2.5 Network Resources', and check the configuration
of the physical network adapter and virtual switch of the VM host/VM management software.

If codeis513:

Failed to create the virtual switch as the physical network adapter to connect to the virtual switch isin use. Check the network
settings of the VM host/VM management software.
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If codeis514 or 515:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the VM host/VM management software.

If the problem is still not resolved after performing the above actions or if avalue not indicated aboveisdisplayed in code collect the
corresponding message and troubleshooting data, and contact Fujitsu technical staff.

62701

FJSVrex:ERROR:62701:name:virtual switch deletion failed on server server (code)

[Description]

Failed to delete the virtual switch nameon server server.

[Corre

ctive Action]

Perform the action indicated in the codeinformation.

Asthevirtua switch nameremains on the server server, check its usage status and if it isno longer necessary, delete the virtual switch
from the VM management software.

If codeis 15:

There is no response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If codeis 16:

The VM host could not be found.

Select [Operation]-[Update] from the RC console menu to refresh the screen, and check whether the VM host has been del eted.
If codeis 101, 110, 111, 112, 114, or 116:

Communication between the admin server and the VM host/\VM management software failed. Check the operation status and
network settings of the VM host/VM management software.

If codeis113:

Thelogin account information for the VM host/VM management software that was entered during registration cannot be used to
communicate with the VM host/VM management software. The login account information for the VM host/VM management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details on changing the login account information, refer to the changing VM host login account information section or the
changing VM management software settings section of the " ServerView Resource Coordinator VE Setup Guide".

If codeis 100 or 115:

The login account information for the VM host/VM management software entered during registration may not have the required
privileges.

Check the privilege status from the VM management software. If the account does not have the required privileges, change the
entered values (user name and password) for the login account information to the values for a user with administrative privileges
for the VM host/VM management software.

For details on changing the login account information, refer to the changing VM host login account information section or the
changing VM management software settings section of the " ServerView Resource Coordinator VE Setup Guide".

If codeis 520:

Failed to delete the virtual switch. Check the operation status and network settings of the VM host/VM management software. If
operations performed from the VM management software are not executed, thereis a problem with the VM host/VM management
software. Resolve the problem with the VM host/VVM management software.
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If codeis522:

Failed to delete the virtual switch as the switch isin use. If the virtual switch is not necessary, delete the virtual switch from the
VM management software.

If codeis 523 or 524

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the VM host/VM management software.

If the problem is still not resolved after performing the above actions or if avalue not indicated aboveisdisplayed in code, collect the

corr

62702

esponding message and troubleshooting data, and contact Fujitsu technical staff.

FJSVrex:ERROR:62702:name:virtual network creation failed on server server (code)

[Description]

Failed to create the virtual network nameon server server.

[Corre

If thetarget server isaVMware server:

The virtual network indicates a port group on the virtual switch.

ctive Action]

Perform the action indicated in the codeinformation.

If codeis 15:

There is no response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If codeis 16:

The VM host could not be found.

Select [Operation]-[Update] from the RC console menu to refresh the screen, and check whether the VM host has been del eted.
If codeis 101, 110, 111, 112, 114, or 116:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the VM host/VM management software.

If codeis 113:

Thelogin account information for the VM host/VM management software that was entered during registration cannot be used to
communicate with the VM host/VM management software. The login account information for the VM host/VM management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details on changing the login account information, refer to the changing VM host login account information section or the
changing VM management software settings section of the " ServerView Resource Coordinator VE Setup Guide".

If codeis 100 or 115:

The login account information for the VM host/VM management software entered during registration may not have the required
privileges.

Check the privilege status from the VM management software. If the account does not have the required privileges, change the
entered values (user name and password) for the login account information to the values for a user with administrative privileges
for the VM host/VM management software.

For details on changing the login account information, refer to the changing VM host login account information section or the
changing VM management software settings section of the "ServerView Resource Coordinator VE Setup Guide".
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If codeis 610:

Failed to create the virtual network because the virtual network name already exists. Change the virtual network name for the VM
host/VM management software.

If codeis 611

Failed to create the virtual network. Check the operation status and network settings of the VM host/VM management software.
If operations performed from the VM management softwareare not executed, thereisaproblemwith the VM host/VM management
software. Perform the operation again after resolving the problem with the VM host/VM management software.

If codeis 613:

Failed to create the virtual network asthe virtual switch to connect to the virtual network cannot be found. Check thevirtual switch
of the VM host/VM management software.

If codeis 614 or 615:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the VM host/VM management software.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in code collect the
corresponding message and troubleshooting data, and contact Fujitsu technical staff.

62703

FJISVrcx:ERROR:62703:name:virtual network deletion failed on server server (code)

[Description]

Failed to delete the virtual network nameon server server.

If thetarget server isaVMware server:

The virtual network indicates a port group on the virtual switch.

[Corrective Action]

Perform the action indicated in the codeinformation.

As the virtual network nameremains on the server server, check its usage status and if it is no longer necessary, delete the virtual
network from the VM management software.

If codeis 15:

There is no response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If codeis 16:

The VM host could not be found.

Select [Operation]-[Update] from the RC console menu to refresh the screen, and check whether the VM host has been del eted.
If codeis 101, 110, 111, 112, 114, or 116:

Communication between the admin server and the VM host/\VM management software failed. Check the operation status and
network settings of the VM host/VM management software.

If codeis113:

The login account information for the VM host/VM management software that was entered during registration cannot be used to
communicate with the VM host/VM management software. The login account information for the VM host/VM management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details on changing the login account information, refer to the changing VM host login account information section or the
changing VM management software settings section of the " ServerView Resource Coordinator VE Setup Guide".
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If codeis 100 or 115:

The login account information for the VM host/VM management software entered during registration may not have the required
privileges.

Check the privilege status from the VM management software. If the account does not have the required privileges, change the
entered values (user name and password) for the login account information to the values for a user with administrative privileges
for the VM host/VM management software.

For details on changing the login account information, refer to the changing VM host login account information section or the
changing VM management software settings section of the " ServerView Resource Coordinator VE Setup Guide".

If codeis 620:

Failed to delete the virtual network. Check the operation status and network settings of the VM host/VM management software.
If operations performed from the VM management softwareare not executed, thereisaproblemwith the VM host/VM management
software. Resolve the problem with the VM host/VVM management software.

If codeis 622:

Failed to delete the virtual network as the virtual network being used by the VM guest. If the virtual network is not necessary,
delete the virtual network from the VM management software.

If codeis 623 or 624

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the VM host/VM management software.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in code collect the

corr

62704

esponding message and troubleshooting data, and contact Fujitsu technical staff.

FJSVrcx:ERROR:62704:name:virtual switch not found on server server

[Description]

The

[Corre

virtual switch namewas not found on the server server.

ctive Action]

Perform the operation again after restoring the target virtual switch using the VM management software.

Due to the specification of an external port for the network resource corresponding to the virtual switch, it is necessary to connect to
an appropriate physical network adapter. For details, refer to "4.2.5 Network Resources'.

62705

FJSVrcx:ERROR:62705:name:virtual network not found on server server

[Description]

The virtual network namewas not found on the server server.

[Corre

ctive Action]

Perform the operation again after restoring the target virtual network using the VM management software.

When the virtual network namehas the same name as anetwork resource, check the VLAN D of the network resource using the GUI,

and

set the same VLAN ID for the virtual network.

When the virtual network namedoes not have the same name as a network resource, create a virtua network with the same name as
the virtual network created in advance on the server server.

If the target server isaVMware server:

The virtual network indicates a port group on the virtual switch.
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62706
FJSVrcx:ERROR:62706:virtual network name(vlanidl) already set vlanid2 and exist

[Description]
An attempt was made to create avirtual network nameassigned with vlan/dZ; however, avirtua network nameassigned with vlan/a2
already exists.

[Corrective Action]

Perform the operation again after deleting the previously created virtual network nameassigned with vlan/aZ, or changing the name
of the virtual network on registered VM host server.

- If thetarget server isaVMware server:

The virtual network indicates a port group on the virtual switch.

62707
FJISVrcx:ERROR:62707: some virtual network that sets vlanid exists
[Description]

There are multiple virtual networks assigned with vlan/d.

[Corrective Action]
Change the virtual network and vlan/d combinations so that they are unique between the registered VM hosts.
- If thetarget server isaVMware server:

The virtual network indicates a port group on the virtual switch.

65300
65300: obj creation failed
[Description]

An error occurred while creating oby. oy has not been created.

[Corrective Action]

Check the message number displayed in the detailsin the dialog, and perform the appropriate action.

65301
65301: obj deletion failed
[Description]

An error occurred while deleting oby. oy has not been deleted.

[Corrective Action]

Check the message number displayed in the detailsin the dialog, and perform the appropriate action.

65302
65302: Changing of obj information failed
[Description]

An error occurred while modifying the information of ofy. The information of oy has not been modified.
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[Corrective Action]

Check the message number displayed in the details in the dialog, and perform the appropriate action.

65303
65303: Moving of obj failed
[Description]

An error occurred while moving oby. obj has not been moved.

[Corrective Action]

Check the message number displayed in the details in the dialog, and perform the appropriate action.

65304
65304: obj registration failed
[Description]

An error occurred while registering o). oby has not been registered.

[Corrective Action]

Check the message number displayed in the detailsin the dialog, and perform the appropriate action.

65305
65305: Changing of obj settings failed
[Description]

An error occurred while modifying the configuration of ofy. The configuration of a4 has not been modified.

[Corrective Action]

Check the message number displayed in the details in the dialog, and perform the appropriate action.

65306
65306: obj migration failed
[Description]

An error occurred while moving oby between servers. obj has not been moved.

[Corrective Action]

Check the message number displayed in the details in the dialog, and perform the appropriate action.

65307
65307: Creation of snapshot image failed
[Description]

An error occurred while collecting the snapshot image. The snapshot image has not been collected.

[Corrective Action]

Check the message number displayed in the detailsin the dialog, and perform the appropriate action.
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65308
65308: Restoration of snapshot image failed
[Description]

An error occurred while restoring the snapshot image. The snapshot image has not been restored.

[Corrective Action]

Check the message number displayed in the details in the dialog, and perform the appropriate action.

65309
65309: obj importation failed
[Description]

An error occurred while importing obj. ob/ has not been imported.

[Corrective Action]

Check the message number displayed in the detailsin the dialog, and perform the appropriate action.

65310
65310: obj release failed
[Description]

An error occurred while unregistering obj. obj has not been unregistered.

[Corrective Action]

Check the message number displayed in the details in the dialog, and perform the appropriate action.

65836

65836:User ("username") has already been registered.
FJSVrcx:ERROR:65836:User ("username") has already been registered.

[Description]

Registration failed asthere is already aregistered user with the same name.

[Corrective Action]

Enter a user name that has not been registered, and register it.

65903
FJSVrcx:ERROR:65903:Export to file_name failed.
[Description]

Export to the file specified for file_namefailed.

[Corrective Action]

After confirming the path to the specified file name, perform the operation again.

65910
FJSVrcx:ERROR:65910:The value of item, value, is invalid.
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[Description]
The process was canceled due to one of the following reasons:

- The valuefor itemin aconfiguration definition file, L-Server XML file, L-Server template XML file, or the [Create an L-Server]
dialog has aformatting error

- Aninvalid character has been used
- Thereisno value set

One of the following is displayed in /term.
- Type

operation

Key value of the resource definition information

A tag or attribute name of the L-Server XML file

A tag or attribute name of the L-Server template XML file

- A key valuein the [Create an L-Server]

[Corrective Action]
Perform the operation again after checking the content displayed in /fem, and resolving the cause of the error.
- Type
- If you imported a configuration definition filein the RCXCSV V2.0 format:
Aninvalid value is specified in the section name.
Correct the definitions in the configuration definition file.
- If you imported a configuration definition filein the RCXCSV V1.0 format:
Something other than Chassis, EtherSwitch, or ServerBlade is specified for the resource type.
Correct the definitions in the configuration definition file.
- operation

A value other than "new", "change", or ahyphen ("-") is specified in the operation field, or there is a mistake in the operation area
of the section header.

Correct the definitions in the configuration definition file.
- Key value of the resource definition information
Aninvalid valueis specified for the displayed key, or there isamistake in the displayed key value in the section header.
Correct the definitions in the configuration definition file.
For details on the values that can be specified for /tem, refer to the " ServerView Resource Coordinator VE Setup Guide".
- A tag or attribute name of the L-Server XML file

Perform the operation again after correcting the value corresponding to the displayed key value in the L-Server XML file and
correcting the definition.

- A tag or attribute name of the L-Server template XML file

Perform the operation again after correcting the value corresponding to the displayed key value in the XML file of the L-Server
template and correcting the definition.

- A key valuein the [Create an L-Server]
Perform the operation again after correcting the value corresponding to the displayed key value.
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- When IP addressis displayed in value

An |P address outside the range that can be all ocated to the network resource has been specified.
Specify an unused | P address for the network resource, and perform the operation again.

65911
FJSVrex:ERROR:65911:Specified resource value not found.
[Description]

The process was cancel ed because the specified resource valueis not registered.
The resource valuemay not be included in the access scope of the user or user group that performed the operation.

- When valueis "image key = xxx"
The processwas cancel ed because the registered cloning image was del eted due to del etion of ahost from VMwarevCenter Server.
- When "(create)" follows after value
The process was canceled because one of the following applies to the specified physical server:
- The specified physical server does not exist.
- The specified physical server is not registered in the resource pool.
- The specified physical server is already assigned as an L-Server.
- The specified physical server is already assigned as a spare server.
- The physical server resource does not exist in the resource pool.
- When "(Spare)" follows after value
The process was canceled as the resource specified as a spare server does not exist.
- When "(Primary)" follows after value
The process was canceled as the resource specified in the physical server usage change does not exist.
- The specified physical server does not exist.
- The specified physical resource pool does not exist.

- The physical server resource does not exist in the specified resource pool.

[Corrective Action]
Y ou cannot modify by specifying an unregistered resource name.
Perform the operation again after specifying aresource name that is already registered.

If you have specified aresource namethat is already registered, there isamistake in the key value of the resource name in the section
header. Perform the operation again after correcting the configuration definition file.

To register new resource information with the specified resource name, change the operation to "new".

If "imagekey = xxxx" isdisplayed for value perform the operation again after restoring the del eted cloning image and using acommand
to modify the L-Server configuration. When modifying the L-Server configuration, set an appropriate value in the ServerlmagelLink

tag.

Perform the operation again after setting the access scope of resources.

65926
FISVrcx:ERROR:65926:The file extension of file_name is not supported.
[Description]

The process was aborted as a file with an extension that is not the target of operation was specified.
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[Corrective Action]

Specify afile with an extension that is the target of operation, and perform the operation again.

65927

FJSVrcx:ERROR:65927:file_name already exists.
[Description]

The specified file already exists.

[Corrective Action]

Change the file name and perform the operation again.

67112
FJSVrex:ERROR:67112:no resources found matching obj.
[Description]
The resource that matches oby could not be found.
- When creating an L-Server with the server type "Physical"
Failed to configure the | P address of the public LAN.
There are the following cases:
- When more NICs than the physical server contains have been specified
The network (NIC) specified when creating the L-Server exceeds the number of NICs of the physical server.
- When the drivers of cloning images are not the | atest.

When anumber exceeding the number of NICs has not been specified, and the cloning image specified when creating the L-
Server was Windows, the drivers of the cloning image may not be the latest.

The number displayed as the index is the same number as the detailed display of the L-Server.

[Corrective Action]
Review the specified conditions.
- When creating an L-Server with the server type "Physical"

- When more NICs than the physical server contains have been specified
Check that the network (NIC) specified when creating the L-Server is smaller than the number of NICs of the physical server.
Change the network settings and perform the operation again.

- When the drivers of cloning images are not the | atest.
Delete the created L-Server.
Updeate the drivers of the cloning image specified when creating the L-Server, and create the cloning image again.
Create the L-Server again after specifying the re-created cloning image.

67133

FJISVrcx:ERROR:67133:value:out of range
[Description]

The specified value is out of range.

The value specified for va/lueisoutput in " XML tag (specified value, range)” or "XML key (specified value, range) server/free/remain
amount of ip address/remain amount of MAC address/remain amount of WWN address " format.
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[Corre

ctive Action]

Perform the operation again after correcting the specified value.

When valueis one of the following, perform corrective action according to the content:

67134

For "XML key (specified value, range) server":

Perform the operation again after checking the hardware configuration (CPU, memory) of the VM host on which the L-Server is
located using the GUI.

For "XML key (specified value, range) free":

Perform the operation again after checking the availableresources (CPU, memory) of the VM host onwhichtheL-Server islocated,
and securing sufficient resources.

For "XML key (specified value, range) remain amount of ip address/remain amount of MAC address'remain amount of WWN
address’, there may are the following possibilities.

- When using an L-Server with the server type "Physical", the specified NIC number exceeds the upper limit of the supported
number

- The specified | P addresses, MAC addresses, and WWNs do not exist in the resource pool
- There are no vacant addresses in the resource pools of I1P addresses, MAC addresses, and WWNs

Perform the operation again after reviewing the values corresponding to the displayed IP addresses, MAC addresses, and WWNs
in the L-Server XML file and correcting their definitions. Add the IP addresses, MAC addresses, and WWNs that are necessary
the for resource pool.

FJISVrcx:ERROR:67134:value:invalid format
[Description]

The

format of the specified value, or the content of the XML specified when performing the following is not correct:
Creating an L-Server
Modifying an L-Server

Importing an L-Server template

In value, the following information is output:

XML_tag name

Folder XML

L-Server XML

L-Server Template XML
Network XML

User XML

UserGroup XML

[Corrective Action]

Perf

orm the operation again after correcting the specified value or the content of the XML file.

For details on the XML definition file, refer to "Appendix H XML".

67136

FJSVrcx:ERROR:67136:filename:invalid file format
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[Description]

Thereisan error in the file format specified for filename

[Corrective Action]
Check the specified file format.

When "activation.dat" is displayed in fi/lename, check the format of the license information definition file referring to the information
regarding collection of cloning imagesin the "ServerView Resource Coordinator VE Setup Guide'.

When "image_admin_hyperv.rcxprop” or "image_admin_hyperv_user_group namercxprop” is displayed in filename check the
specified file format referring to "D.5 [OS] Tab".

67146
FISVrcx:ERROR:67146:file_name:file not found
[Description]

The process was canceled as the target file was not found.

[Corrective Action]

Specify afile asthe target of operation, and perform the operation again.

67147
FJSVrcx:ERROR:67147:file_name:permission denied
[Description]
If file_nameis aresource name, no permission has been granted for the specified resource.
If file_nameis afile name, no access is available to file name of Resource Orchestrator.
[Corrective Action]

If file_nameis aresource name, perform the operation as a user with permission for the specified resource.
If file_nameis afile name, collect this message and troubleshooting data, and contact Fujitsu technical staff.

67153
FJSVrcx:ERROR:67153:0bj:already exists
[Description]
Refer to the explanation in "Message number 67153" in "ServerView Resource Coordinator VE Messages'.
Thereis also the following case for Resource Orchestrator.
- When objisvnet
A network resource with the same VLANID has aready been created.

[Corrective Action]

Refer to the corrective action described in "Message number 67153" in "ServerView Resource Coordinator VE Messages'.
- If objisvnet, perform the following corrective action.

Either specify adifferent VLANID, or delete the existing network resource and then perform the operation again.

67154
FJSVrcex:ERROR:67154:0bj:not found
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[Description]
The error may be the result of one of the following:

- The specified object name oy does not exist

Thereis no object that meets the conditions

The object that met the conditions was deleted deletion processing
- The specified object exists, but is not included in the access scope of the user group or user that performed the operation

If this message is displayed when a command is executed, the resource type of the specified object name may differ from the type of
resource that can be specified in the arguments for the command.

In oby, the specified object name or the resource type of the specified object name is displayed.
If the object was deleted during the process, the resource type is displayed.

If a command was executed, "server OS" for a physical OS or VM host, "VM Guest” for aVM guest, and "image" or "obj(image)"
for a system image or cloning image, "library share" for ashared library, is displayed for the resource type of the object name.

When the resource type is "virtual_storage”, there is a chance that there is not enough available space on the virtual storage resource.

- When oby begins with one of the following values, the operation has failed because the configuration of the VM host is not one
that allows automatic network configuration.

- SERVICE_NIC
- TEAMED_NICS
- INTERNAL_NIC
- CHASSIS SYSTEM
- external port
- nic
- When obj is one of the following values, the operation has failed because there is no internal resource table.
- VnetRoute
- CnmVirtualLanSwitch
- CnmVirtualNetwork

- When oty starts with the following value, the operation has failed because there is no virtual network on the target server of L-
Server creation.

- VirtualNetwork
When the target server is VMware, the virtual network indicates a port group on the virtual switch.

- When oby starts with rcx-portset, the procedure of "1.8.1.2 NetApp FAS series/V series' may not have been performed.

[Corrective Action]
After checking the following for the displayed object, perform the operation again.
- That the object exists
- That the object meets the conditions
- The access scope of the object has been set

If this message is displayed when acommand is executed, perform the operation again after checking the resource type of the specified
object.

[Hyper-V]

- When "library share” is output in obj, there is an error in the storage destination specified for the cloning image. Check if the
specified shared library is available.
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If one of the following is output in oby, perform the appropriate corrective action.

- "Selectable virtual_storage(condition)"

Asthereisachancethat the disk of the selected virtual storage has insufficient space available, check the value of available space
indicated by size=%1(GB), and perform the operation again. In condition, one of the following is displayed:

- size=%]1, vm_host=%2

- sze=%]1, vm_host=%2, pool=%3

- size=%]1, vm_host=%2, virtual_storage=%3

- "Selectable vm_host(condition)"

Perform the appropriate corrective action for each condiition. In condition, one of the following is displayed:

1.

server status

Perform the operation again after checking whether aVVM host in the following state exists:
- Power on
- Monitoring statusis normal

Maintenance mode is not set

- Maintenance mode has not been set for the server virtualization software
current host

When performing a migration, perform the operation again after checking whether aVM host other than the one to migrate
that meets the conditionsin 1. exists.

capacity

Perform the operation again after checking whether aVM host with sufficient free CPU and memory exists.
datastore

Perform the operation again after checking whether aVM host sharing a data store exists.

cluster

Check and correct the following from the management window of the server virtualization software, and perform the
operation again.

- That there are two or more VM hosts in the same cluster on the server virtualization software.
- That the HA function is enabled in the cluster configuration of the VM hosts.
pool

Perform the operation again after checking whether a VM host that can be accessed exists, or a VM host existsin a VM
pool.

unknown

Perform the operation again after checking whether a VM host that can be accessed exists, or a VM host existsin a VM
pool.

vm_type
Specify or change the VM host to use and perform the operation again.

If the problemisstill not resolved after performing the above actions, collect the corresponding message and troubleshooting
data, and contact Fujitsu technical staff.

For details on checking the status and free capacity of aVM host, refer to"A.4 View".

- When oby startswith one of the following values, refer to "4.2.5 Network Resources' and check the configuration of the VM hosts.

- SERVICE_NIC

- TEAMED_NICS
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- INTERNAL_NIC
- CHASSIS SYSTEM

externa port
- nic
- When oby starts with one of the following values, wait for a short while and then perform the operation again.
- VnetRoute
- CnmVirtualLanSwitch
- CnmVirtualNetwork

- When oby starts with the following value, perform the operation again after creating a virtual network on the target server of L-
Server creation.

- VirtualNetwork
When the target server is VMware, the virtual network indicates a port group on the virtual switch.
- When oby starts with rcx-portset, check the storage unit configuration referring to "1.8.1.2 NetApp FAS series/V series’.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in oby, collect the
corresponding message and troubleshooting data, and contact Fujitsu technical staff.

67155
FISVrcx:ERROR:67155:type obj:already exists
[Description]
Refer to the explanation in "Message number 67155" in "ServerView Resource Coordinator VE Messages'.
Thereis also the following case for Resource Orchestrator.
- When typeis"VMHost" or "Physical Server”
oby has already been registered in aresource pool.
- When creating an L-Server with the server type "Physical"
Failed to configure the | P address of the public LAN. The specified |P addressis already in use.

[Corrective Action]
Refer to the corrective action described in "Message number 67155" in "ServerView Resource Coordinator VE Messages'.
- When typeis"VMHost" or "Physical Server", take the following corrective action:
Perform the operation again after releasing registration of o4 from the resource pool.
- When creating an L-Server with the server type "Physical", review the specified configuration.
When using an L-Server with the server type "Physical”, manually configure the | P address for the public LAN again.
Perform the operation again after deleting the L-Server with the server type "Physical”, and reviewing the network configuration.

67167
FJSVrcx:ERROR:67167:0bj:contains type

[Description]
The request could not be executed because oby contains a fypeobject.
The object nameis displayed in oby.

In type "physical server" isdisplayed for physical servers, "LAN switch" isdisplayed for LAN switches, "VMHost" is displayed for
VM hosts, "disk" is displayed for virtual disks, and "vstorage" is displayed for virtua storage.
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[Corrective Action]
Perform the operation again after deleting the fypeaobject from oby.
If "disk" isdisplayed in fype delete the L-Server using the disk resource created from the virtual storage resource displayed in oby.

If "vstorage" isdisplayed in fype deletethe L-Server using the virtual storage resource created under the physical storage unit resource
displayed in oby.

67168
FISVrex:ERROR:67168:0bj:no disk found
[Description]
Thereisno disk in the VM guest specified for cloning image collection.

If you omit specifying the storage location when collecting a cloning image for aVM guest, it will be stored in the same location as
the disk of the VM guest, but in this case the storage location could not be determined because the VM guest does not have a disk.

[Corrective Action]

Perform the operation again after specifying the location to store the cloning image.

67178
FJSVrcx:ERROR:67178:0bj:is status status
[Description]
The request could not be executed because oby is in the status stafus
One of the following is displayed in stafus
- normal
- warning
- unknown
- stop
- error
- fatal
- power-on
- power-off
- not belonging to any storage pool
- not accessible
- not enough free space

"power-on” refersto when the power of the server ison.
"power-off" refers to when the power of the server is off.
"not belonging to any storage pool” refers to when the specified virtual storage resource is not registered in a storage pool.
"not accessible" refers to when no accessis available from the specified VM host.
"not enough free space” refers to when there isinsufficient disk space.
[Corrective Action]

Check the necessary requirements for the ofy operation, and fulfill them. Perform the operation again after fulfilling the requirements.

67182
FISVrcx:ERROR:67182:type:is not the same between objl and obj2
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[Description]
Refer to the explanation in "Message humber 67182" in "ServerView Resource Coordinator VE Messages'.
However, the following is added to fypefor Resource Orchestrator:
- resource type
- VMType
- OSType

[Corrective Action]
Refer to the corrective action described in "Message number 67182" in "ServerView Resource Coordinator VE Messages'.
Also, perform the following corrective action depending on the #ypevalue:
- If "resource type" is displayed:

Check the resource pool type of objZ and the resource type of obj2, and perform the operation again after specifying a suitable
combination of resource pool and resource.

For details on resource pool types and the resourcesthat can be stored, refer to " Table 1.2 Resource Pool Types' in"1.2.1 Resource
Pools".

- For VMType

Check the VM type of the resource objZ and the VM type of the resource oby2, specify resources with the same VM type and then
perform the operation again.

- For OSType

Check the OS type of the L-Server and the images specified in XML, specify resources with the same OS type, and then perform
the operation again.

67192
FJSVrcx:ERROR:67192:communication error.target=target
[Description]

An error occurred while communicating with farget.

[Corrective Action]
Refer to the explanation in "Message number 67192" in "ServerView Resource Coordinator VE Messages'.

67210
FISVrcx:ERROR:67210:0bj:is busy
[Description]

The requested process cannot be performed as another processis already being performed.

[Corrective Action]

Wait for a short while and then repeat the operation.

67214
FJSVrcx:ERROR:67214:0bj:system image does not exist
[Description]

Either there is no system image of the managed server, or the specified version of the system image was not found. Or there is no
snapshot of the managed server, or the specified version of the snapshot was not found.
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[Corrective Action]
Check whether there is a system image or snapshot of the relevant managed server.
If anincorrect version was specified, specify the correct version, and perform the operation again.

There is also a chance that image files have not been synchronized. Restart the manager service referring to the information about
managers in the " ServerView Resource Coordinator VE Setup Guide".

67220
FISVrex:ERROR:67220:spare server not found.
[Description]
There are no spare servers that fulfill the conditions. The specified spare server does not fulfill the following conditions.
Refer to the explanation in "Message number 67220" in "ServerView Resource Coordinator VE Messages'.
- When an L-Server with the server type "Physical" has been switched over

There are no physical server resources available as spare serversin the specified spare server resource pool.

[Corrective Action]
- Refer to the corrective action described in "Message number 67220" in " ServerView Resource Coordinator VE Messages'.
- When an L-Server with the server type "Physical" has been switched over

Register an additional physical server resource in the spare server resource pool specified for the target L-Server.

67255
FJISVrex:ERROR:67255:0ption:not supported
[Description]
The specified option gptionis not supported.
Refer to the explanation in "Message number 67255" in "ServerView Resource Coordinator VE Messages'.

Thereis also the following case for Resource Orchestrator.

- When an L-Server with the server type "Physical" was created, "NICs.NIC.NetworkLinkfor NICIndex(num)" is displayed in
option

Network resources cannot be specified for the displayed NIC.
The number displayed for NICIndex(num) is avaue one lower than the number specified when creating the L-Server.

[Corrective Action]
Perform the operation again after correcting the specified option.
Refer to the corrective action described in "Message number 67255" in "ServerView Resource Coordinator VE Messages'.
Thereis also the following case for Resource Orchestrator.

- When an L-Server with the server type "Physical” was created, "NICs.NIC.NetworkLinkfor NICIndex(rnum)" is displayed in
option

Change the network resource settings and perform the operation again.

67280
FISVrex:ERROR:67280:0bj:function not supported. detail
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[Description]

Refer to the explanation in "Message number 67280" in "ServerView Resource Coordinator VE Messages'.

In agetail, the following detailed information is displayed:

"power-of "

The function displayed in function cannot be used with the current power state (power-off).

"The last pool_type pool cannot be deleted."

The target resource displayed in obj cannot be deleted because it is the last resource pool of resource pool type pool_type.
"pool type mismatched"

The target resource displayed in obj cannot be registered in the resource pool because it is a resource pool type that cannot be
registered.

"already existsin pool namé'

The target resource displayed in o4y cannot be registered in the resource pool because it is already registered in pool name
"boot disk"

The boot disk cannot be deleted.

"invalid Redundancy"

The function displayed in function cannot be used as L-Server has been located on aVM host with adisabled HA function.
"Network pool,Address pool,and Image pool”

The target resource cannot be included when calculating the number of L-Servers creatable for each L-Server template.
"Virtua Storage] virtual storage..]","Pool[ storage poal...]","Virtua Storagel virtual storagd ,Pool[ storage pool]”

The name of the virtual storage resource is displayed in virtual storage

The name of the storage pool nameis displayed in storage pool.

For the function displayed for function, it is not possible to specify system disks and data disks with differing virtual storage or
storage pools.

" vmhosi vmtypd"
In vmhost, the VM host name is displayed.
The VM type for the vmhost is displayed in vmitype

Migration cannot be performed when the VM types of the L-Server and the VM host specified as the migrate destination are
different.

"spare server”
Since the operation target resource is a spare server, registration in the server pool cannot be performed.
"'some settings exist”

Registration in the server pool cannot be performed because the target operation resource already has an OS installed, or some
settings such as /0O virtualization have been configured.

"VMType","Model","CPU","Memory","Policy.Positioning”,"NICs"

The above tabs specified in the L-Server template cannot be imported, as they are not supported.

"Not connected Physical Server"

Operation cannot be performed, as the physical server is not connected due to changes to physical server usage.
"VIOM"

HBA address rename settings cannot be configured for the server displayed in oby as a virtualization method has been already
configured using VIOM.

-150 -



- "setting VIOM server profile"

In the chassis mounting the server displayed in ab, setting of VIOM is not possible because a server with a virtualization method
configured using HBA address rename already exists.

- "Network Parameter Auto-Configuration is enabled"

Failed to configure the | P address of the public LAN. The specified cloning images cannot be used, as RCVE network parameter
settings are valid.

- "Invalid target network admin LAN"
Failed to configure the | P address of the public LAN. IP addresses cannot be configured for the admin LAN.
- "Target network overlaps with admin LAN"

Failed to configure the IP address of the public LAN. The same network as the admin LAN cannot be configured for the public
LAN.

- "Invalid agent version"

Failed to configure the IP address of the public LAN. As an agent of a version earlier than ServerView Resource Orchestrator
V2.2.1 hasbheeninstalled, it is not possible to configure a public LAN 1P address on the specified cloning image.

When creating an L-Server with the server type "Physical", the | P address cannot be automatically configured if specifying a Red
Hat Enterprise Linux image.

When using the created L-Server, manually configure the public LAN IP address.
- "Not Virtual Machine" or "Physical Server"
When the L-Server typeis"Physica", useis not possible.

[Corrective Action]

The message was displayed because you are trying to use a function that is not supported by oy, or a function that cannot be used
because the status isinvalid. No action is necessary.

67295
FJISVrcx:ERROR:67295:0bj:duplicate resource name found
[Description]
Refer to the explanation in "Message number 67295" in "ServerView Resource Coordinator VE Messages'.
Thereis also the following case for Resource Orchestrator.
- When registering resources to resource pools

oby has already been registered in aresource pool.

[Corrective Action]
Refer to the corrective action described in "Message number 67295" in "ServerView Resource Coordinator VE Messages'.
- If oby has dready been registered in aresource pool, it is displayed because currently registered resources cannot be registered.
No action is necessary.

67320
FJSVrcx:ERROR:67320:power control error. target=target detail=detail
[Description]

An error occurred while performing with farget power control.
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[Corrective Action]
- If "duplicate resource name" is displayed in detail:

The power state of the VM guest cannot be controlled because multiple VM names on the VM host conflict. Change the names
so that they differ because there is an error in the VM host settings.

- If detailis displayed in the "(messagevmerrno=error_number,ip=/P_address)" format:

Anerror hasoccurred inthe control of the VM host/VM management softwarefor thedisplayed /P_address. Perform the corrective
action according to the error_number.

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and to check its running state, refer to the information about starting and stopping the
manager in the " ServerView Resource Coordinator VE Setup Guide".

- If error_number 15 is displayed:

Thereisno response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

- If error_number 16 is displayed:
The VM host could not be found. The error may be the result of one of the following:

- Select [Operation]-[Update] from the RC console menu to refresh the screen, and check whether the VM host has been
deleted.

[Hyper-V]

- Hyper-V may not be installed, or the role may not be enabled.
Check whether Hyper-V isinstalled and the role is enabled.

- If error_number 17 is displayed:

The VM guest could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and check
whether the VM guest has been deleted.

Also, check whether the VM guest is set to be moved when its power state changes from the VM management console.
- If error_number 101, 110, 111, 112, 114, or 116 is displayed:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the admin server/VM host/VM management software.

- If error_number 113 is displayed:

Thelogin account information for the VM host/\VM management software that was entered during registration cannot be used
to communicatewiththeVM host/VV M management software. Thelogin account information for theVM host/V M management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details on the entered values for the login account information, refer to the changing VM host login account information
section or thechanging VM management software settings section of the" ServerView Resource Coordinator VE Setup Guide".

- If error_number 100 or 115 is displayed:

Theloginaccountinformation for theVM host/V M management software entered during regi stration may not havetherequired
privileges.

Check the privilege status from the VM management software. If the account does not have the required privileges, change
the entered values (user name and password) for the login account information to the values for a user with administrative
privileges for the VM host/VM management software.

For details on the entered values for the login account information, refer to the changing VM host login account information
section or thechanging VM management software settings section of the" ServerView Resource Coordinator VE Setup Guide".
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- If error_number 104, 105, 135, or 136 is displayed:

The task processing of the VM host/VM management software failed. Check the operation status and network settings of the
VM host/VM management software. If operations performed from the VM management software are not executed, thereisa
problem with the VM host/VM management software. Perform the operation again after resolving the problem with the VM
host/VVM management software.

- If error_number 122 is displayed:
Perform one of the following corrective actions:

- TheVM maintenance modeis set for the VM host. Perform the operation again after disabling the VM maintenance mode
for the VM host.

- Operation cannot be performed with the current power state. Check the power state of the VM guest.
- If error_number 123 is displayed:
The error may be the result of one of the following:

- The necessary power control settings for the VM guest may not have been configured. For details on the necessary power
control settingsfor theVM guest, refer to the configuration requirements section of the" ServerView Resource Coordinator
VE Setup Guide".

- The software required for power control on the VM guest may not have been started. Perform the operation again after
referring to the server virtualization software manual and checking whether the required software has been started.

- If error_number 124 is displayed:
The error may be the result of one of the following:
- The necessary power control settings for the VM guest may not have been configured.

Check whether the necessary power control settings for the VM guest have been configured. If the settings have not been
configured, perform the operation again after configuring the necessary settings.

For details on the necessary power control settings for the VM guest, refer to the configuration requirements section of
the "ServerView Resource Coordinator VE Setup Guide".

- You may not have the required licenses for operation of the VM host/VM management software.
Check the license status from the VM management software.

- Thelogin account information for the VM host/VM management software entered during registration may not have the
required privileges.

Check the privilege status from the VM management software. If the account does not have therequired privileges, change
the entered values (user name and password) for the login account information to the values for auser with administrative
privileges for the VM host/VM management software.

For detail sonthe entered valuesfor thelogin account information, refer to thechanging VM host |ogin account information
section or the changing VM management software settings section of the " ServerView Resource Coordinator VE Setup
Guide".

- If error_number 125 is displayed:

The VM host is processing another task. Perform the operation again after checking whether other clients are performing
operations simultaneously.

- If error_number 127 is displayed:
Power control operation of the VM guest failed. The error may be the result of one of the following:

- Check the operation status and network settings of the VM host/VM management software. |f operations performed from
the VM management software are not executed, there is a problem with the VM host/VM management software. Perform
the operation again after resolving the problem with the VM host/VM management software.

[Hyper-V]

- Make surethat the OSisrunning on the virtual machine. Perform the operation again after starting the OS. If an OSis not
installed, install an OS on the virtual machine.
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- If error_number 400 is displayed:
The remote command processing of the VM host failed.

Check the operation status and network settings of the VM host. If operations performed on the VM host are not executed,
there is a problem with the VM host. Perform the operation again after resolving the problem with the VM host.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

67333

FISVrcx:ERROR:67333:failed to get information from vmhost. detail=detail
[Description]

Information could not be obtained from aVM host.

In vmhost, the VM host nameis displayed.
In getail, the following detailed information is displayed:

- OSlist
Thelist information of operating systems that can be specified could not be retrieved when creating aVM guest.

[Corrective Action]
Perform the corrective action according to the detailed information.
- OSlist

Refer to the management screen of the server virtualization software, and check whether the VM host displayed in vimhostis set
to the VM maintenance mode. If the VM host is set to the VM maintenance mode, disable the maintenance mode.

67334

FJSVrcx:ERROR:67334:failed to restore image. detail=detail
[Description]

Failed to restoreaVM guest.

[Corrective Action]

- If detail  is  displayed in the  "(messagevmerrno=error_number,ip=/P_address)" format or the
"(messagevmerrno=error_number,ip=/P_addresshost=VM_host |P_address)" format:

Anerror hasoccurred inthe control of the VM host/VM management software for thedisplayed /P_address. Perform the corrective
action according to the error_number.

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and to check its running state, refer to the information about starting and stopping the
manager in the "ServerView Resource Coordinator VE Setup Guide".

- If error_number 15 is displayed:

Thereisno response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

- If error_number 17 is displayed:

The VM guest/image could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and
check whether the VM guest/image has been deleted.

- If error_number 19 is displayed:

The image could not be found. Wait for around three minutes and then repeat the operation.
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- If error_number 101, 110, 111, 112, 114, 116, or 148 is displayed:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the admin server/VM host/VM management software.

If error_number 100 or 115 is displayed:

Thelogin accountinformationfor theVM host/VV M management software entered during registration may not havetherequired
privileges.

Check the privilege status from the VM management console. If the account does not have the required privileges, change the
entered val ues (user nameand password) for thelogin account informationto thevaluesfor auser with administrative privileges
for the VM host/VM management software.

For details, refer to the " ServerView Resource Coordinator VE Setup Guide'.
If error_number 104, 105, 135, 136, or 508 is displayed:

The task processing of the VM host/VM management software failed. Check the operation status and network settings of the
VM host/VM management software. If operations performed from the VM management software are not executed, thereisa
problem with the VM host/VM management software. Perform the operation again after resolving the problem with the VM
host/VM management software.

Depending on the VM management software, a recovery operation may be required before performing the operation again.
For details on the recovery method, refer to the manual of the VM management software.

If error_number 113 is displayed:

Thelogin account information for the VM host/VM management software that was entered during registration cannot be used
to communicatewith theVVM host/V M management software. Thelogin account information for the VM host/VM management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details, refer to the " ServerView Resource Coordinator VE Setup Guide'.
If error_number 141, 143, 144, 145, 146, or 147 is displayed:

The VM guest could not be restored using an image. Check the cause of the error in the VM host/VM management software,
and resolve the error.

If error_number 142 is displayed:

Failed to restore an image because another operation was performed on the VM guest to restore. Perform the operation again
after waiting awhile.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

67350

FJISVrex:ERROR:67350:configuration error. target=target

[Description]

There may be an error in the configuration file for communication with the destination farget.

[Corrective Action]

When targetis"storage unit", refer to "4.2.4 Storage Resources' and correctly describe the FC-CA port combination definition file of
the ETERNUS storage.

If targetis something other than the above, collect this message and troubleshooting data, and contact Fujitsu technical staff.

67359

FJISVrex:ERROR:67359:0bj: VM host registration failed detail=detail
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[Description]

An error occurred in the control of the VM host, so registration of the VM host ob failed.

[Corrective Action]
Refer to the explanation in "Message humber 67359" in "ServerView Resource Coordinator VE Messages'.

When using Resource Orchestrator, if defai/ is displayed in the "(messagevmerrno=error_number,ip=/P_address)"format, the
following may also be relevant:

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping the
manager in the " ServerView Resource Coordinator VE Setup Guide".

67360
FISVrex:ERROR:67360:stopping spare server failed target=target detail=detail
[Description]

Stopping of the spare server fargetfailed.

[Corrective Action]
Refer to the explanation in "Message number 67360" in "ServerView Resource Coordinator VE Messages'.

When using Resource Orchestrator, if detail is displayed in the "(messagevmerrno=error_number,ip=/P_addresy"format, the
following may also be relevant:

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping the
manager in the " ServerView Resource Coordinator VE Setup Guide".

67363
FJISVrex:ERROR:67363:0bj:changing VM host login account information failed detail=detail
[Description]

An error occurred in communication with the VM host, so changing of the login account information of the VM host oty failed.

[Corrective Action]
Refer to the explanation in "Message number 67363" in "ServerView Resource Coordinator VE Messages'.

When using Resource Orchestrator, if defai/ is displayed in the "(messagevmerrno=error_number,ip=/P_address)"format, the
following may also be relevant:

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping the
manager in the "ServerView Resource Coordinator VE Setup Guide".

67368
FJSVrcx:ERROR:67368:0bj.entering VM host maintenance mode failed. detail=detail
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[Description]
Setting of VM maintenance mode for the VM host oby failed.

[Corrective Action]
Refer to the explanation in "Message humber 67368" in "ServerView Resource Coordinator VE Messages'.

When using Resource Orchestrator, if defai/ is displayed in the "(messagevmerrno=error_number,ip=/P_address)"format, the
following may also be relevant:

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping the
manager in the " ServerView Resource Coordinator VE Setup Guide".

- If error_number 534 is displayed:
Check if the target VM host name s correct.

- If error_number 535 is displayed:

Check if the VM management server can communicate correctly with the DNS server. If this does not resolve the problem, contact
Fujitsu technical staff.

67369
FJISVrcx:ERROR:67369:0bj:exiting VM host maintenance mode failed. detail=detail

[Description]
Releasing of VM maintenance mode for the VM host ot failed.

[Corrective Action]
Refer to the explanation in "Message number 67369" in "ServerView Resource Coordinator VE Messages'.

When using Resource Orchestrator, if detail/ is displayed in the "(messagevmerrno=error_number,ip=/P_addresy"format, the
following may also be relevant:

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping the
manager in the " ServerView Resource Coordinator VE Setup Guide".

- If error_number 534 is displayed:
Check if the target VM host name is correct.

- If error_number 535 is displayed:

Check if the VM management server can communicate correctly with the DNS server. If thisdoes not resolve the problem, contact
Fujitsu technical staff.

67380
FJSVrex:ERROR:67380:0bj:VM management software registration failed. detail=detail

[Description]

An error occurred in the control of the VM management software, so registration of the VM management software oby failed.

[Corrective Action]
Refer to the explanation in "Message number 67380" in "ServerView Resource Coordinator VE Messages'.
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When using Resource Orchestrator, if detail is displayed in the "(messagevmerrno=error_number,ip=/P_addres9"format, the
following may also be relevant:

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping the
manager in the "ServerView Resource Coordinator VE Setup Guide".

- If error_number 99 is displayed:

Due to temporary inconsistencies in the information held by VM host/ VM management software resulting from multiple
operations, obtaining of information from VM host/ VM management software failed. Check the operating status and network
settings of the VM host/VM management software, and perform the operation again.

67381
FJSVrex:ERROR:67381:0bj:changing VM management software information failed. detail=detail

[Description]

An error occurred in the control of the VM management software, so changing the settings of the VM management software oby failed.

[Corrective Action]
Refer to the explanation in "Message number 67381" in "ServerView Resource Coordinator VE Messages'.

When using Resource Orchestrator, if defai/ is displayed in the "(messaggvmerrno=error_number,ip=/P_address)"format, the
following may also be relevant:

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping the
manager in the "ServerView Resource Coordinator VE Setup Guide".

67385

FJSVrcx:ERROR:67385:migrating VM guest failed. vmguest migrate from vmhostl to vmhost2. detail=detail
[Description]

Migration of the VM guest vimguest failed. Server vmhost1 is the source and server vmhost2is the destination.

[Corrective Action]
Refer to the explanation in "Message humber 67385" in "ServerView Resource Coordinator VE Messages'.

When using Resource Orchestrator, if detail is displayed in the "(messagevmerrno=error_number,ip=/P_addresy"format, the
following may also be relevant:

- If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping the
manager in the " ServerView Resource Coordinator VE Setup Guide".

- If error_number 534 is displayed:
Check if the target VM host nameis correct.

- If error_number 535 is displayed:

Check whether the server specified as the destination has a configuration that allows migration referring to the information about
server virtualization software productsin the " ServerView Resource Coordinator VE Setup Guide". Check if the VM management
server can communicate correctly with the DNS server. If this does not resolve the problem, contact Fujitsu technical staff.
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67389

FJSVrcx:ERROR:67389:image is already in use on obj

[Description]

The specified cloning image name /mageis aready in use by another VM management software o4.

[Corrective Action]

Perform the operation again after specifying another cloning image name.

67390

FJSVrcx:ERROR:67390:creating VM guest failed. detail=detail

[Description]
Failed to create aVM guest.

[Corrective Action]

- If

detal is  displayed in  the  "(messaggvmerrno=error_number,ip=/P_address)" format  or  the

"(messagevmerrno=error_number,ip=/P_addresshost=VM_host_|P_address)" format:

Anerror hasoccurred inthe control of the VM host/VM management softwarefor thedisplayed /P_address. Perform the corrective
action according to the error_number.

If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping
the manager in the " ServerView Resource Coordinator VE Setup Guide".

If error_number 15 is displayed:

Thereisno response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If error_number 16 is displayed:

The VM host could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and check
whether the VM host has been deleted.

If error_number 17 is displayed:

Theimage could not befound. Select [Operation]-[ Update] from the RC consol e menu to refresh the screen, and check whether
the image has been deleted.

If error_number 99 is displayed:

Due to temporary inconsistencies in the information held by VM host/ VM management software resulting from multiple
operations, obtaining of information from VM host/ VM management software failed. Check the operating status and network
settings of the VM host/VM management software, and perform the operation again.

If error_number 101, 110, 111, 112, 114, 116, 181, 249, 341, or 382 is displayed:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the admin server/VM host/VM management software.

If error_number 113 is displayed:

Thelogin account information for the VM host/VM management software that was entered during registration cannot be used
to communicatewiththeVM host/V M management software. Thelogin account informationfor theVM host/V M management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details, refer to the " ServerView Resource Coordinator VE Setup Guide'".
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If error_number 100, 115, 178, 337, or 381 is displayed:

Thelogin account information for theVM host/V M management software entered during registration may not havetherequired
privileges.

Check the privilege status from the VM management console. If the account does not have the required privileges, change the
entered val ues (user nameand password) for thelogin account informationto thevaluesfor auser with administrative privileges
for the VM host/VM management software.

For details, refer to the "ServerView Resource Coordinator VE Setup Guide".
If error_number 104, 105, 135, 136, 178, 509, 510, 511, 512, 513, 519, 520, 521, 531, or 532 is displayed:

The task processing of the VM host/VM management software failed. Check the operation status and network settings of the
VM host/VM management software. If operations performed from the VM management software are not executed, thereisa
problem with the VM host/VM management software. Perform the operation again after resolving the problem with the VM
host/VM management software.

Depending on the VM management software, a recovery operation may be required before performing the operation again.
For details on the recovery method, refer to the manual of the VM management software.

If error_number 170, 171, 172, 173, 174, 175, 176, 177, 179, or 180 is displayed:

The VM guest could not be created using an image. Check the cause of the error in the VM host/VM management software,
and resolve the error.

If error_number 240, 335, or 603 is displayed:

Failed to create a VM guest because the VM guest nameis already in use. Change the VM guest name or the destination VM
host.

If error_number 241, 242, 244, or 332 is displayed:

Could not create a VM guest in the definition file storage location of the VM guest. Check the status of the definition file
storage location of the VM guest.

If error_number 245 is displayed:

The VM guest nameisinvalid. Change the VM guest name.

If error_number 246 is displayed:

The specified VM host cannot create a VM guest. Change the destination VM host.

If error_number 330, 331, 333, 334, 336, 340, or 342 is displayed:

Failed to modify the VM guest. Check the cause of the error in the VM host/VM management software, and resolve the error.
If error_number 338 is displayed:

Failed to modify the configuration because another operation was performed on the created VM guest. Perform the operation
again after waiting awhile.

If error_number 339 is displayed:

Too many devices were specified for creation in the VM guest. Perform the operation again after decreasing the numbers of
disksor NIC.

If error_number 380 is displayed:
Failed to set the OS uniqueinformation for the VM guest again. Set the OS uniqueinformation for the created VM guest again.
If error_number 400 is displayed:

The remote command processing of the VM host failed. Check the operation status and network settings of the VM host.
If operations performed on the VM host are not executed, there is a problem with the VM host. Perform the operation again
after resolving the problem with the VM host.

If error_number 501 or 608 is displayed:
Make sure that the specified virtual network name exists on the VM host.
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If error_number 503 is displayed:
Thereis no target operation image on VM management software.

Perform the operation again after checking that there are no differences between image information on Resource Orchestrator
and the VM management software.

If error_number 514 is displayed:

After confirming if thereis no trouble with the administrator account information, perform the operation again.
If error_number 515 or 607 is displayed:

Perform the operation again, after specifying a supported OS for VM host.

If error_number 534 is displayed:

Check if the target VM host name is correct.

If error_number 535 is displayed:

Check if the VM management server can communicate correctly with the DNS server. If this does not resolve the problem,
contact Fujitsu technical staff.

If error_number 604 is displayed:

Specify avalue smaller than the physical memory size of the VM host.

If error_number 605 is displayed:

Specify avalue smaller than the number of CPU cores of the VM host.

If error_number 606 is displayed:

The number exceeds the number of available CPUs. Specify avalue in the available range.

If error_number 609 is displayed:

The VLAN ID vaueisnot in the avail able range of values. Specify the available range of values.
If error_number 614 is displayed:

The specified value exceeds the available CPU performance. Specify the available range of values.
If error_number 616 is displayed:

The specification format for the time zone is incorrect. Specify the correct format.

If error_number 617 is displayed:

The product 1D specification format is incorrect. Specify the correct format.

If error_number 618 is displayed:

Administrator information isinvalid. Specify valid information.

- If detai/isdisplayed in the "invalid parameter: parameter. value' format:

The parametervalue isinvalid. Perform the operation again after modifying the entered value

- If "timeout occurred" is displayed in detal:

There is no response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If the problem is still not resolved after performing the above actions or if a value not indicated above is displayed in deta/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

67391

FISVrcx:ERROR:67391:deleting VM guest failed. detail=detall
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[Description]
Failed to delete the VM guest.

[Corrective Action]

- If

detal is  displayed in  the  "(messaggvmerrno=error_number,ip=/P_address)" format  or  the

"(messagevmerrno=error_number,ip=/P_addresshost=VM_host_|P_address)" format:

Anerror hasoccurred inthe control of the VM host/VM management software for thedisplayed /P_address. Perform the corrective
action according to the error_number.

If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping
the manager in the " ServerView Resource Coordinator VE Setup Guide".

If error_number 15 is displayed:

Thereisno response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If error_number 16 is displayed:

The VM host could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and check
whether the VM host has been deleted.

If error_number 17 is displayed:

The VM guest could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and check
whether the VM guest has been deleted.
Also, check whether the VM guest is set to be moved when its power state changes from the VM management console.

If error_number 101, 110, 111, 112, 114, 116, 263, or 341 is displayed:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the admin server/VM host/VM management software.

If error_number 113 is displayed:

Thelogin account information for the VM host/VM management software that was entered during registration cannot be used
to communicatewiththeVM host/V M management software. Thelogin account informationfor theVM host/V M management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details, refer to the " ServerView Resource Coordinator VE Setup Guide'.
If error_number 100, 115, 260, or 337 is displayed:

Thelogin accountinformation for theVM host/V M management software entered during registration may not havetherequired
privileges.

Check the privilege status from the VM management console. If the account does not have the required privileges, change the
entered val ues (user nameand password) for thelogin account informationto thevaluesfor auser with administrative privileges
for the VM host/VM management software.

For details, refer to the "ServerView Resource Coordinator VE Setup Guide".
If error_number 104, 105, 135, 136, or 527 is displayed:

The task processing of the VM host/VM management software failed. Check the operation status and network settings of the
VM host/VM management software. If operations performed from the VM management software are not executed, thereisa
problem with the VM host/VM management software. Perform the operation again after resolving the problem with the VM
host/VM management software.

Depending on the VM management software, a recovery operation may be required before performing the operation again.
For details on the recovery method, refer to the manual of the VM management software.
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If error_number 261 is displayed:

Failed to delete the VM guest. Check the cause of the error in the VM host/VM management software, and resolve the error.
If error_number 262 is displayed:

Failed to delete the VM guest. VM guests cannot be deleted while their power is on. Check the power state of the VM guest.
If error_number 330, 331, 332, 333, 334, 335, 336, 339, 340, or 342 is displayed:

Failed to modify the VM guest. Check the cause of the error in the VM host/VM management software, and resolve the error.
If error_number 338 is displayed:

Failed to modify the configuration because another operation was performed on the VM guest. Perform the operation again
after waiting awhile.

If error_number 400 is displayed:

The remote command processing of the VM host failed. Check the operation status and network settings of the VM host.
If operations performed on the VM host are not executed, there is a problem with the VM host. Perform the operation again
after resolving the problem with the VM host.

- If "timeout occurred" is displayed in detal:

There is no response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

67392

FJSVrcx:ERROR:67392:modifying VM guest failed. detail=detail

[Description]

Failed to modify the configuration of the VM guest.

[Corrective Action]

- If

detail is  displayed in the  "(messagevmerrno=error_number,ip=/P_address)" format or the

"(messagevmerrno=error_number,ip=/P_addresshost=VM_host |P_address)" format:

Anerror hasoccurred inthe control of the VM host/VM management software for thedisplayed /P_address. Perform the corrective
action according to the error_number.

If error_number 6, 7, 8, or 9 isdisplayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping
the manager in the " ServerView Resource Coordinator VE Setup Guide".

If error_number 15 is displayed:

Thereisno response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If error_number 16 is displayed:

The VM host could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and check
whether the VM host has been deleted.

If error_number 17 is displayed:

The VM guest could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and check
whether the VM guest has been del eted.
Also, check whether the VM guest is set to be moved when its power state changes from the VM management console.
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If error_number 99 is displayed:

Due to temporary inconsistencies in the information held by VM host/ VM management software resulting from multiple
operations, obtaining of information from VM host/ VM management software failed. Check the operating status and network
settings of the VM host/VM management software, and perform the operation again.

If error_number 101, 110, 111, 112, 114, 116, or 341 is displayed:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the admin server/VM host/VM management software.

If error_number 113 is displayed:

Thelogin account information for the VM host/VM management software that was entered during registration cannot be used
to communicatewith theVM host/VV M management software. Thelogin account informationfor theVM host/V M management
software may have been changed after registration.

Change the entered values (user name and password) for the login account information to the correct values.

For details, refer to the " ServerView Resource Coordinator VE Setup Guide'.
If error_number 100, 115, or 337 is displayed:

Theloginaccountinformationfor theVM host/V M management software entered during registration may not havetherequired
privileges.

Check the privilege status from the VM management console. If the account does not have the required privileges, changethe
entered val ues (user nameand password) for thelogin account informationto thevaluesfor auser with administrative privileges
for the VM host/VM management software.

For details, refer to the "ServerView Resource Coordinator VE Setup Guide'.
If error_number 104, 105, 135, 136, 512, 519, 520, 521, 523, 524, 525, 526, or 528 is displayed:

The task processing of the VM host/VM management software failed. Check the operation status and network settings of the
VM host/VM management software. If operations performed from the VM management software are not executed, thereisa
problem with the VM host/VM management software. Perform the operation again after resolving the problem with the VM
host/VM management software.

Depending on the VM management software, a recovery operation may be required before performing the operation again.
For details on the recovery method, refer to the manual of the VM management software.

If error_number 330, 331, 332, 333, 334, 335, 336, 339, 340, or 342 is displayed:
Failed to modify the VM guest. Check the cause of the error in the VM host/VM management software, and resolve the error.
If error_number 338 is displayed:

Failed to modify the configuration because another operation was performed on the VM guest. Perform the operation again
after waiting awhile.

If error_number 400 is displayed:

The remote command processing of the VM host failed. Check the operation status and network settings of the VM host.
If operations performed on the VM host are not executed, there is a problem with the VM host. Perform the operation again
after resolving the problem with the VM host.

If error_number 501 or 608 is displayed:

Make sure that the specified virtual network name exists on the VM host.

If error_number 515 or 607 is displayed:

Select an OS supported by the VM host and then perform the operation again.
If error_number 522 is displayed:

Thereisno target VM guest virtual disk on VM management software.

Perform the operation again after checking that there are no differences between virtual disk information on Resource
Orchestrator and the VM management software.
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- If error_number 533 is displayed:
Thereisno virtual network adapter of the target VM guest on VM management software.

Perform the operation again after checking that there are no differences between virtual network adapter information on
Resource Orchestrator and the VM management software.

- If error_number 604 is displayed:
Specify avalue smaller than the physical memory size of the VM host.
- If error_number 605 is displayed:
Specify avalue smaller than the number of CPU cores of the VM host.
- If error_number 606 is displayed:
The number exceeds the number of available CPUs. Specify the available range of values.
- If error_number 609 is displayed:
The VLAN ID vaueisnot in the avail able range of values. Specify the available range of values.
- If error_number 611 is displayed:

This operation cannot be performed on VM guests that have not been stopped. Stop the specified VM guest and then perform
the operation again.

- If error_number 612 or 613 is displayed:
Waiting for awhile, then perform the operation or check again.
- If error_number 614 is displayed:
The specified value exceeds the available CPU performance. Specify the available range of values.
- If detailis displayed in the "invalid parameter: parameter. value' format:
The parametervalue isinvalid. Perform the operation again after modifying the entered value
- If "timeout occurred" is displayed in detal:

There is no response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

- If "operation failed:customizing vm guest (cpu settings)" is displayed in detail:
Failed to modify the CPU count/CPU performance of the VM guest.

- Check the operation status, network settings, and login account information of the admin server/VM host/VM management
software from the RC console or VM management console.

The manager may not be able to communicate with the VM host/VM management software. Check the status of the manager,
and after restoring communication, perform the operation again.

- Check the VM guest exists, and its operating status from the RC console or the VM management console.
When another operation is being performed on the VM guest, wait for awhile and then perform the operation again.

If no problems are found when checking the above, check the cause of the error on the VM host/VM management software from
the VM management console. If operations performed from the VM management software are not executed, there is a problem
with the VM host/VM management software. Perform the operation again after resolving the problem with the VM host/VM
management software.

- If "operation failed:customizing vm guest (memory settings)” is displayed in detarl:
Failed to modify the memory size of the VM guest.
Refer to "If "operation failed:customizing vm guest (cpu settings)” is displayed in detail".
- If "operation failed:customizing vm guest (properties settings)” is displayed in defarl:
Failed to modify the name or OS type of the VM guest.
Refer to "If "operation failed:customizing vm guest (cpu settings)” is displayed in detail".

-165-



If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

67397

FJSVrcx:ERROR:67397:failed to create image. detail=detail

[Description]

Failed to collect the image of the VM guest.

[Corrective Action]

- If

detal is  displayed in  the "(messaggvmerrno=error_number,ip=/P_address)" format  or  the

"(messagevmerrno=error_number,ip=/P_addresshost=VVM_host_|P_address)" format:

Anerror hasoccurred inthe control of the VM host/VM management softwarefor thedisplayed /P_address. Perform the corrective
action according to the error_number.

If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping
the manager in the " ServerView Resource Coordinator VE Setup Guide".

If error_number 15 is displayed:

Thereisno response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If error_number 17 is displayed:

The VM guest could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and check
whether the VM guest has been del eted.
Also, check whether the VM guest is set to be moved when its power state changes from the VM management console.

If error_number 19 is displayed:

Thereis no target operation image on server virtualization software.
Perform the operation again after checking that there are no differences between image information on the manager and
snapshot information on the server virtualization software.

If error_number 100, 115, or 178 is displayed:

The login account information for the VM management software entered during registration may not have the required
privileges.

Check the privilege status from the VM management software. If the account does not have the required privileges, change
the entered values (user name and password) for the login account information to the values for a user with administrative
privileges for the VM management software.

For details, refer to the " ServerView Resource Coordinator VE Setup Guide'.
If error_number 101, 110, 111, 112, 114, 116, 148, 181, or 263 is displayed:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the admin server/VM host/VM management software.

If error_number 104, 105, 135, 136, 147, 178, 506, 516, 518, 531, or 532 is displayed:

The task processing of the VM host/VM management software failed. Check the operation status and network settings of the
VM host/VM management software. If operations performed from the VM management software are not executed, thereisa
problem with the VM host/VM management software. Perform the operation again after resolving the problem with the VM
host/VVM management software.

[Hyper-V]
When using MAK license authentication for activation of Windows Server 2008 guest OS's, there is a chance that an error

has occurred due to the limit on execution of Sysprep. For these guest OS's, Sysprep can be executed a maximum of three
times. As Sysprep is executed when collecting cloning images, it is not possible to collect cloning images or create L-Servers
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with images specified more than three times. When Sysprep has already been executed threetimes, it is not possible to collect
cloning images from that L-Server.

When atemplate created using VM management software has been registered asacloning image, Sysprep will also be executed
when the template is created using the VM management software.

- If error_number 113 is displayed:

The specified login account information for the VM management software cannot be used to communicate with the VM
management software.
Change the entered values (user name and password) for the login account information to the correct values.

- |f error_number 141, 143, 144, 145, 146, 170, 171, 172, 173, 174, 175, 176, 177, 180, or 261 is displayed:

An error occurred while collecting the image. Check the cause of the error in the VM host/VM management software, and
resolve the error.

- If error_number 142 or 179 is displayed:

Failed to collect the image because another operation was performed on the target VM guest. Perform the operation again
after waiting awhile.

- If error_number 400 is displayed:

The remote command processing of the VM host failed. Check the operation status and network settings of the VM host.
If operations performed on the VM host are not executed, there is a problem with the VM host. Perform the operation again
after resolving the problem with the VM host.

- If error_number 500 or 602 is displayed:
Check if the specified library server has been started.
Check if the specified library server can perform name resolution.
Check the firewall configuration.

- If error_number 529 is displayed:
Specify the shared volume of the cluster.

- If error_number 530 is displayed:
Check the available space on the disk.

- If error_number 534 is displayed:
Check if the target VM host name is correct.

- If error_number 535 is displayed:

Check if the VM management server can communicate correctly with the DNS server. If this does not resolve the problem,
contact Fujitsu technical staff.

- If error_number 600 is displayed:

Collection of cloning images cannot be performed from VM guests which are holding snapshots. Delete the snapshots of the
specified VM guest and perform the operation again.

- If error_number 601 is displayed:

This operation cannot be performed on VM guests that have not been stopped. Stop the specified VM guest and then perform
the operation again.

- If error_number 619 is displayed:
Operations cannot be performed for VM guests using RAW disks.
- If error_number 620 is displayed:
Operations cannot be performed for VM guests with no system volumes.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.
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67398

FJSVrcx:ERROR:67398:failed to delete image. detail=detail
[Description]

Failed to delete the VM guest image.

[Corrective Action]

- If

detail is  displayed in the  "(messagevmerrno=error_number,ip=/P_address)" format or the

"(messagevmerrno=error_number,ip=/P_addresshost=VM_host |P_address)" format:

Anerror hasoccurred inthe control of the VM host/VM management software for thedisplayed /P_address. Perform the corrective
action according to the error_number.

If error_number 6, 7, 8, or 9 isdisplayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping
the manager in the " ServerView Resource Coordinator VE Setup Guide".

If error_number 15 is displayed:

Thereisno response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If error_number 17 is displayed:

The image could not be found. Click the <Update> button on the image list screen of the RC console to refresh the screen,
and check whether the image has been deleted.

If error_number 19, 503, or 504 is displayed:
Thereis no target operation image on VM management software.

Perform the operation again after checking that there are no differences between image information on Resource Orchestrator
and the VM management software.

If error_number 100, 115, 147, or 260 is displayed:

The login account information for the VM management software entered during registration may not have the required
privileges.

Check the privilege status from the VM management software. If the account does not have the required privileges, change
the entered values (user name and password) for the login account information to the values for a user with administrative
privileges for the VM management software.

For details, refer to the " ServerView Resource Coordinator VE Setup Guide'.
If error_number 101, 110, 111, 112, 114, 116, 148, or 263 is displayed:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the admin server/VM host/VM management software.

If error_number 104, 105, 135, 136, 505, or 507 is displayed:

The task processing of the VM host/VM management software failed. Check the operation status and network settings of the
VM host/VM management software. If operations performed from the VM management software are not executed, thereisa
problem with the VM host/VM management software. Perform the operation again after resolving the problem with the VM
host/VM management software.

If error_number 113 is displayed:

The specified login account information for the VM management software cannot be used to communicate with the VM
management software.
Change the entered values (user name and password) for the login account information to the correct values.
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If error_number 261 is displayed:

An error occurred while deleting the image. Check the cause of the error in the VM host/VM management software, and
resolve the error.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

67399

FJSVrcx:ERROR:67399:failed to deploy image. detail=detail
[Description]

Failed to deploy the cloning image of the VM guest.

[Corrective Action]

- If detailis displayed in the "(messagevmerrno=error_number,ip=/P_addresd)" format:

Anerror hasoccurred in the control of the VM host/VM management softwarefor thedisplayed /P_address. Perform the corrective
action according to the error_number.

If error_number 6, 7, 8, or 9 is displayed:
Make sure that the manager is running. If the manager has been stopped, start it and perform the operation again.

For details on how to start the manager and how to check its running state, refer to the information about starting and stopping
the manager in the " ServerView Resource Coordinator VE Setup Guide".

If error_number 15 is displayed:

Thereisno response from the VM host/VM management software to the admin server request. Check the operation status and
network settings of the VM host/VM management software.

If error_number 17 is displayed:

The VM guest/image could not be found. Select [Operation]-[Update] from the RC console menu to refresh the screen, and
check whether the VM guest has been deleted. Click the <Update> button on the cloning image list screen of the RC console
to refresh the screen, and check whether the image has been del eted.

Also, check whether the VM guest is set to be moved when its power state changes from the VM management console.

If error_number 100, 115, 178, 260, 337, or 381 is displayed:

The login account information for the VM management software entered during registration may not have the required
privileges.

Check the privilege status from the VM management software. If the account does not have the required privileges, change
the entered values (user name and password) for the login account information to the values for a user with administrative
privileges for the VM management software.

For details, refer to the " ServerView Resource Coordinator VE Setup Guide'.
If error_number 101, 110, 111, 112, 114, 116, 181, 263, 341, or 382 is displayed:

Communication between the admin server and the VM host/VM management software failed. Check the operation status and
network settings of the admin server/VM host/VM management software.

If error_number 104, 105, 135, or 136 is displayed:

The task processing of the VM host/VM management software failed. Check the operation status and network settings of the
VM host/VM management software. If operations performed from the VM management software are not executed, thereisa
problem with the VM host/VM management software. Perform the operation again after resolving the problem with the VM
host/VVM management software.

If error_number 113 is displayed:

The specified login account information for the VM management software cannot be used to communicate with the VM
management software.
Change the entered values (user name and password) for the login account information to the correct values.
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- If error_number 170, 171, 172, 173, 174, 175, 176, 177, or 180 is displayed:

An error occurred while deploying the image. Check the cause of the error in the VM host/VM management software, and
resolve the error.

- If error_number 179 is displayed:

Failed to deploy theimage. The requested process could not be executed becausethe VM guest/imageis being used by another
process.
Check whether the VM guest/image is being used by another process from the VM management software.

- If error_number 261 is displayed:

An error occurred while deleting the image. Check the cause of the error in the VM host/VM management software, and
resolve the error.

- If error_number 262 is displayed:

Failed to delete the VM guest. VM guests cannot be deleted while their power is on. Check the power state of the VM guest.
- If error_number 330, 332, 333, 334, 336, 340, 342, or 380 is displayed:

Failed to modify the VM guest. Check the cause of the error in the VM host/VM management software, and resolve the error.
- If error_number 338 is displayed:

Failed to modify the configuration because another operation was performed on the created VM guest or the destination VM
guest for deployment. Perform the operation again after waiting awhile.

- If error_number 339 is displayed:

The total number of devices for the destination VM guest for deployment and the image to deploy is too great. Perform the
operation again after decreasing the numbersof disksor NICintheimageto deploy or thedestination VM guest for deployment.

If the problem is still not resolved after performing the above actions or if avalue not indicated above is displayed in defar/, collect
the corresponding message and troubleshooting data, and contact Fujitsu technical staff.

67999
FISVrcx:ERROR:67999:internal error, details.
[Description]
Either aninternal error has occurred or there was a problem while loading the specified XML file during the following operations:
- L-Server creation or configuration modification

- Importing an L-Server template

[Corrective Action]

When this message is displayed during creation or configuration modification of an L-Server or whileimporting an L-Server template,
check and correct the contents of the specified XML file and then perform the operation again.

In cases other than the above, contact Fujitsu technical staff.

68296
FJSVrcx:ERROR:68296:deployment engine cli error:detail
[Description]
An error occurred in the manager command.
Refer to the explanation in "Message number 68296" in "ServerView Resource Coordinator VE Messages'.
Thereis also the following case for Resource Orchestrator.
- When creating an L-Server with the server type "Physical"

Deployment of the cloning image failed. The backup/restore procedure for the admin server may have been performed incorrectly.
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[Corrective Action]
Refer to the corrective action described in "Message number 68296" in "ServerView Resource Coordinator VE Messages'.
Thereis aso the following case for Resource Orchestrator.
- When creating an L-Server with the server type "Physical"

If amessage not related to the above actions is output, collect the corresponding message and troubleshooting data, and contact
Fujitsu technical staff.

69111
FJSVrcx:ERROR:69111:communication error. target=target detail=detalil
[Description]

An error occurred while communicating with farget.

[Corrective Action]

Refer to the corrective action described in "Message number 69111" in "ServerView Resource Coordinator VE Messages'. Also,
perform the following corrective action depending on the target value.

- IfthelPaddressof the VM management softwareisdisplayedin farget, check whether or not communicationwith VM management
software is possible.

- Use aping command, etc. to check whether there is a problem with the network environment between the admin server and
the VM management software.

- If aLAN cable has become disconnected, reconnect it.

- If the VM management product has VM management software, check whether there is a problem with connecting to the VM
management product from the VM management software.

If the | P address of the VM management software isdisplayed in farget, perform the following corrective action depending on the
detail value.

- For "VMware vCenter Server communication error(virtual_storage resource_name)"
Check the status of the virtual storage resources registered in the storage pool.

When the statusis something other than ""unknown", corrective action is not necessary as acommunication error has occurred
but recovery is complete.

When the status is "unknown", update virtual storage resources.
If the status does not change, perform the following corrective action:
- Check that "VMware vCenter Server" is operating correctly on the | P address output for farget.
For details on the check method, refer to the manual of the "V Mware vCenter Server".
- Check that communication is possible with the | P address output for ‘arget.
For the recovery procedure, refer to "Message number 67192".
- For "VMware vCenter Server communication error”
- Check that VMware vCenter Server is operating correctly on the | P address output for target.
For details on the check and configuration method, refer to the VMware vCenter Server manual.
- Check that communication is possible with the | P address output for target.
For the recovery procedure, refer to "Message number 67192".
- For "System Center Virtual Machine Manager communication error(virtual_storage resource_name)"

Check the status of the virtual storage resources registered in the storage pool.
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When the statusis something other than ""unknown", corrective action is not necessary as acommunication error has occurred
but recovery is complete.

When the status is "unknown", update virtual storage resources. If the status does not change, take the following corrective
action.

- Check that SCVMM is operating correctly on the | P address output for farget.
For details on the check method, refer to the SCVMM manual.

- Check that communication is possible with the | P address output for ‘arget.
For the recovery procedure, refer to "Message number 67192".

- For "System Center Virtual Machine Manager communication error”
Perform the following corrective actions:

- Check that SCVMM is operating correctly on the |P address output for farget.
For details on the check method, refer to the SCVMM manual .

- Check that communication is possible with the | P address output for target.
For the recovery procedure, refer to "Message number 67192".

- If the IP address of the storage management software is displayed in farget, perform the following corrective actions:

- Thenecessary settingsfor the storage management software may not have been completed. Check the configuration, referring
to "1.8 Required Storage Unit Environment and Configuration When Using Storage Units from an L-Server on a Physical
Server".

- Check that communication is possible with the | P address output for farget.
For the recovery procedure, refer to "M essage number 67192".

If the problem is still not resolved after performing the above actions, collect this message and troubleshooting data, and contact
Fujitsu technical staff.

If the problem is still not resolved after performing the above actions, collect the corresponding message and troubleshooting data,
and contact Fujitsu technical staff.
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Appendix G Troubleshooting

This appendix explains how to solve problems and gather troubleshooting data for a technical investigation.

G.1 Collecting Troubleshooting Data

This section explains how to collect the data required to diagnose the causes of problems.

Use the following method to collect data with the rexadm mgretl snap command or the rexadm agtctl snap command, and collect VM
management software data.

Collection Method
Perform the following procedure on the server from which datais to be collected:
1. Log on to the server with OS administrator privileges.
OS administrative privileges are required to collect troubleshooting data.
2. Execute the rexadm mgretl snap -full command or the rexadm agtetl snap -full command.
Note that the command differs depending on the server from which datais collected.
- For admin servers:

[Windows]

>" Installation_foldeAM anager\bin\rcxadm" mgrctl snap -full [-dir dff <RETURN>

[Linux]

# lopt/FISVrcvmr /bin/rcxadm magrctl snap -full [-dir di <RETURN>

- For managed servers:

[Windows/Hyper-V]

>" [nstallation_foldeAAgent\bin\rcxadm” agtctl snap -full[-dir dif <RETURN>

[Linux/VMware]

# lopt/FISVrcxat/bin/rcxadm agtctl snap -full [-dir dii <RETURN>

3. Collect the storage management software and VM management software data.

For details on the collection method, refer to the manuals of each storage management software and VM management software.

[VMware]
If the VM management software is VMware vCenter Server, perform the following operations. Check that sufficient disk spaceis

available in the storage location as the size of the collected troubleshooting datafileislarge.
a StarttheVMware vSphere(TM) Client and connect to VMware vCenter Server asauser with system administrator privileges.
b. From the menu, select [Administration]-[Export System Logs].
C. For the collection target, specify VMware vCenter Server.
d. Specify the storage location, and click <OK>.
Send the collected troubleshooting data to Fujitsu technical staff.

For detail son troubl eshooting data, refer to the noteson troubleshooting datagiveninthe" ServerView Resource Coordinator VE Operation
Guide".
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G.2 "Message number 21162" is Displayed When the
Configuration of the Server Virtualization Software (VMware)
Is Changed.

Description

In environmentswhereV MwarevCenter Server isregistered asthe VM management software, the message bel ow isoutput and the cloning
image is deleted if you delete a VM host from VMware vCenter Server.

FJISVrex:INFO:21162: imagg(version=versior):cloning image is lost.

For details on the message, refer to "Message number 21162".

Corrective Action

- Refer tothe server virtualization software manual for how to restore the L-Server template. Next, check whether thefollowing message
is output:

FJISVrex:INFO:21161: imaggversion=versior):cloning image is detected.

- If the cloning images were registered in a resource pool, refer to "E.3.6 rcxadm pool” to register each cloning image in a resource
pool.

Example Command

>rcxadm pool register -name | magePool -resour ce master_image -type vm_image <RETURN>

- If the cloning image was being used with an L-Server, refer to "E.3.1 rcxadm Iserver” to modify the L-Server. Use the following
format when specifying the XML file:

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer nane="L-Server nane">
<Server | magelLi nk name="cl oni ng_i mage_nane" versi on="generation" />
</ LServer >
</ Resour ces>

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0C0CO0C0CO0CQO0CQOCOCIOCOCEOCEOCTEOCTETE

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer nane="L-Server1l">
<Server | magelLi nk name="nast er _i mage" versi on="3" />
</ LServer>
</ Resour ces>

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

Example Command

>rcxadm Iserver modify -name L-Server 1 -file c:\temp\modify.xml <RETURN>
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G.3 The Guest OS Associated With the L-Server Does Not Start
Properly When the L-Server Assigned With an Image is
Started For the First Time.

Description
When an L-Server assigned with animageis started for thefirst time or when the guest OSis being started, one of the following messages
is displayed on the guest OS console and the guest OS fails to startup.

a. "The computer restarted unexpectedly or encountered an unexpected error." is displayed
b. "Windows could not parse or process the unattend answer file for pass [specialize]" is displayed

"Y our Product Key uniquely identifies your copy of windows." is displayed on the product key entry screen

2 o

. "The system could not log you on. Make sure your User name and domain are correct, then type your password again. Lettersin
passwords must be typed using the correct case." is displayed

Corrective Action
The parameters set for the OS specified when creating the L-Server may be incorrect. Set the correct values and perform the operation

again.
- For a. through c.:
Check the product key value. If the valueis not correct, set the correct value.

- For d.:
Check the administrator password value. If the value is not correct, set the correct value.

For details on OS parameter settings, refer to "D.5 [OS] Tab".

G.4 Onthe RCconsole, the Value of the [Resource List] tab is "?",
and on other tabs, "There is no information to display.” is

Displayed.

Description
In the following cases, on the RC console, the value of resources on the [Resource List] tab will be "?", and on the other tabs, "Thereis

no information to display." is displayed.
a. When auser who has had al of their access scope settings deleted logs in to the RC console.
b. When a user who has had all of the resources in their set access scope deleted logs in to the RC console.
C. When the access scope settings of auser are all deleted while the user islogged in to the RC console.

d. When al the resources in the access scope settings of auser are all deleted while the user islogged in to the RC console.

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

Example of Panel Display Trouble

- [Resource List] tab
The value of resources will be"?".

- Other tabs
"Thereis no information to display." is displayed.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S
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Corrective Action

Log off from the RC console, then configure the range of the access for the user so that the relevant resources exist. Log in to the RC
console again and the information is displayed correctly.

For details on access scope settings, refer to "Appendix C Roles and User Groups'.

G.5 After Collection of Images Fails, Images Not Registered in the
Image Pool Remain on VM Management Software.

Description

Evenif image collection fails due to problems other than those involving VM management software, such asthe manager stopping, images
which are not registered in the image pool may remain on VM management software. In this case, the following messages will be output
in the event log.

FJSVrcex:ERROR:61143:creating cloning image:failed

FJISVrex:ERROR:67397:failed to create image. detail=(clone VM _guest_nametask result error,vmerrno=104,ip=/P_address
FJISVrex:ERROR:67397:failed to create image. detail=(PowerShell script execution error : create_image:create image failed. See
detailsin the job result in System Center Virtual Machine Manager.,vmerrno=518, ip=/P_address, host=VM_host_IP_address

For details on these messages, refer to "Message number 67397" and the " ServerView Resource Coordinator VE Messages'.

Corrective Action

Make sure that the manager is running, and use the following procedure for restoration:

1. Check the resource name related to the error message above with the event log on the RC console. The image name is displayed
for the resource name of "Message number 61143" in the " ServerView Resource Coordinator VE Messages'.

2. Wait until a"Message number 21161" containing the image name confirmed in 1. is output in the event log. This message displays
the image name and generation.

3. Display the VM management console and check if the image of /mage_name@ Generation exists.
4. If therewasan imagein 3., delete it from the VM management console.
For details on how to delete images, refer to the server virtualization software manual.

5. Wait until a"Message number 21162" containing the image name deleted in 4. is output in the event log. After that, perform the
collection of the image again.

G.6 When Trying to Open the [Migration among Servers] Dialog
for an L-Server with unknown Status, it may Indicate Loading
but not become Operable.

Description

When trying to open the [Migration among Servers] dialog for an L-Server with unknown status, it may indicate loading but not become
operable. The following causes are possible:

a. A VM guest used on the L-Server has deleted from server virtualization software.
b. During L-Server deletion, system failure of the VM management software server or VM management software has occurred.

C. During L-Server deletion, system failure of admin server or manager occurs.
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Corrective Action

Close the [Migration among Servers] dialog, when loading takes a very long time.

After that, check that the admin server, manager, VM management software server, or VM management software have been started, and
perform the relevant operation.

- Fora:
Delete the L-Server.
- Forb.orc.:

Delete the L-Server again.

G.7 The Status of an L-Server is Displayed as unknown, and
"Message number 67154" is Displayed Even if Operations
Other Than L-Server Deletion are Performed.

Description

The status of an L-Server is displayed as unknown, and even if operations other than L-Server deletion are performed, the following
message is displayed.

FISVrcx:ERROR:67154:VM Guest:not found

The following causes are possible:
a A VM guest used on the L-Server has deleted from server virtualization software.
b. During L-Server deletion, system failure of the VM management software server or VM management software has occurred.
C. During L-Server deletion, system failure of admin server or manager occurs.

For details on the message, refer to "Message number 67154".

Corrective Action

Check that the admin server, manager, VM management software server, or VM management software have been started, and perform
the relevant operation.

- Fora.:
Delete the L-Server.
- Forb.orc.:

Delete the L-Server again.

G.8 When System Failure Occurs on the Admin Server or
Manager, or Job Cancellation or Timeout Occurs on the VM
Management Software, L-Server Creation Fails, and VM
Guests in the Process of Being Created Using Server
Virtualization Software Remains.

Description

During L-Server creation, if system failure occurs on the admin server or manager, or job cancellation or timeout occurs on the VM
management software, one of the following messages may be output in the event log, and L-Server creation may fail.
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- FISVrcx:ERROR:67390:creating VM guest failed. detail=(messagevmerrno=9,ip=/P_address)
- FISVrex:ERROR:67392:modifying VM guest failed. detail=(messagevmerrno=9,ip=/P_address)

- FJISVrex:ERROR:67390:creating VM guest failed. detail=(PowerShell script execution error : create_vmguest:task
result error,vmerrno=104,ip=/P_address, host=\VM_host_IP_address)

- FJISVrex:ERROR:67390:creating VM guest failed. detail=(PowerShell script execution error : create_vmguest:task
result timeout,vmerrno=105,ip=/P_addresshost=VM_host_IP_address)

After starting the manager again, one of the following messages is output in the event log, and creation of the L-Server being created
before the manager stopped fails.

- FISVrex:ERROR:67390:creating VM guest failed. detail=(clone /image_nametask result error,vmerrno=104,ip=/P_address)

- FJSVrcx:ERROR:67390:creating VM guest failed. detail=(create VM_Guest_Nametask result
error,vmerrno=104,ip=/P_address)

- FISVrcx:ERROR:67390:creating VM guest failed. detail=(PowerShell script execution error : create_ vmguest:VM guest already
exists,vymerrno=603,ip=/P_addresshost=VM_host _|P_address)

For details on the messages, refer to "Message number 67390" and "M essage humber 67392".

When the message above is output, VM guest in process of creation may remain on server virtualization software.

Corrective Action

Make sure that the manager is running, and use the following procedure for restoration:

1. Check the VM guest namerelated to the error message above with the event log on the RC console. The VM guest nameis displayed
for the resource name in the event log.

2. Display the VM management console, and check if the VM guest checked in 1. exists.

3. If therewas a VM guest in 2., delete it from the VM management console. For details on how to delete VM guests, refer to the
server virtualization software manual. (*1)

*1: When server virtualization software is VMware, select "Delete from Disk", when deleting VM guest.

4. After confirming from the server tree or orchestration tree on the RC console that the VM guest that was checked in 1. does not
exist, create the L-Server again.

G.9 When System Failure Occurs on the VM Management
Software Server or VM Management Software during L-Server
Creation, Creation Fails but VM Guests Being Created on
Server Virtualization Software May Remain.

Description

During L-Server creation, if system failure occurs on the VM management software server or VM management software, one of the
following messages may be output in the event log, and L-Server creation may fail.

- FJISVrex:ERROR:67390:creating VM guest failed. detail=(vmware remote error,vmerrno=101,ip=/P_address)

- FJSVrcex:ERROR:67390:creating VM guest failed. detail=(logout failed(remote error),vmerrno=116,ip=/P_address)

- FISVrcx:ERROR:67390:creating VM guest failed. detail=timeout occurred

- FISVrex:ERROR:67392:modifying VM guest failed. detail=(vmware remote error,vmerrno=101,ip=/P_addlress)

- FISVrex:ERROR:67392:modifying VM guest failed. detail=(logout failed(remote error),vmerrno=116,ip=/P_address)
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For details on the messages, refer to "Message number 67390" and "M essage humber 67392".

When the message above is output, VM guests in the process of being created may remain on server virtualization software.

Corrective Action

Make sure that the VM management software is running, and use the following procedure for restoration.

1. Check theresource name related to the error message above with the event log on the RC console. The VM guest nameis displayed
for the resource name.

2. Display the VM management console, and check if the VM guest checked in 1. exists.
3. If therewasaVM guestin 2., delete it from the VM management console.
For details on how to delete VM guests, refer to the server virtualization software manual. (*1)
*1: When server virtualization software is VMware, select "Delete from Disk", when deleting VM guest.

4. Check if the VM management software can communicate with the manager. Select the VM management software in the server
resource tree of the RC console, and check if the status displayed on the main panel is normal.

5. After confirming from the server tree or orchestration tree on the RC console that the VM guest that was checked in 1. does not
exist, create the L-Server again.

G.10 When Deleting an L-Server, "Message number 67391",
"Message number 67210" or "Message number 67280" are
Displayed and Deletion Fails.

Description

The VM host, which the L-Server is running on, detects that the VM guest of the L-Server does not exist, so the following messages are
output and L-Server deletion fails.

- FJISVrex:ERROR:67391:deleting VM guest failed. detail=(VM_guest_namevmguest not found,vmerrno=17,ip=/P_address)
- FISVrex:ERROR:67210:VM_guest_name(VM guest):is busy
- FISVrex:ERROR:67280:VM_guest_name:deleting VM guest not supported. (VM type)

For details on the messages, refer to "Message number 67391", "Message number 67210" and "M essage number 67280".

Corrective Action
Check the name of the VM guest of the L-Server using the GUI or the CLI.

- When using the GUI:

1. Display the RC console.

2. Select the L-Server on the orchestration tree.

3. Select the [Resource Details] tab on the main panel, and check the guest name of the resource.
- When using the CLI:

1. Execute the following command:

>rcxadm Iserver show -name L-Server_name<RETURN>

2. Check the display of "VmGuest:".
If the VM guest name is not displayed, delete the L-Server again.
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If the VM guest name is displayed, check that migration is not being performed from the management screen of the VM management

software, and then delete the L-Server again.
When any message is output during deletion of the L-Server, check that the VM guest name of the L-Server is not displayed, and then

delete the L-Server again.

G.11 When Creation of an L-Server Takes a Long Time, or L-
Server Creation Fails and "Message number 67390" is

Displayed.

Description
Dueto hardware failure, L-Server creation may take an excessive amount of time.

When it does take along time, the following message is output and L-Server creation may fail.

FJISVrex:ERROR:67390:creating VM guest failed. detail=timeout occurred

For details on the message, refer to "Message number 67390".

Corrective Action
Thereis a possibility that the hardware of the server used for L-Server creation has failed.

Check the following:
a. When the server used to create the L-Server is ablade server, if failure of the Fibre Channel switch blade has occurred.

b. When the server used to create the L-Server is a blade server, if failure of the LAN switch blade has occurred.
When hardware failure has occurred, update the hardware information held by the server virtualization software.

For details on how to update hardware information, refer to the server virtualization software manual.

G.12 When Starting an L-Server, "Message number 67320" is
Displayed, and Starting of the L-Server Fails.

Description
When starting the L-Server, the following message is displayed, and starting of the L-Server may fail.

ERROR:67320:power control error.target=target detail=( VM guest.vmguest not found,vmerrno=17,ip=/P_address)

The following causes are possible:
a. Migration has been performed on VMware.

b. The DRS (Distributed Resource Scheduler) function of VMware is enabled.

For details on the message, refer to "Message number 67320".

Corrective Action
In the RC console orchestration tree, right-click thetarget L-Server, and select [Update] from the popup menu. Check if the resource status

of the updated L-Server is normal.
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G.13 Migrating an L-Server between Servers Fails, and "Message
number 67385" is Displayed.

Description

After starting an L-Server operating on aVMware VM host, when migration between serversis performed before completion of starting
of the OS, the following message is output and migration fails.

FJISVrex:ERROR:67385:migrating VM guest failed. VM_guest_namemigrate from source serverto destination_server.
detail=(messagevmerrno=150,ip=/P_address)

For details on the message, refer to the " ServerView Resource Coordinator VE Messages'.

Corrective Action
Perform the operation again after starting of the L-Server's OSis complete.

G.14 When Job Cancellation or Timeout Occurs on VM
Management Software, Collection of Cloning Images Fails
and VM Guests in the Process of Being Copied Remain on
the VM Management Software.

Description

During cloning image collection, if job cancellation or timeout occurs on the VM management software, one of the following messages
will be output in the event log, and cloning image collection may fail.

FJSVrcx:ERROR:67397:failed to create image. detail=(PowerShell script execution error : create_image:duplicate vmguest failed. See
detailsin the job result in System Center Virtual Machine Manager.,vmerrno=516,ip=/P_addresshost=\VVM_host_|P_address)

For details on the message, refer to "Message number 67397".

When the message above is output, VM guests in process of being copied may remain on VM management software.

Corrective Action

Use the following procedure to perform recovery.
1. Display the VM management console, and check if aVM guest whose name starts with "!temp_ror" exists.

2. If thereisaVM guest that meets the condition in 1., delete it from the VM management console. For details on how to delete VM
guests, refer to the server virtualization software manual.

3. Collect cloning images again.

G.15 When Collecting A Cloning Master, "Message number
21161" or "Message number 21162" is Displayed.

Description

When collection of acloning image is performed for an L-Server which is a virtual server with Hyper-V VM type, one of the following
messages may be output in the event log. The VM guest name whose name starts with "!temp_ror" is displayed for oy.

- FISVrex:INFO:21161:0bj:VM guest is detected.

-181-



- FISVrex:INFO:21162:0bj:VM guest is lost.

For details on the messages, refer to "Message number 21161" and "Message humber 21162".

Corrective Action

No action is necessary.

G.16 After Collection of Images Fails, Snapshots Which Cannot
be Referred to or Operated from Resource Orchestrator
Remain on VM Management Software.

Description

Even if snapshot collection fails due to problems other than those involving VM management software, such as the manager stopping,
collected snapshots may exist on VM management software.

Corrective Action
Start the manager, make sure that the collection of snapshots has been completed, and use the following procedure for restoration:

1. Display the VM management console and check if there are multiple snapshots whose L-Server_host_nameand generationare the
same among the snapshots whose name is RCX_L -Server_host_name@ Generation.

2. If there were multiple snapshotsin 1., delete snapshots other than latest ones from the VM management console.

For details on how to delete snapshots, refer to the server virtualization software manual.

G.17 When an L-Server is Created, "Message number 62511" is
Displayed, and Creation of the L-Server Fails.

Description

When creating the L-Server, the following message is displayed, and creation of the L-Server may fail.

FJISVrex:ERROR:62511:failed to control oby. |F=%1, message="ERROR:ssmgr3419: The specified aliasname has already
been registered.”

In oby, the resource name of the storage management software is displayed.
In %1, the internal function name is displayed.
Creation of the L-Server failed because the alias name of the affinity group hasaready been defined when ETERNUS storage was created.

Corrective Action

Using the following procedure, identify the overlapping affinity group, delete the affinity group and the VVolume defined in the affinity
group, and then create the L-Server again.

1. Check the resource name of the unused address set resource (WWN) with the smallest number.

a. Execute the following command:

> [nstallation_foldeAM anager \bin\rcxadm addr set show -name
Resource name_of _the Address Set Resource(WWN) <RETURN>
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b. Identify the unused address set resource (WWN) with the smallest number.
Therange of the "start" and "end" inside the AddressSet tag becomes the range of the Address set resource (WWN).

Intherange of address set resources (WWN), all addresses other than those below are considered unused address set resources
(WWN).

- Addresses which are not used for management by Resource Orchestrator, and are displayed in the Exclude tag
- Addresses which have been alocated, and are displayed in the Reserve tag

From the unused address set resources, identify the one with the smallest number.

jJJ Example

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCO0COCOCOCOCOCO0CIOCOCOCIOCIEOCIEOCIOCEOTE

When the output result is the one below, the resource name of the unused address set resource (WWN) with the smallest
number will be "20:01:00:17:42:50:00:02".

<?xm version="1.0" encodi ng="utf-8"?>
<Addr essSet nane="wwndat al" id="540" |abel ="wwnl1l" subnet="" mask=""
start="20:01: 00: 17: 42: 50: 00: 00" end="20:01: 00: 17: 42: 50: 00: Of ">
<Comment >wwn- t est - dat a- 1</ Comment >
<Excl ude>
20: 01: 00: 17: 42: 50: 00: 00
</ Excl ude>
<Reserve>
20:01:00:17:42:50:00: 01
</ Reserve>
</ Addr essSet >

© © 0000000000000 00000000000000000000000000000000000000000000000000C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCIOCOCEOTE

2. Identify the alias name of the affinity group created when creating ETERNUS storage during L-Server creation.

Extract the characters corresponding to "X X" below from the resource name of the unused address set resource (WWN) with the
smallest number. These characters become the alias name of the affinity group created when creating ETERNUS storage.

"YY XXYYIYYIYY XX XX XX

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

For "20:01:00:17:42:50:00:02" it would be "01500002".

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

3. Identify the affinity group to delete.

Execute the following command to display the affinity groups of each ETERNUS storage that is managed using ESC.

> ESC manager_installation_foldeAM anager\opt\FJSV ssmgr\shin\storageadm affinity info -ipaddr ETERNUS /P _address
<RETURN>

Check if the alias name of the affinity group identified in 2. isincluded in the affinity group alias names displayed in "NAME".
- If the alias name isincluded, the relevant affinity group will be the target of deletion.
- If thealias name is not included, collect troubleshooting data, and contact Fujitsu technical staff.
4. |dentify the volume to delete.

Execute the following command to display the volume numbers of each VVolume defined in the affinity group identified in 3.

> ESC manager_installation_foldeAM anager \opt\FJSV ssmgr\shin\stor ageadm affinity info -ipaddr ETERNUS /P _addlress-
affinitygroup Affinity_group_number <RETURN>

The Volume with the volume number matching that displayed in "VVolume" becomes the target of deletion.
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5. Deletesthe affinity group.

Execute the following command to delete the affinity group identified in 3.

> ESC manager_installation_foldeAM anager \opt\FJSV ssmgr\sbin\stor ageadm affinity delete-ipaddr ETERNUS /P_address-
affinitygroup Affinity group _number <RETURN>

6. DeletesVolume.

Execute the following command to delete the Volume identified in 4.

> ESC manager_installation_folderM anager \opt\FJSV ssmgr\shin\stor ageadm volumedelete-ipaddr ETERNUS IP_address-
volume Volume_number, Volume_number,..] <RETURN>

When the message from the storage management software is one other than the above, refer to the manual of the storage management
software, take the necessary corrective action for the message, and then perform the operation again.
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Appendix H XML

This appendix explains XML definitions.

H.1 Overview

This section explains the XMLs used by Resource Orchestrator.
The following types of XMLs are used by Resource Orchestrator:

- L-Server Template

- L-Servers

- Network Resources

- Disk

- Resource Folders

- Users

- User Groups

Qn Note

- Usethe UTF-8 character code for XML files.

- Asarule, linebreaks and blank spaces are recognized asdatain an XML. Make sure that there are no unnecessary line breaks or blank
spaces when defining an XML file. Additionally, specify tags and attributes according to the Resource Orchestrator XML
specifications. Tags not listed in the XML specifications are not recognized.

- Resources that are specified in an XML must be included in the access scope of the user that performs the operation.

H.2 L-Server Template

The XML definition for an L-Server template is shown below.

If atemplate is imported without editing the L-Server template name, the content of the existing L-Server template is overwritten. If an
L-Server template is imported after the name is edited from when it was exported, the L-Server template is added.
When defining multiple L-Server templates, define multiple L-Servers for each file, assign them different L-Server template names, and

enclose them with LserverTemplates tags.

<?xm version="1.0" encodi ng="utf-8"?>
<LServer Tenpl at es>
<LServer Tenpl at e name="L- Server#1 Tenpl ate Name"
<Conmment >Comrent </ Comment >
<Server Type>Server Type</ Server Type>

<Model >Model Nane</ Model >
<VMType>VM Type</ VMIype>
<CPU>

<CPUAr ch>CPU Ar chi t ect ur e</ CPUAr ch>
<CPUPer f >CPU Per f or mance</ CPUPer f >
<NumOfF CPU>Nunber of CPUs</ NunmOof CPU>
</ CPU>
<Menory>
<MenorySi ze>Menory Si ze</ MenorySi ze>
</ Menory>
<Di sks>
<Di sk>
<Di skl ndex>Di sk | ndex</ Di skl ndex>
<Di skSi ze>Di sk Si ze</ Di skSi ze>

i d="L-Server Tenplate |ID' |abel ="Label">
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</ Di sk>
</ Di sks>
<NI Cs>
<Nurmf Nl CNunber of NI Cs</ NumOf NI &
</ NI Cs>
<Pol i cy>
<Redundancy>Redundancy</ Redundancy>
<Posi ti oni ng>Posi ti oni ng</ Posi ti oni ng>
</ Policy>
</ LServer Tenpl at e>
<LServer Tenpl at e name="L- Server#2 Tenpl ate Nanme" id="L-Server Tenplate |D' |abel ="Label">

</ LServer Tenpl at e>
</ LServer Tenpl at es>

Element Name Description Remarks (Possible Values, Examples)

Character string beginning with an a phanumeric
L-Server template name Name of L-Server template character and containing up to 32 alphanumeric
characters, underscores ("_"), and hyphens ("-")

L-Server template ID ID for L-Server template Optional. For internal management purposes.

Character string of up to 32 alphanumeric

Label Label for L-Server template (optional) characters or symbols

Character string of up to 256 alphanumeric

C t C t for L-Ser t | at tional
ommen omment for ver template (optional) characters or symbols

When the server typeis"Virtua", specify
Virtual.

When the server typeis"Physical”, specify
Physical.

Server type Type of server to assign as an L-Server

Specify the model name of the server to assign to
the L-Server.

Specify the model name of the server after
checking the basic information on the [Resource
details] tab of the server resource tree.

Model name (Physical servers | Model name of the server to assignto L-
only) Server

VM type (Virtual servers Specify when the server typeis"Virtual".

Type of VM to assign as an L-Server VMware
only)
Hyper-V
CPU architecture (Virtua CPU architecture to assign to L-Server 1A
servers only) (optional) If omitted, |A isset.

A number with up to one decimal place, in units
CPU performance to assign to L-Server of gigahertz
Specify in the range specifiable for L-Server.

CPU performance (Virtual
servers only)

Number of CPUs (Virtua
servers only)

An integer equal to or greater than 1

Number of CPUsto assign to L-Server Specify in the range specifiable for L-Server.

A number with up to one decimal place, in units

Memory size (Virtual servers Size of memory to assign to L-Server of gigabytes

only) Specify in the range specifiable for L-Server.
Number of disk to assign to L-Server Integer st.artl ng from O
Disk index (optional; required when disk sizeis 0: Boot disk
'Zci o e Other than 0: Data disk
® Specify in the range specifiable for L-Server.
. ' . ) ) A number with up to one decimal place, in units
Disk size Size of disk to remove (optional; required of gigabytes

when disk index is specified)

If omitted, adisk sizeisassigned according to the
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Element Name Description Remarks (Possible Values, Examples)

size of the image specified when creating the L-
Server.
Specify in the range specifiable for L-Server.

Number of NICs (Virtual
servers only)

An integer equal to or greater than 1

Number of NICs for L-Server (optional) Specify in therange of NIC index of L-Server +1.

- None
No redundancy

- HA
Redundancy to assign to L-Server

. Place in a server with HA set
(optional)

Redundancy

If omitted and not specified when creating the L-
Server, Noneis set.

Refer to the server redundancy onthe"D.2
[Server] Tab".

- Fixed

Fixed physical position
Positioning Physical position to assign to L-Server
- AttachAtBoot

Position changes upon startup

If thereis only one L-Server template, the L ServerTemplates tag is optional.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

- L-Server template (When the server typeis"Virtual")

<?xm version="1.0" encodi ng="utf-8"?>
<LServer Tenpl ate nanme="tenpl atel" |abel ="for virtual server">
<Comment >2010/ XX/ XX created for work A</ Conmmrent >
<Server Type>Vi rt ual </ Server Type>
<VMType>VMrar e</ VMTy pe>
<CPU>
<CPUAr ch>| A</ CPUAr ch>
<CPUPer f >1. 0</ CPUPer f >
<NunmOf CPU>2</ NunOf CPU>
</ CPU>
<Menory>
<MenorySi ze>2. 0</ MenorySi ze>
</ Menory>
<Di sks>
<Di sk>
<Di skl ndex>0</ Di skl ndex>
<Di skSi ze>100. 0</ Di skSi ze>
</ Di sk>
<Di sk>
<Di skl ndex>1</ Di skl ndex>
<Di skSi ze>200. 0</ Di skSi ze>
</ Di sk>
</ Di sks>
<Nl Cs>
<Nunf NI C2</ Nunf NI &
</ NI Cs>
<Pol i cy>
<Redundancy>None</ Redundancy>
<Posi ti oni ng>Fi xed</ Posi ti oni ng>
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</ Poli cy>
</ LServer Tenpl at e>

- L-Server template (When the server typeis"Physical")

<?xm version="1.0" encodi ng="utf-8"?>
<LServer Tenpl at e name="tenpl ate2" | abel ="for physical server">
<Comment >2010/ XX/ XX created for work B</Comment >
<Ser ver Type>Physi cal </ Server Type>
<Model >PRI MERGY BX922 S2</ Model >
<Di sks>
<Di sk>
<Di skl ndex>0</ Di skl ndex>
<Di skSi ze>40. 0</ Di skSi ze>
</ Di sk>
</ Di sks>
<Pol i cy>
<Redundancy>None</ Redundancy>
</ Poli cy>
</ LServer Tenpl at e>

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

H.3 L-Servers

The XML definition for an L-Server is shown below.

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer nane="L-Server nane" | abel ="Label ">
<Conmment >Conment </ Conmmrent >
<Tenpl at eLi nk nane="L-Server tenplate name"/>
<Server | magelLi nk name="i mage nanme" versi on="i mage version"/>
<Server Type>Server Type</ Server Type>
<Mbdel >Mbdel Nane</ Model >
<VMIype>VM Type</ VMIype>
<OSType>0S Type</ OSType>
<CPU>
<CPUAr ch>CPU Ar chi t ect ur e</ CPUAr ch>
<CPUPer f >CPU Per f or mance</ CPUPer f >
<Nunf CPU>Nurber of CPUs</ NunOf CPU>
</ CPU>
<Menory>
<MenorySi ze>Menory Si ze</ MenorySi ze>
</ Menory>
<Di sks>
<Di sk nanme="Di sk nane">
<Di skl ndex>Di sk | ndex</ Di skl ndex>
<Di skSi ze>Di sk Si ze</ Di skSi ze>
<Fron»
<Virtual Storage name="Virtual storage resource nanme"/>
<Pool nane="Storage pool nanme"/>
</ Fromnp
</ Di sk>
</ Di sks>
<NI Cs>
<N &
<NI Cl ndex>NI C | ndex</ NI Cl ndex>
<Net wor kLi nk nane="Net wor k nane"/>
<MacAddr ess aut o="MACAddr essAut 0Sel ect" from="MacAddressSet" pool =" Addr essPool "/ >
<| pAddr ess>| P Addr ess</ | pAddr ess>
</N C
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</ NI Cs>
<HBAs>
<HBA>
<HBAI ndex>HBAI ndex</ HBAI ndex>
<WAN aut o="WANAut oSel ect" fron¥" WWAddressSet" Pool =Addr essPool "/ >
</ HBA>
</ HBAs>
<Pol i cy>
<Redundancy>Redundancy</ Redundancy>
<Posi ti oni ng>Posi t i oni ng</ Posi ti oni ng>
<Excl usi on>Excl usi on</ Excl usi on>
</ Policy>
<Repur pose>Server Automatic Rel ease(true|fal se)</ Repurpose>
<Pri mary>Next server to start</Primary>
<Fr on»
<VnHost nane="VM host resource nane"/>
<Pool nane="Pool nane"/>
<Physi cal Server nanme="Physi cal server name"/>
</ Fr o>
<Spar e>
<Pool nane="Reserve setting server pool nane"/>
<Physi cal Server name="Physical server nanme"/>
</ Spar e>
<CSSet ti ng>
<Conput er Name>Conput er nane, host nane</ Conput er Nane>
<Ful | Name>Ful | Nane</ Ful | Narme>
<Pr oduct Key>Pr oduct Key</ Product Key>
<Adm nPasswor d>Adni ni strat or Passwor d</ Adnmi nPasswor d>
<CAL>Li cense Mbde</ CAL>
<CALMaxConnect i on>Maxi mum Nunber of Connecti ons</ CALMaxConnecti on>
<Organi zat i onNanme>Or gani zati on Name</ Or gani zat i onNanme>
<Domai nNanme>Domai n Nare</ Dormai nName>
<DNSSear chPat hs>
<DNSSear chPat h>DNS Sear ch Pat h</ DNSSear chPat h>
<DNSSear chPat h>DNS Sear ch Pat h</ DNSSear chPat h>
</ DNSSear chPat hs>
<DNSSer ver s>
<DNSServer nic="N C I ndex" ip="DNS | P Address" />
<DNSServer nic="NC I ndex" ip="DNS | P Address" />
</ DNSSer vers >
<Ti neZone>Ti me Zone</ Ti neZone>
<Har dwar eCl ock>Har dwar e Cl ock Confi gurati on</ Har dwar eCl ock>
</ OSSet ti ng>
</ LServer>
</ Resour ces>

To place an L-Server in a specific resource folder, enclose the L-Server tag in the Folder tag, not the Resources tag.
If the Resources tag is specified, the L-Server is created in the home folder of the user that executed the operation.
To modify an aready created L-Server, use the Resources tag.

<?xm version="1.0" encodi ng="utf-8"?>
<Fol der nane="Resource fol der nane">
<LServer nane="L-Server nane" |abel ="Label ">

</ LServer >
</ Fol der >

-189-



Element Name

Description

Remarks (Possible Values, Examples)

L-Server name (*1, *2)

Name of the L-Server

Character string beginning with an a phanumeric
character and containing up to 64 alphanumeric
characters, underscores ("_"), and hyphens ("-")

Label (*1, *3)

Label for the L-Server (optional)

Character string of up to 32 a phanumeric characters or
symbols

Comment (*1, *3)

Comment for the L-Server (optional)

Character string of up to 256 alphanumeric characters
or symbols

L-Server template name

Name of the L-Server template to use for the
L-Server (optional)

Specify the resource name of an existing L-Server
template.

Name of the cloning image to deploy to the

Specify the resource name of an existing cloning image.

Image name L-Server's boot disk (optional) For details, refer to "5.1 Creation Using an L-Server
Template".
. Version of the cloning imageto deploy tothe | An integer
mage version L-Server's boot disk (optional) If omitted, the latest version is used.
Server type (*4) Type of server to assign as an L-Server When the server typeis"Virtua", specify Virtual.

When the server typeis "Physical”, specify Physical.

Model name (Physical
servers only)

Model name of the server to assignto L-
Server

Specify the model name of the server to assignto theL-
Server.

Specify the model name of the server after checking the
basic information on the [Resource details] tab of the
server resource tree.

VM type (*4) . VMware
(Virtual servers only) Type of VM to assign as an L-Server Hyper-V
[VMware]

OStype (*1)

Type of OSfor the L-Server.
This setting can be omitted if animageis
specified.

For the possible values that can be set, refer to the
information displayed on the GUI, or the values
described in the "NAME" column of the VMware
website (*5).

[Hyper-V]

For the possible values that can be set, refer to the
information displayed on the GUI, or the Name of the
operating system object that can be obtained from the
Virtual Machine Manager database of Microsoft(R)
System Center Virtual Machine Manager 2008 R2.
This information can be obtained using Get-
OperatingSystem Cmdlet.

CPU architecture (*4)

CPU architecture to assign to L-Server
(optional)

1A
If omitted, |A isset.

CPU performance (*1,
*4)

CPU performance to assign to L-Server

A number with up to one decimal place, in units of
gigahertz

For detailsof the specifiablerange, referto"D.2[Server]
Tab".

Number of CPUs (*1,
*4)

Number of CPUs to assign to L-Server

Aninteger equal to or greater than 1
For detailsof thespecifiablerange, referto"D.2 [ Server]
Tab".

Memory size (*1, *4)

Size of memory to assign to L-Server

A number with up to one decimal place, in units of
gigabytes

For detailsof thespecifiablerange, referto"D.2 [ Server]
Tab".
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Element Name

Description

Remarks (Possible Values, Examples)

Name of the disk to assign to the L-Server

Character string beginning with an a phanumeric
character and containing up to 32 alphanumeric

Di .
Isk name (optional) characters, underscores ("_"), and hyphens ("-").
If omitted, aname is automatically generated.
Integer starting from O
S ) . 0: Boot disk
* -
Disk index (*4) Number of the disk to assign to the L-Server Other than 0: Data disk
Specify anumber between 0 and 59.
A number with up to one decimal place, in units of
Disk size (*4) Size of disk to remove gigabytes

For details of the specifiablerange, refer to sizein"D.3
[Disk] Tab".

Virtual storage

Virtual storage from which the disk to assign
to the L-Server is removed (optional)

If specified at the same time as storage pool,
priority is given to this attribute.

Specify theresource name of an existing virtual storage.

[Hyper-V]
When specifying this element, specify the same virtual
storage for all disks.

Resource pool for extracting the virtual

Specify the resource name of an existing storage pool.
If there are storage pools with the same name on
different levels, the level must aso be specified.

Storage pool storage to create the disk to assign tothe L- | Folder/Pool
Server (optional) [Hyper-V]
When specifying this element, specify the same storage
pool for all disks.
NIC Index Number to identify the NIC definition to An integer starting from 0.

assign to the L-Server

Specify anumber between 0 and 9.

Network Name

Name of the network that the L-Server
connects to

Specify the name of an existing network resource.

When the server typeis”Physical”, for the NIC with the
NIClIndex 0, do not specify the network name and 1P

address. ThisNIC isused for theadmin LAN. TheNIC
withtheNIClndex 1isused for redundancy of theadmin
LAN, so do not specify the network name or | P address.

MAC Address (Physica
servers only)

MAC address to assign to the L-Server

The MAC address can be specified using the following
methods:

- MAC address direct specification
<MacAddress auto="false">MAC
format</MacAddress>
For the MAC address format, specify the MAC
address in either hyphen ("-") or colon (":")
delimited form.

(" XX-XX-XX-XX-XX-XX OF " XXEXXKEXXEXXXXKEXX™)

address

- Auto alocation
<MacAddress
from="MacAddressSetResource"/>
or
<MacAddress auto="true" pool="Address pool"/>
An address in the MAC address range set in the
MACAddressSetResource or MAC address range
registered in the specified address pool will
automatically be assigned.

auto="true"
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Element Name

Description

Remarks (Possible Values, Examples)

IP address

IPaddressto assigntotheL-Server (optional)

The IP address can be specified using the following
methods:

<IpAddress>IP address format</IpAddress>
Specify an |P address.

<IpAddress auto="true"/>
AnlPaddressisautomatically assigned fromtheaddress
range set for the network resource.

Even if the IpAddresstag is omitted, an IP addressis
automatically assigned from the address range set for
the network resource.

HBA Number (Physica
servers only)

Number to identify the HBA definition to
assign to the L-Server

Integer starting from O
Specify anumber between 0 and 1.

WWN (Physical servers
only)

WWN to assign to the L-Server

The WWN can be specified using the following
methods:

- WWN direct specification
<WWN auto="false">WWN format</WWN>
For the WWN format, specify the WWN in colon
(":") delimited form.
("XXEXXEXXXKEXXXX)

- Auto alocation

<WWN auto="true" from="
WWNAddressSetResource'/>

<WWN auto="true" pool="Address pool name"/>
An address in the WWN scope set in the WWN
address set resources or WWN scope registered in
the specified address pool will automatically be
assigned.

Redundancy (*1, *4)

Redundancy to assign to L-Server (optional)

- None
No redundancy
- HA
Placein aserver with HA set

If omitted and not specified when creating the L-Server,
Noneis set.

Refer to the server redundancy on the "D.2 [Server]
Tab".

Positioning (*1, *4)

Physical position to assign to L-Server
(optional)

- Fixed
Fixed physical position
- AttachAtBoot
Position changes upon startup

If omitted, Fixed is set.
When the server typeis "Physical", specification is not
possible.

Exclusion (Virtua
serversonly) (*1)

Exclusive operation with another virtual
server on aphysical server (optional)

L-Server name or folder name.

No exclusion is performed if the L-Server or folder is
not included intheaccess scopeor the specified resource
does not exist.
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Element Name

Description

Remarks (Possible Values, Examples)

Server Automatic
Release
(Physical serversonly)

Automatic release of servers during power
off (optional)

Specify whether or not to automatically release the
servers assigned to the L-Server when they are powered
off.

When enabling automatic release, specify true.

When not enabling automatic release, specify false.

If left blank falseis set.

Next server to start
(Physical serversonly)

Next server to start (optional)

Valid when true is specified for Server automatic
release.

When true is specified, specify the next server to start
asfollows:

- When starting from the same server
<Primary>
<Physical Server name="Physical server name'/>
</Primary>
A server in the server pool
<Primary>
<Pool name="Server pool name"/>
</Primary>

- When specifying automatic selection from all
usable serversin the server pool
<Primary auto="true">

If left blank, the physical server that was used the last
time will be set.

VM host
(Virtual serversonly)

VM host to createthe VM to assignto the L-
Server (validwhenassigning for thefirsttime
only).

If specified at the sametime asresource pool,
priority is given to this attribute. (optional)

Specify the resource name of aregistered VM host.

VM pool
(Virtual serversonly)

Resource pool to extract the VM host to
createthe VM toassigntotheL-Server (valid
only when assigning for the first time).
(optional)

Specify the resource name of aregistered VM pool.

If there are VM pools with the same name on different
levels, the level must also be specified.

Folder/Pool

Server pool
(Physical serversonly)

Theresource pool that comprisesthephysical
servers assigned to L-Servers.

Specify the resource names of existing server pools.

If there are server poolswith the same name on different
levels, the level must also be specified.

Folder/Pool

Reserve setting server
pool (Optional)
(Physical serversonly)

Specify the server pool for reserve settings.
(optional)

Valid when redundancy has been configured.

If there are server poolswith the same name on different
levels, the level must also be specified.

Folder/Pool

Computer name,
hostname (* 6)

Computer name and hostname

Full name (*6)

Full name used for Windows

Product key (*6)

Windows product key

Administrator password

(*6)

Administrator password used for Windows

License mode (*6)

Client access license set for Windows

Maximum number of
connections (*6)

Number of client connections set for
Windows
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Element Name Description Remarks (Possible Values, Examples)

Organization name (*6) | Organization name used for Windows

Domain name (*6) Domain name used for the OS

For valuesthat can be specified, refer to"Table D.1 List
of Settings' of the"D.5[OS] Tab".

To specify multiple values, use multiple tags.
<DNSSearchPaths>

DNS search path (*6) DNS search path used for Linux <DNSSearchPath>DNS Search Path 1</
DNSSearchPath>

<DNSSearchPath>DNS Search Path 2</
DNSSearchPath>

</DNSSearchPaths>

NIC index used to set the DNS IP address.
Thisindex is required when the OS is Windows.
If the OSis Linux, leave the nic attribute blank.
Specify anumber between 0 and 9.

NIC Index (*6) NIC index used to set the DNS

For Windows, use the DNS I P address to set for each
DNS I P address (*6) DNS IP address NIC.
For Linux, usethe DNS|P addressto set for the system.

- For the time zones that can be specified using
Windows, refer to the Microsoft website (* 7).
Convert the value from the "Index" column to a
decimal, or specify avaluefromthe"Time" column.

- Examples of the time zones that can be specified
using Linux arelisted below. To specify other time
zones, refer to the information displayed using
commands provided by the OS such as timeconfig.

- AsialTokyo
- US/Pacific
Time zone (*6) Time zone for the OS
- US/Centrd

- US/Eastern

- Europe/Berlin

- Europe/Amsterdam
- Europe/London

- Asia/Seoul

- AsialHong_Kong

- Australia/Canberra

Hardware clock Clock confiauration used for Linux For valuesthat can be specified, refer to"Table D.1 List
configuration (*6) g ' of Settings' of the "D.5 [OS] Tab".

Resource folder name Name of the resource folder to placetheL- | To specify the level, use the following format:
(*8) Server Folder name/ Folder name

*1: Vaues can be changed by changing an L-Server when the server typeis"Virtua". Even if an L-Server template name or the content
of an L-Server template specified for the L-Server template name is modified, the L-Server configuration will not be modified. Only
change the OS typeif no OSisinstalled.

*2: When "Physical" has been specified for the server type and an image name has been specified, the L-Server name will be the OS
hostname/computer name.

When specifying a Windows image name, enter a character string of up to 63 alphanumeric characters (upper or lowercase) for the L-
Server name. The string cannot be composed solely of numbers.
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*3: Vaues can be changed by changing an L-Server when the server typeis"Physical".
*4: Only specify if no L-Server template is used or if the values specified in the L-Server template will not be used.
*5: For details on the possible values, refer to the VMware website below.

VMware web site

URL:
http://www.vmware.com/support/devel oper/vc-sdk/visdk400pubs/Ref erenceGui de/vim.vm.GuestOsDescriptor. GuestOsl dentifier.html
(As of November 2010)

*6: Personalizing information to be specified after the image is deployed. Only specify if there is no OS property definition file or if you
want to change the existing values.
*7: Refer to the Microsoft web site below.

Microsoft web site

URL: http://support.microsoft.com/kb/973627/en-us/ (As of November 2010)

*8: Specify if creating an L-Server in aresource folder.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

- Creating an L-Server that does not deploy a cloning image using an L-Server template (When server typeis"Physica")

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer nanme="first_server">
<Tenpl at eLi nk nane="snal | "/ >
<Ser ver Type>Physi cal </ Server Type>
<Mbdel >PRI MERGY BX620 S6</ Mbdel >
<Nl Cs>
<N &
<Nl Cl ndex>2</ NI Cl ndex>
<Net wor kLi nk name="net 01"/ >
</N C
</ NI Cs>
</ LServer >
</ Resour ces>

- Creating an L-Server that does not deploy a cloning image using an L-Server template (When server typeis"Virtua")

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer name="first_server">
<Tenpl at eLi nk nane="smal | "/ >
<Server Type>Vi rtual </ Server Type>
<OSType>Red Hat Enterprise Linux 5 (32-bit)</OSType>
<Nl Cs>
<NI C
<Nl Cl ndex>0</ NI Cl ndex>
<Net wor kLi nk name="net 01"/ >
<INl C
</ NI Cs>
</ LServer>
</ Resour ces>

- Creating an L-Server that deploys a cloning image using an L-Server template (pre-configured OS property definition file) (When
server typeis"Physica")
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<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer nanme="second_server">
<Tenpl at eLi nk nane="snal | "/ >
<Ser ver Type>Physi cal </ Server Type>
<Server | magelLi nk name="nast er _i mage"/ >
<Nl Cs>
<N &
<Nl Cl ndex>2</ NI Cl ndex>
<Net wor kLi nk name="net 01"/ >
</Nl C
</ NI Cs>
<CSSet ting>
<Conput er Nane>host 2</ Conput er Nane>
</ OSSetti ng>
</ LServer >
</ Resour ces>

- Creating an L-Server that deploys a cloning image using an L-Server template (pre-configured OS property definition file) (When
server typeis"Virtual")

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer nane="second_server">
<Tenpl at eLi nk nane="snal | "/ >
<Server Type>Vi rt ual </ Server Type>
<Server | magelLi nk name="nast er _i mage"/ >
<Nl Cs>
<NI &
<Nl Cl ndex>0</ NI Cl ndex>
<Net wor kLi nk name="net 01"/ >
</ NI C
</ NI Cs>
<OSSetti ng>
<Conput er Nane>host 2</ Conput er Nane>
</ OSSetti ng>
</ LServer >
</ Resour ces>

- Creating an L-Server that deploys a Linux cloning image without using an L-Server template (pre-configured OS property definition
file) (When server typeis"Physica")

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer nane="L-Server">
<Server | magelLi nk name="RHEL5"/ >
<Ser ver Type>Physi cal </ Server Type>
<Model >PRI MERGY BX620 S6</ Model >
<Di sks>
<Di sk>
<Di skl ndex>0</ Di skl ndex>
<Di skSi ze>40. 0</ Di skSi ze>
</ Di sk>
<Di sk>
<Di skl ndex>1</ Di skl ndex>
<Di skSi ze>30. 0</ Di skSi ze>
</ Di sk>
</ Di sks>
<NI Cs>
<NI &
<NI Cl ndex>2</ NI Cl ndex>
<Net wor kLi nk nane="net 01"/ >
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<MacAddr ess auto="true" from"MacAddressset" pool =" AddressPool "/ >
</ NI C
</ NI Cs>
<HBAs>
<HBA>
<HBAI ndex>0</ HBAI ndex>
<WMAN aut o="true" from="WnAddressset" pool =" AddressPool "/ >
</ HBA>
</ HBAs>
<Pol i cy>
<Redundancy>None</ Redundancy>
<Posi ti oni ng>Fi xed</ Posi ti oni ng>
</ Poli cy>
<OSSetting>
<Conput er Nane>host 1</ Conput er Nane>
<Donmai nNane>xx. zz. yy</ Domai nNane>
<DNSSear chPat hs>
<DNSSear chPat h>10. 20. 30. 40</ DNSSear chPat h>
</ DNSSear chPat hs>
</ OSSetti ng>
</ LServer>
</ Resour ces>

- Creating an L-Server that deploys a Linux cloning image without using an L-Server template (pre-configured OS property definition
file) (When server typeis"Virtua")

<?xm version="1.0" encodi ng="utf-8"?>
<Resour ces>
<LServer name="L- Server">
<Server | magelLi nk name="RHEL5"/ >
<Server Type>Vi rt ual </ Server Type>
<CPU>
<CPUPer f >1. 0</ CPUPer f >
<Nunf CPU>1</ NunOf CPU>
</ CPU>
<Menory>
<MenorySi ze>2</ MenorySi ze>
</ Menory>
<Di sks>
<Di sk>
<Di skl ndex>0</ Di skl ndex>
<Di skSi ze>20. 0</ Di skSi ze>
</ Di sk>
<Di sk>
<Di skl ndex>1</ Di skl ndex>
<Di skSi ze>30. 0</ Di skSi ze>
</ Di sk>
</ Di sks>
<NI Cs>
<N &
<Nl Cl ndex>0</ NI Cl ndex>
<Net wor kLi nk nanme="net 01"/ >
<IN C
</ NI Cs>
<Pol i cy>
<Redundancy>None</ Redundancy>
<Posi ti oni ng>Fi xed</ Posi ti oni ng>
</ Policy>
<OSSetting>
<Conput er Nane>host 1</ Conput er Nane>
<Domai nName>xx. zz. yy</ Domai nName>
<DNSSear chPat hs>
<DNSSear chPat h>10. 20. 30. 40</ DNSSear chPat h>
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</ DNSSear chPat hs>
</ OSSetti ng>
</ LServer>
</ Resour ces>

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

H.4 Network Resources

The XML definition for network resources is shown below.

<Pool

<Vl ani d>VLAN | D</ VI ani d>

<Ext ernal Port s>

</ Ext er nal Port s>

<Excl ude>

</ Excl ude>

</ Addr essSet >
</ Net wor k>
</ Pool >

<Addr essSet name="Address set nane"

<Addr essRange start="Start
<Addr essRange start="Start

<?xm version="1.0" encodi ng="utf-8"?>

name="Nanme of the resource pool

<Net wor k name="Net work resource nane"
<Conmment >Conmrent </ Conmrent >

| abel ="1 abel ">

| P address #1"
| P address #2"

<Def aul t Gat eway addr ess=" XXX. XXX. XXX. XXX" [ >

subnet =" subnet address"

to store the network resource">

<Net wor kSwi t chPort numnber ="LAN swi tch bl ade port name" sw tch="LAN sw tch bl ade nanme"/>
<Net wor kSwi t chPort nunber="LAN sw tch bl ade port name" sw tch="LAN switch bl ade name"/>

mask="subnet nask">

end="End | P address #1" />
end="End | P address #2" />

The XXX XXX . XXX.XXX format (dot-decimal notation) is used for the |P address, subnet address, and subnet mask.
The AddressSet tag is optional. If it is omitted, a network resource that cannot be assigned an address is created.

Element Name

Description

Remarks (Possible Values, Examples)

Resource pool name

Name of the resource pool to store the
network resource

Character string beginning with an

a phanumeric character and containing up to
32 aphanumeric characters, underscores
("), and hyphens ("-")

Network Resource Name

Name of the network resource

Character string beginning with an
alphanumeric character and containing up to
32 aphanumeric characters, underscores
("), and hyphens (")

Character string of up to 32 aphanumeric

Label L abel for thenetwork resource (optional)
characters or symbols
Comment for the network resource Character string of up to 256 aphanumeric
Comment .
(optional) characters or symbols
VLAN ID VLAN ID An integer between 1 and 4094

LAN switch blade external port
number

External port number of aLAN switch
blade required to create a network
resource for external communications

A positive integer

LAN switch blade name

Name of aLAN switch blade with an
external port

Address set name

Name of the address set

Character string beginning with an
alphanumeric character and containing up to
32 aphanumeric characters, underscores
("_"), periods ("."), and hyphens ("-")
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Element Name Description Remarks (Possible Values, Examples)
Subnet address Subnet Subnet value

Subnet mask value

The maximum value for a subnet mask is
255.255.255.255 (32bit mask) and the
minimum value is 255.255.0.0 (16bit mask).
However, 255.255.255.254 cannot be
specified.

Subnet mask Subnet mask

Specify the | P address range (start and

end) to exclude from the administration Specification of start and end P addr

Asthe network address and broadcast address

IP address exclusion range (start, of Resource Orchestrator. Start and end . .
. . are automatically excluded, do not specify
end) I P addresses are included in the .
. ) them in the | P address range (start and end) to
exclusion range. Multiple ranges can be
o exclude.

specified.

Default gateway Default gateway IP address

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

<?xm version="1.0" encodi ng="utf-8"?>
<Pool nanme=" Net wor kPool ">
<Net wor k name="man_net" | abel ="man_net _| abel ">
<Conmment >comment </ Comment >
<Vl ani d>4000</ VI ani d>
<Ext ernal Port s>
<Net wor kSwi t chPort nunber ="11" swi t ch="bx620-1anl1"/>
<Net wor kSwi t chPort nunber ="12" swi t ch="bx620-1an2"/>
</ Ext er nal Port s>
<Addr essSet name="192. 168. 99. 0" subnet="192. 168. 99. 0" mask="255. 255. 255. 0" >
<Excl ude>
<Addr essRange start="192.168.99. 10" end="192. 168. 99. 20" />
<Addr essRange start="192.168.99. 30" end="192. 168. 99. 40" />
</ Excl ude>
<Def aul t Gat eway address="192. 168. 99. 254"/ >
</ Addr essSet >
</ Net wor k>
</ Pool >

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

H.5 Resource Folders

The XML definition for resource folders is shown below.

<?xm version="1.0" encodi ng="utf-8"?>
<Fol der nane="Resource fol der nane" | abel ="Label ">
<Conment >Comment </ Comment >
<LServers>
<LServer name="L-Server nane" |abel ="Label ">
LServer information
</ LServer >
<LServer name="L-Server nane" |abel ="Label ">
LServer information
</ LServer >

</ LServers>
</ Fol der >
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Element Name Description Remarks (Possible Values, Examples)

Character string beginning with an alphanumeric character
Resource folder name Name of the resource folder and containing up to 32 a phanumeric characters, underscores
(ll—ll)’ ar]d hypher]s (ll_ll)

Label Label for the resource folder Character string of up to 32 alphanumeric characters or
(optional) symbols
Comment for the resource folder Character string of up to 256 alphanumeric characters or
Comment

(optional) symbols

For details on the elements of L Server tags, refer to "H.3 L-Servers'.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

<?xm version="1.0" encodi ng="utf-8"?>
<Fol der nane="f ol der 001" | abel ="Fol der for work 1">
<Comment >Cr eat ed on 2010/ XX/ XX for work 1</ Conment >
<LServers>
<LServer nanme="L-Serverl" | abel ="Label ">
LServerl | nformation
</ LServer>
<LServer name="L-Server2" |abel ="Label ">
LServer?2 I nformation
</ LServer>
</ LServers>
</ Fol der >

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

H.6 Users

The XML definition for usersis shown below.

<?xm version="1.0" encodi ng="utf-8"?>
<User nanme="User nane" |abel = "Label" >
<Passwor d >Passwor d</ Passwor d>
<Comment >"Commrent 1" </ Comrent >
<User Group>User group name</User G oup>
<Rol es>
<Rol e nanme="Rol e nanme 1">
<Scopes>
<Scope>Access scope 1</ Scope>
<Scope>Access scope 2</ Scope>
<Scope>Access scope 3</ Scope>
</ Scopes>
</ Rol e>
<Rol e nanme="Rol e nanme 2">
<Scopes>
<Scope>Access scope 1</ Scope>
<Scope>Access scope 2</ Scope>
<Scope>Access scope 3</ Scope>
</ Scopes>
</ Rol e>
<Rol es>
</ User >
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Element Name Description Remarks (Possible Values, Examples)

Character string of up to 32 alphanumeric characters, underscores

User name Name of the user + ). hyphens (*-"), and periods (*.")

Label Label for the user (optional) Character string of up to 32 alphanumeric characters or symbols
Password Password for the user Character string of up to 16 alphanumeric characters or symbols
Comment Comment for the user (optional) | Character string of up to 256 alphanumeric characters or symbols

Specify the name of a user group.

Name of the user group the user If omitted, the user group that the current user belongs to will be

User group name

belongs to (optional) assigned.
Role Names Role name (optional) Specify the role name to assign to the access scope.
Specify the scope of accessto allow for the user.
Set the access scope for the To restrict the access scope, specify resource folder names or
Access scope e .
specified role. resource names. If you do not want to restrict the access scope,

specify "all".

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

<?xm version="1.0" encodi ng="utf-8"?>

<User nanme="test_user0l1" |abel ="test_user0l">
<Passwor d>t est _user 01</ Passwor d>
<Conment >t est _user </ Conmrent >
<User Gr oup>admi n</ User G oup>

</ User >

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

H.7 User Groups

The XML definition for user groups is shown below.

<?xm version="1.0" encodi ng="utf-8"?>
<User Group nanme ="User Group nane 1" |abel = "l|abel 1">
<Conment >"Commrent 1" </ Conment >
<Rol es>
<Rol e nanme="Rol e nanme 1">
<Scopes>
<Scope>Access scope 1</ Scope>
<Scope>Access scope 2</ Scope>
<Scope>Access scope 3</ Scope>
</ Scopes>
</ Rol e>
<Rol e nanme="Rol e nanme 2">
<Scopes>
<Scope>Access scope 1</ Scope>
<Scope>Access scope 2</ Scope>
<Scope>Access scope 3</ Scope>
</ Scopes>
</ Rol e>
<Rol es>
</ User Gr oup>
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Element Name Description Remarks (Possible Values, Examples)

Character string (Unicode) beginning with an a phanumeric character and
User group name Name of the user group containing up to 32 a phanumeric characters, underscores (*_"), and
hypha.ls (ll_ll)

Label for the user group

Label (optional) Character string of up to 32 alphanumeric characters or symbols
Comment for the user . .

Comment . Character string of up to 256 alphanumeric characters or symbols
group (optional)

Role Names Role name (optional) Specify the role name to assign to the access scope.
Specify the access scope Specify .the scope of accessto all pw for the user.

Access scope for the role To restrict the access scope, specify resource folder names or resource

names. If you do not want to restrict the access scope, specify "all”.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

<?xm version="1.0" encodi ng="utf-8"?>
<User Group nane="adm n" | abel ="adm n">
<Comment >adni n_gr oup</ Conmrent >
<Rol es>
<Rol e nanme="admni n">
<Scopes>
<Scope>al | </ Scope>
</ Scopes>
</ Rol e>
</ Rol es>
</ User Gr oup>

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S
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Appendix | Backup and Restoration of Admin Servers

This section explains how to back up and restore the admin server.

.1 Overview

By backing up the resources of Resource Orchestrator listed below, it is possible to restore the admin server even if files needed to boot
the OS are deleted, or files of the manager are deleted from the installation folder making it impossible to boot this software, or other
mistakes made by system administrators result in damage to the system.

It is recommended that you create a backup once a system using Resource Orchestrator has been configured, and after the registration,
modification, or deletion of resources.

The resource files managed by Resource Orchestrator are:
- Configuration definition information of Resource Orchestrator (database of the Resource Orchestrator manager)
- System images and cloning images (files in the image file storage folder)

Back up Resource Orchestrator resources on the admin server using the following procedure:

Install the configuration definition information backup and restore tool

Back up certificates and session encryption keys

Back up system images and cloning images (* 1)

Back up configuration definition information

Back up the OS property definition file

o o &~ W DdPE

Check image management information (* 1)
*1: Necessary when using the RCVE backup and restore, or cloning functions for physical servers.
Restore backed up resources to the admin server using the following procedure:

1. Reinstall the manager and the backup and restore tools of the configuration definition information, and restore the certificates and
session encryption keys

2. Restore system images and cloning images (* 1)
3. Restore configuration definition information

4. Restore the OS property definition file

5. Configure image management information (* 1)

*1: Necessary when using the RCV E backup and restore, or cloning functions for physical servers.

4}1 Note

Target Resourcesfor the Backup and Restore Tool
The configuration definition information managed by Resource Orchestrator (database of the manager) isthetarget of backup and restore.

System images, cloning images (filesin theimage file storage folder), VM management software, and VM guests consisting of VM hosts
and L-Servers or virtual disks are not the target of backup and restore tools. Perform backup and restore another way.

Functional Range of the Backup and Restore Tool

The backup and restore tool does not support online backup, which is the backup of managers without stopping them.
After restoration, the statusis the same asimmediately after the backup operation.

Execution Timing for the Backup and Restore T ool

When performing backup and restoration, take care regarding the following points:
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- Do not perform back up or restoration of the admin server while server switchover or failback istaking place, or while asystem image
is being backed up or restored.

- After backup, only when the following hardware configuration and configuration changes have not been performed, is it possible to
perform restoration. When performing hardware configuration or configuration changes, perform backup again.

- Replacement of achassis, LAN switch, managed server, or power monitoring device hardware
- Replacement of the NIC of amanaged server

- LAN connections between managed servers and LAN switches

- Server switchover or takeover (*1)

- Creation and deletion of L-Servers with the server type "Physical"

- Attachment and detachment of L-Server disks with the server type "Physical"

*1: If failback has been performed after server switchover, restore can be performed.

ﬂ Information

Recovery can also be performed by first backing up the entire admin server disk, and then restoring it.
In clustered manager configurations, the disk shared between cluster nodes should also be backed up and restored.

After backing up the entire disk of the admin server, when Resource Orchestrator resources have been backed up, and restoration of the
entire disk of the admin server is complete, perform the steps 2.-5. in "1.4 Restoring an Admin Server" and restore system images, cloning
images, and configuration definition information.

.2 Preparations

This section explains how to prepare for backup and restore operations of the admin server.

Obtain the backup and restore tools for configuration definition information in advance to back up and restore the configuration definition
information, and install them on the manager.

For details on installation, refer to the documents provided with the tools.

The location to install the toolsis as follows:

[Windows]
Installation_foldeAManager\sys

[Linux]
/opt/FISVrevmr/sys

.3 Backing Up the Admin Server

This section explains how to back up the admin server.

;ﬂ Note

- During configuration of server switchover, backup cannot be performed for serversthat have been switched to spare servers. Perform
backup after restoring the servers.
For details on backup, refer to the notes on operation after server switchover given in the "ServerView Resource Coordinator VE
Operation Guide".

- From the second and successive backups, there are no problems even if backed up folders and configuration definition information
from the last time are deleted. Delete earlier backups when disk space constraints make it necessary to do so.

- Do not perform operations such as server switchover, failback, backup of system images, restoration, or collection or deployment of
cloning images during backup.
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- When operating managersin cluster environments, change the names of folders to copy to those of the folders on the shared disk.
For details on the folder name of the shared disk, refer to the manager cluster operation settings section of the " ServerView Resource
Coordinator VE Installation Guide".

1. Back up certificates and session encryption keys

Copy the folder containing the certificates to another folder.
Regarding thefolder wherethe certificatesare stored, refer to " Uninstallation [Windows]" in the" ServerView Resource Coordinator
VE Installation Guide".

Backup of the session encryption key is only required if passwords were saved using the -save option of the rcxlogin command.
This step is not required if no password has been saved, or if passwords are to be saved again after re-installation.

For details on the rexlogin command, refer to the " ServerView Resource Coordinator VE Command Reference”.
When backing up the session encryption keys, copy the following folder to another folder.

[Windows]
Installation_foldeAM anager\Rails\config\rcx_secret.key

[Linux]
[etc/opt/FISV revmr/rails/config/rex_secret.key

Assaved passwordsare stored inthe homedirectory of the OS user account for which the password wassaved, it isal so recommended
to back up of the contents of the home directory.

2. Back up system images and cloning images
Copy the folder used to store system images and cloning images to another folder.

For details on folders, refer to the backup of system images and cloning images sections of backup and restore of admin server in
the "ServerView Resource Coordinator VVE Operation Guide".

Qn Note

Use this procedure when using backup and restore, and cloning of RCVE physical servers.
- Back up system images

For details on how to back up system images, refer to the backup information in the "ServerView Resource Coordinator VE
Operation Guide".

- Caollect cloning images

For details on how to collect cloning images, refer to the cloning information in the "ServerView Resource Coordinator VE
Setup Guide".

3. Back up virtual machines of VM management software
For details on how to perform backup, refer to the manual of the VM management software.
4. Back up configuration definition information
a Stop the manager

Stop the Resource Orchestrator manager. For details on how to stop the manager, refer to the information about stopping the
manager in the " ServerView Resource Coordinator VE Setup Guide".

b. Back up configuration definition information

Execute the following commands to write configuration definition information: Specify a directory or folder to write the
configuration definition information and the version XML to.

Specify the directory or folder using -dir. When there is currently no directory or folder, create anew directory or folder and
write configuration definition information and the version XML to that directory or folder.

When the directory or folder specified using -dir already exists, and -overwrite is specified, the configuration definition
information and the version XML will be overwritten. When -overwrite is not specified, an error will occur.
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>rexbackup -dir dirname[-overwrite] <RETURN>

gn Note

Specify the command using an absolute path.

When specifying folders or directories, take note of the following points.

- Do not specify the system installation folder or the installation directory for the -dir option.

- Do not use double-byte characters or the following symbols to specify folders or directories for the -dir option.

e o

’ ) ’ )

When transferring backed up data (the directory specified using -dir) with FTP, compress the backed up data into one zip file and

then transfer it.

During restoration, the certificates, configuration definition information, OS property definition files, system images and cloning
images must have been backed up at the same point in time. It is recommended to store the backed up information in folders with

) ) ’ )

names including the date and time of backup.

- Operation requirements

Backup of configuration definition information cannot be performed during operation of resources such as L-Servers, resource

pools, or resource folders. Perform the operation after stopping managers.

Thefollowing settingsand information are not recovered after an admin server isrestored. Follow theinstructions below to manually

recover them.

- Maintenance mode

Maintenance mode is released after restoration is performed. If performing backup while maintenance mode is set, record the

mai ntenance mode state for each managed server at the time of backup.

- Power consumption data for power monitoring devices

Power consumption data for power monitoring devices cannot be restored. Exporting of power consumption data is
recommended before reinstalling the manager. For details on operations, refer to the notes on power consumption data given

in the "ServerView Resource Coordinator VVE Operation Guide".

- VIOM coordination user names and passwords

VIOM coordination user names and passwords cannot be restored. Register VIOM coordination before performing

restoration.

For details on operations, refer to the information about VIOM coordination registration in the "ServerView Resource

Coordinator VE Setup Guide".

5. Back up information related to SystemcastWizard

[Windows]

Back up the following in an arbitrary folder.

Copy files and databases, and use aregistry editor to export all the following keys from the registry.

No Overview

Targets of backup and restoration

1 Registry (*1)

HKEY_LOCAL_MACHINE\SOFTWARE\Fujitsu\SystemcastWizard(32bitOS)
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\Fujitsu
\SystemcastWizard(64bitOS)

2 Databases

Installation_foldenScwPro\scwdb\scwdbl.mdb
Installation_foldenScwPro\scwdb\scwdbl.mdw

DHCP
3 configuration
information file

Installation_foldeAScwPro\bin\ipTable.dat
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No Overview Targets of backup and restoration

g |lPaddes o llation folde\SowProbiniocalipaddress.ixt
configuration file

AWWN
definition file (*2)

Installation_foldeAScwPro\tftp\rcbootimg\awwn_ XXX XXX XXX . XX X.cfg(*3)
Installation_foldeAScwPro\tftp\rcbootimg\_awwn_ XXX XXX XXX . XXX.cfg(*3)

*1: On 64-bit OS's, redirection will be performed to Wow6432Node.
*2: No action is necessary in VIOM environments.
*3:In XXX XXX XXX XXX, an |P address is displayed.

[Linux]
Back up the following in an arbitrary folder.

No Overview Targets of backup and restoration
1 :i:I?E nfiguration [etc/opt/FISV scw-common/scweonf.reg
Ivar/opt/FISV scw-depl oysv/scwdb/scwdbl.db
2 Databases Ivar/opt/FISV scw-depl oysv/scwdb/scwdb2.db
DHCP

3 configuration
information file

Ivar/opt/FISV scw-pxesv/ipTable.dat

bootcfg
4 configuration /etc/opt/FISV scw-pxesv/ClientBoot/*
file(*1)
AWWN .
5 definition file Ivar/opt/FISV scw-tftpsv/tftproot/ rcboot? mg/avwn_XXX. XXX XXX XXX.cfg(*3)
*2) Ivar/opt/FISV scw-tftpsvi/tftproot/rchootimg/_awwn_ XXX XXX XXX XXX.cfg(*3)

*1: All files under the directory are the target.
*2: No action is necessary in VIOM environments.
*3:In XXX XXX XXX XXX, an |P addressis displayed.

. Back up the OS property definition file

Back up the OS property definition file.

For details on OS property definition file, refer to "D.5 [OS] Tab".

. Back up of definition files for combining FC-CA ports of ETERNUS storage
Back up the definition files for combining FC-CA ports of ETERNUS storage.

For details on the definition file, refer to "4.2.4 Storage Resources'.

Ln Note

Combination definition files are only necessary when using ETERNUS for L-Server storage on physical servers.

. Confirm image settings

Confirm the following image settings:
- Number of system image versions
- Number of cloning image versions

- Imagefile storage folder
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& Note

Use this procedure when using backup and restore, and cloning of RCVE physical servers.
For details, refer to the notes of the rcxadm imagemgr command in the "ServerView Resource Coordinator VE Command
Reference".

When uninstalling the manager, it is not necessary to delete managed servers from the server tree.

.4 Restoring an Admin Server

This section explains how to restore an admin server.

Qn Note

When operating managers in cluster environments, change the name of the folder to restore to the folder name used on the shared disk.
For details on the folder name of the shared disk, refer to the manager cluster operation settings section of the "ServerView Resource
Coordinator VE Installation Guide".

1. Reingtall the manager and the backup and restore tools of the configuration definition information, and restore the certificates and
session encryption keys

When the manager does not operate correctly due to damaged files, uninstall the manager and then reinstall it. After reinstalling
backup and restore tools for configuration definition information, restore the certificates and session encryption keys.
When re-installing the manager, use the path for the image files storage folder confirmed during backup.

For detail s on how to restore the manager, refer to the information about manager installation and uninstallation in the " ServerView
Resource Coordinator VE Installation Guide".

Restoration of session encryption keysis only required if passwords were saved using the -save option of the rcxlogin command.
This step is not required if no password has been saved, or if passwords are to be saved again after re-installation.

For details on the rexlogin command, refer to the " ServerView Resource Coordinator VE Command Reference”.
To restore session encryption keys, restore the following file from the backup folder to the given destination.

[Windows]
Installation_foldeAM anager\Rails\config\rcx_secret.key

[Linux]
/opt/FISVrevmr/rails/config/rex_secret.key

As saved passwords are stored in the home directory of the OS user account for which the password was saved, authentication may
fail if the home directory contents were damaged. In that case, either restore the home directory contents or save the password again
using the rexlogin command.

QJT Note

When reinstalling the manager, as the backup and restore tools for configuration definition information are also uninstalled when
the manager is uninstalled, reinstall the backup and restore tools for configuration definition information.

2. Stop the manager
Stop the manager.
For detailson how to stop the manager, refer to the manager information inthe " ServerView Resource Coordinator V E Setup Guide”.

3. Restore system images and cloning images

Restore system images and cloning images.
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& Note

Use this procedure when using backup and restore, and cloning of RCVE physical servers.

For details on how to restore system images and cloning images, refer to the information about restoration of system images and

cloning imagesin the " ServerView Resource Coordinator VE Operation Guide".

. Restore virtual machines of VM management software

For details on restoration, refer to the manual of the VM management software.

. Restore information related to SystemcastWizard

[Windows]
Restore the information that was backed up to arbitrary folders.

Import backed up data by copying files and databases, and using aregistry editor to import the keys that were backed up from the

registry.
No Overview Targets of backup and restoration
HKEY_LOCAL_MACHINE\SOFTWA RE\FUjitsu\SystemcastWizard(32hitOS)
1 | Registry (*1) HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\Fujitsu
\SystemcastWizard(64bitOS)
Installation_foldenScwPro\scwdb\scwdbl.mdb
2 Databases .
Installation_foldenScwPro\scwdb\scwdbl.mdw
DHCP
3 configuration Installation_foldeAScwPro\bin\ipTable.dat
information file
g4 | |Paddress Installation_foldenScwPro\bin\localipaddress.txt

configuration file

AWWN definition
file(*2)

Installation_foldehScwPro\tftp\rchooti mg\awwn_XXX. XXX XXX XX X.cfg(*3)

Installation_foldeNScwPro\tftp\rcbootimg\_awwn_ XXX XXX XXX .XXX.cfg(*3)

*1: On 64-bit OS's, redirection will be performed to Wow6432Node.
*2: No action is necessary in VIOM environments.
*3In XXX XXX XXX XXX, an |P address is displayed.

[Linux]

Restore the information that was backed up to arbitrary folders to the following locations.

(*1)

No Overview Targets of backup and restoration
1 Configuration file | /etc/opt/FISV scw-common/scweonf.reg
Ivar/opt/FISV scw-deploysv/scwdb/scwdbl.db

2 | Daabases Ivarlopt/FJISV sow-deploysv/scwdb/scwdb2.db

DHCP
3 configuration Ivar/opt/FISV scw

information file

Bootcfg
4 configuration file | /etc/opt/FISV scw

AWWN
definition file (*2)

Ivar/opt/FISV scw-tftpsv/tftproot/rcbootimg/anwn. XXX XXX XXX XXX.cfg(*3)
Ivar/opt/FISV scw-tftpsv/tftproot/rcbootimg/_awwn_XXX XXX XXX XXX.cfg(*3)

*1: All files under the directory are the target.
*2: No action is necessary in VIOM environments.
*3:In XXX XXX XXX XXX, an |P address is displayed.
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6. Restore configuration definition information
a. Restore configuration definition information

Restore the written configuration definition information in "4 Back up configuration definition information" of the "I.3
Backing Up the Admin Server".

Execute the following command:

>rexrestore -dir dirname<RETURN>

& Note

Specify the command using an absol ute path.

b. Start the manager

Start the manager.
For details, refer to the information about starting the manager in the " ServerView Resource Coordinator VE Setup Guide".

7. Restore the OS property definition file
Restore the OS property definition file.
For details on OS property definition file, refer to "D.5 [OS] Tab".
8. Restoration of definition files for combining FC-CA ports of ETERNUS storage
Restore definition files for combining FC-CA ports of ETERNUS storage.
For details on the definition file, refer to "4.2.4 Storage Resources'.

gn Note

Combination definition files are only necessary when using ETERNUS for L-Server storage on physical servers.

9. Restore image management information
Restore the following image management information if it was modified at the time of backup.
- Number of system image versions

- Number of cloning image versions

QJT Note

Use this procedure when using backup and restore, and cloning of RCVE physical servers.

For details on how to change the number of system image versions, refer to the information about the maximum number of system
image versions in the " ServerView Resource Coordinator VE Setup Guide".

For details on how to change the number of cloning image versions, refer to the information about the maxi mum number of cloning
image versionsin the "ServerView Resource Coordinator VE Setup Guide".

& Note

- When operating managers in cluster environments, change the name of the folder to restore to the folder name used on the shared
disk.
For details on the folder name of the shared disk, refer to the manager cluster operation settings section of the " ServerView Resource
Coordinator VE Installation Guide".

- When configuring a VM host as a spare server, leave the "operation” of the "SpareServer" section of the physical server to use asa
hyphen ("-"). After completing restoration, configure the spare server for the target physical server from the RC console.

-210-



Do not perform restoration during server switchover, failback, backup or restoration of a system image, or while acloning imageis
being collected or deployed.

When performing restoration of certificates, configuration definition information, and system images and cloning images, restore
backups taken at the same point in time.

Restoration can only be executed if none of the settings or hardware configuration changes described below have been made since
the admin server was backed up:

- Replacement of achassis, LAN switch blade, managed server, or power monitoring device
- Replacement of the NIC of amanaged server
- LAN connections between managed servers and LAN switch blades
- Server switchover or takeover (*1)
* 1. If failback has been performed after server switchover, restore can be performed.
Managed servers using HBA address rename must be restarted after being restored.

Maintenance mode settings cannot be recovered after restoration. Set the maintenance mode in accordance with the information
recorded at the time of backup.

When an agent is registered on a managed server and when backup of system images and collection of cloning imagesis being used,
perform either of the following after restoring the admin server.

- Restart the managed server
- Restart the Deployment service described in the agent information in the " ServerView Resource Coordinator VE Setup Guide"

Connection information of LAN switches and network maps cannot be backed up. Refer to the preparation information for network
mapsin the "ServerView Resource Coordinator VE Operation Guide", register LAN switches and obtain the network information.

VIOM coordination user names and passwords cannot be backed up. Register VIOM coordination before performing restoration.

For details on operations, refer to the information about VIOM coordination registration in the " ServerView Resource Coordinator
VE Setup Guide".
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Glossary

aggregate
A unit for managing storage created through the aggregation of a RAID group.
Aggregates can contain multiple FlexVols.
data center
A facility that manages client resources (servers, storage, networks, etc.), and provides internet connections and maintenance/
operational services.
disk resource

The unit for resources to connect to an L-Server. An example being avirtual disk provided by LUN or VM management software.

Fibre Channel

A method for connecting computers and peripheral devices and transferring data.
Generally used with servers requiring high-availability, to connect computers and storage systems.

Fibre Channel port

The connector for Fibre Channel interfaces.
When using ETERNUS storage, referred to as an FC-CA port, and when using NetApp storage, referred to as an FC port.

FlexVol

A function that uses aggregates to provide virtual volumes.
Volumes can be removed in an instant.

ICT governance
A collection of principles and practices that encourage desirable behavior in the use of ICT (Information and Communication
Technology) based on an evaluation of the impacts and risks posed in the adoption and application of ICT within an organization or
community.
link aggregation
Function used to multiplex multiple ports and use them as a single virtua port.
By using this function it becomes possible to use a band equal to the total of the bands of all the ports.
Also, if one of the multiplexed portsfailsitsload can be divided among the other ports, and the overall redundancy of portsimproved.
L-Server

A logical platform composed of resource pools containing physical and virtual resources.

L-Server template

A template that defines the number of CPUs, memory capacity, disk capacity, and other specifications for resources to deploy to an
L-Server.

LUN (Logical Unit Number)
A logical unit defined in the channel adapter of a storage unit.

MAC address (Media Access Control address)

A unique identifier that is assigned to Ethernet cards (hardware).

Also referred to as a physical address.

Transmission of datais performed based on thisidentifier. Described using a combination of the unique identifying numbers managed
by/assigned to each maker by the IEEE, and the numbers that each maker assigns to their hardware.
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member server

Collective term that refers to a server in a Windows network domain that is not a domain controller.

migration
The migration of aVM guest to adifferent VM host. The following two types of migration are available:
- Cold migration
Migration of an inactive (powered-off) VM guest.
- Livemigration

Migration of an active (powered-on) VM guest.

physical network adapter

Hardware that provides network functions.

private cloud

A private form of cloud computing that provides ICT services exclusively within a corporation or organization.

RAID (Redundant Arrays of Inexpensive Disks)
Technology that realizes high-speed and highly-reliable storage systems using multiple hard disks.

RCVE (ServerView Resource Coordinator VE)

Automation/visualization software that enables simple server life cycle management by reducing setup, operational and maintenance
efforts.

resource

Collective term or concept that refers to the ICT resources (servers, storage, and networks), both physical (hardware) and logical
(software), from which a system is composed.

resource folder

An arbitrary group of resources.

resource pool

A collection of servers, storage, networks, and other resources.

role

A collection of operations that can be performed.

storage management software

Software for managing storage units.

storage resource

Collective term that refersto virtual storage resources and disk resources.

virtual storage resource

Thisrefers to aresource that can dynamically remove a disk resource. An example being a file system for creating RAID groups or
VM (VMFS of VMware, etc.).
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virtual switch

A function provided by server virtualization software in order to manage L-Server (VM) networks as virtual LAN switches.
Management of rel ationships between virtual L-Server NICs, and physical server NICsoperating on VM hosts, can be performed using
an operation similar to the connection of anormal LAN switch.

VMware Teaming

A function of VMware. By using VMware Teaming it is possible to perform redundancy by connecting a single virtual switch to
multiple physical network adapters.

WWNN (World Wide Node Name)

A name that is set as a common value for the Fibre Channel ports of a node. However, the definitions of nodes vary between
manufacturers, and may also indicate devices or adapters. Also referred to as a node WWN.

WWPN (World Wide Port Name)

A namethat isauniquevalue and is set for each Fibre Channel port (HBA, CA, fibre channel switch ports, etc.), and isthe IEEE global
MAC address. Asthe Fibre Channel ports of the same WWPN are unique, they are used asidentifiers during Fibre Channel port login.
Also referred to as a port WWN.
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