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Preface

Purpose

The purpose of the document is to outline functions of PRIMECLUSTER Wizard for Oracle. Further, it describes the procedures from
installation to operation management.

Readers

The document is intended for the system engineers and system administrators to design, configure, and manage a PRIMECLUSTER
system. The reader should have expertise in the PRIMECLUSTER and Oracle system.

QOutline

The document consists of the following 6 chapters and 2 appendix:
* Chapter 1 Feature
* Chapter 2 Environment setup
* Chapter 3 Operation
* Chapter 4 Command
* Chapter 5 Notice
+ Chapter 6 Message
+ Appendix A
* Appendix B
* Appendix C

Technical term

For technical words related to clustersin this document, refer to the manual. Unless otherwise specified, the following words are used for
Oracle products. For details, refer to the Oracle manuals.

*+ Oracleinstance:

Referred to as "instance”, "Oracle instance”, or "Oracle RAC instance" in this document.
* Oraclelistener:

Referred to as "Listener”, or "Oracle listener” in this document.
+ OracleReal Application Clusters:

Referred to as"RAC", or "Oracle RAC" in this document.
For detail ontheversion and release of Oracle Real Application Clusterswhichissupported by the product (PRIMECLUSTER Wizard
for Oracle), refer to the installation guide of this product.

+ OracleClusterware:
Referred to as "Oracle Clusterware" in this document.
+ Oracleuser:

Referred to "Oracle user" or "DBA user" in this document.
Operating system user account belonging to OSDBA to operate and manage Oracle system.

Notational convention

The document conforms to the following notational conventions:



E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

Description (if necessary)

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

F-ﬂlnformation

25 See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

Description (if necessary)

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

gn Note

Describes points to be taken notice of.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

Describes by using an example.
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IChapter 1 Feature

1.1 Feature Outline

PRIMECLUSTER Wizard for Oracle is a software product that facilitates cluster operation management for Oracle database operating
on aPRIMECLUSTER system.
The scalable operation with Oracle Real Application Clusters (Oracle RAC) and the standby operation with Oracle database are enabled.

This software provides the following features:

Feature Description

Environment Setup Environment setup tool to enable clustering of Oracle database

Monitoring Daemon processes to monitor Oracle instance, Listener and detect their failures
Start and Stop Control Scripts used for startup and stop of Oracle instances, Listeners

Setup and Operation Commands | Commands used for setup and operations

Environment Setup

To enable clustering of Oracle database, it is required that Oracle instances and Listeners are registered on userApplicatoin(cluster
application) as a"resource”’. PRIMECLUSTER Wizard for Oracle enablesit. For details, refer to "Chapter 2 Environment Setup”.

Monitoring

PRIMECLUSTER Wizard for Oracle provides daemon processes to monitor Oracle instances and Listeners and detect their failures. For
details, refer to "3.1 Oracle Control through PRIMECLUSTER Wizard for Oracle”.

+ Oracleinstance Monitoring

The daemon process connects to the Oracle instance asthe SY STEM user. It also cyclically monitors background processes (" Process
Monitoring") and manipulates data with SQL statements (" Table Monitoring").

The daemon process monitors PMON, SMON, DBWr, LGWR and CKPT of the background processes in the process monitoring,
and createsatablefor monitoring inthe SY STEM schema, and mani pul ate dataon the tablewith SQL statements (INSERT, UPDATE,
DELETE and COMMIT) in the table monitoring. Therefore, it means that not only the background process failures but also logical
failures can be detected.

If ORA-xxxxx error occurs and the daemon process detected it in monitoring, restart of the Oracle instance and failover are
automatically performed according to the detected error. Moreover, if the Oracle instance hangs and the SQL statements are not
returned within a specified time, it is notified as atime out error.

* Listener Monitoring
The daemon process monitors a Listener process. In standby operation, it also monitors the Listener with "tnsping" command.

In scalable operation with Oracle RAC, the daemon process monitors Oracle instances and Listeners. However, if the Oracle instances
and Listenersfail, they will be recovered by Oracle Clusterware.

Start and Stop Control

PRIMECLUSTER Wizard for Oracle provides scripts to start up and stop Oracle instances and Listeners automatically, according to the
state transition of userApplication. For details, refer to "3.1 Oracle Control through PRIMECLUSTER Wizard for Oracle”.

* Oracleinstance Start and Stop

In standby operation, the script starts up the Oracle instance, checking the state and recovering. For example, if the Oracle instance
had failed during online backup, the scripts automatically execute "END BACKUP" during the startup.

When stopping, the scripts stop theinstancein the IMMEDIATE mode. If it fails, the script immediately triesinthe ABORT. It means
that the failover of userApplication can be performed at high-speed.

In scalable operation with Oracle RAC, the script starts up and stops the Oracle instance with "srvctl start/stop instance”" command.



* Listener Start and Stop
In standby operation, the script starts up and stops the Listener with "Isnrctl start/stop™ command, checking the state.
In scalable operation with Oracle RAC, the script starts up with "srvctl star listener" command.

In operation with Oracle RAC, start and stop of Oracle Clusterware are also managed.

Setup and Operation Commands

PRIMECLUSTER Wizard for Oracle provides auxiliary commands for setup and operation. For details, refer to "Chapter 4 Command”.

1.2 Operating Environment

Scalable operation
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In scalable operation with Oracle RAC, Oracle is operated on all the nodes. The clients can access to the database regardless of which
node they are connected to.




Standby operation
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In standby operation, acluster system consists of an operating node and standby nodes. On the operating node, the resources such asOracle
applications, alogical IP address and shared disks are active. On the standby node, these resources are inactive. In the event of afailure,
userApplication is switched to the standby node, and the resources in this standby node become activated. Then, the client can connect
itself to the operating node using the logical |P address without changing any settings.



IChapter 2 Environment Setup

2.1 Oracle Environment Setting

This section explains a general setup procedure of Oracle operating on a PRIMECLUSTER system.

Standby operation

Procedure
No. :
operating node Standby node
1 | Install and configure PRIMECLUSTER Install and configure PRIMECLUSTER
2 | Install PRIMECLUSTER Wizard for Oracle Install PRIMECLUSTER Wizard for Oracle
3 | Install and configure Oracle software Install and configure Oracle software
4 | Create userApplication -
5 | Create and set up an Oracle database -
61 - Set up an Oracle database
7 | Create and set up Oracle resources -
For details, refer to "2.2 Standby Operation”.
Scalable operation (Oracle RAC)
Procedure
No
One arbitrary node Other nodes

1 | Install and configure PRIMECLUSTER

Install and configure PRIMECLUSTER

2 | Install PRIMECLUSTER Wizard for Oracle

Install PRIMECLUSTER Wizard for Oracle

3 | Install and configure Oracle software

Install and configure Oracle software
(*Installation automatically done)

4 | Create and set up an Oracle database

5 | Create and set up Oracle resources

For details, refer to "2.3 Oracle RAC Scalable Operation”.

gn Note

The setup procedure explained in section "2.2 Standby Operation” and "2.3 Oracle RAC Scalable Operation” assumes that the

userApplication will be created newly.

In the case of upgrading from previous version, refer to "Installation Guide for PRIMECLUSTER Wizard for Oracle”.

2.2 Standby Operation

This section descries how to configure an environment for standby operation.

For the configuration procedure for Oracle RAC scalable operation, refer to "2.3 Oracle RAC Scalable Operation”.




2.2.1 PRIMECLUSTER Installation and Configuration

Set up hardware
Set up hardware required for PRIMECLUSTER. The shared disk is also required to create an Oracle database.

Install software

Install PRIMECLUSTER firgt, referring to "Installation Guide" accompanying the software.
Standby operation requires the following editions:

+ PRIMECLUSTER Enterprise Edition
* PRIMECLUSTER HA Server
Then, install PRIMECLUSTER Wizard for Oracle referring to "Installation Guide" accompanying the software.

Set up cluster system

Configure a cluster system according to "PRIMECLUSTER Installation and Administration Guide". Setup described in "6.6 Setting Up
Online/Offline Scripts' in the manual should be completed.

How to create a userApplication(cluster application) with RMS Wizard("hvw" command) is explained in "6.7 Setting Up Cluster
Applications" in the manual and the sections below.

2.2.2 Oracle Software Installation and Configuration

This section explains how to install and configure Oracle software.

& Note

* Install only Oracle software to all nodes. Do not create a database in this section (Database creation is performed in "2.2.6 Oracle
Database Creation and Setting").

+ If multiple ORACLE_HOME are configured on one server, adifferent user name must be assigned respectively.

* Confirm the contents of "Chapter 5 Notice" before Installing.

Initial setup
* Set up the kernel parameter

Set up valuesin the "/etc/system" file for Oracle in addition to the values for PRIMECLUSTER.
The kernel parameter values vary depending on the implemented Oracle versions.
Refer to the Oracle installation guide. The parameter values should be identical on all the nodes.

The kernel parameters can be configured with the sysctl (8) utility when they are executed. The procedures for changing the kernel
parameters and setting up the new kernel parameters are explained below.

QT Note

Before installing Oracle software, it is necessary to change the "/etc/sysctl.conf” file and reboot the node.
For semopm (the third value of "kernel.sem", specify avalue of 4 or more.

}U Example

© 0 0000000000000 0000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0C0CO0C0CO0CQO0CQOCOCIOCOCEOCEOCTEOCTETE

The following command enables the value of /etc/sysctl.conf for the kernel. Y ou do not have to reconfigure the kernel.



To change the kernel parameter while the OSis running, use sysctl (8). For details about sysctl (8), refer to the manual pages.

sysctl -p <fil ename>

If <filename> is omitted, read from /etc/sysctl.conf.

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

+ [etc/services

Set up a port number for the Oracle listener.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0C0CO0C0CO0CQO0CQOCOCIOCOCEOCEOCTEOCTETE

listener 1521/tcp oracle

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

+ Oracle User

Create a DBA (database administrator) to allow usersto install and operate Oracle. The user 1D and the group ID must be the same
on al the nodes.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0C0CO0C0CO0CQO0CQOCOCIOCOCEOCEOCTEOCTETE

# groupadd -g <group | D> dba

# groupadd -g <group | D> oinstall

# useradd -g oinstall -G dba oracle
# passwd oracle

Normally, the group name should be "dba" and "oinstall".

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

Set up an environment variable of an Oracle user.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0C0CO0C0CO0CQO0CQOCOCIOCOCEOCEOCTEOCTETE

(.bash_profile)

ORACLE_BASE=/ u01/ app/ oracl e; export ORACLE BASE

ORACLE_HOME=/ u01/ app/ or acl e/ product/db; export ORACLE_HOVE

CRACLE_SI D=ora export ORACLE_SID

LD_LI BRARY_PATH=$ORACLE_HOME/ | i b; export LD_LI BRARY_PATH

PATH=$ORACLE_HOME/ bi n: / usr/ bi n:/bi n:/usr/bin/X11/:/usr/local /bin; export PATH

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

Ln Note

PRIMECLUSTER Wizard for Oracle controls Oracle as the Oracle user that belongs to OSDBA group.
- Besuretoinclude ORACLE_HOME/bin in the PATH environment variable of the Oracle user.

- Check if root user access privileges can switch the user to the Oracle user, using the su (1M) command.

# su - <Oracle user>

- A command (e.g. script) that has interactive mode should not be described in Oracle user's profile. (e.g. /etc/
profile, .bash_profile, .cshre, .profile) It may cause failure of userApplicatoin startup or shutdown.

Q%See

For further details, refer to the Oracle manual.

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE



Installation
Install Oracle software using Oracle user access privileges. Install a program on the local disk of each node.

The database needs to be created on the shared disk when configuration of the cluster system is completed, not when Oracle software is
installed. The details will be described in "2.2.6 Oracle Database Creation and Setting".

25 See
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For further details, refer to the Oracle manual.
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2.2.3 userApplication Configuration

Operating userApplication is configured as follows:

SusHode SysMode
<nodelRMS>= “<nodezRMS >

userApplication
“<appl=

Cracle
=iora_APP1x

(e ()

L os
[
[ LocalFileSystarns ]

[ G0s _]

userApplication Description Resources

appl userApplication on all operation nodes Oracle resource (instance, listener)
Gds resource
L ocal FileSystems resource
Glsresource

RMS Wizard allows you to set up the environment by selecting numbers from the menu.

Firstly, it is necessary to create userApplicatoin without Oracle resources, and add the resource after creating an Oracle database. The
sections below explain how to do it.

2, See
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For further details, refer to the PRIMECLUSTER manuals.
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2.2.4 userApplication Creation (without Oracle Resources)

This section explains how to create userApplication and set up non-Oracle resources.

Set up Oracle resources after creating a database.

Non-Oracle resources are configured first as follows:

SusHode SysMode
<nodelRMS = “<nodezRMS =

userdpplication
<appl=>

L os
[
[ LocalFileSystarns J

o )

GDS setup
GDSiis set as"shared disk for concurrent access' for scalable operation and "switching disk" for standby operation.

_-ﬂlnformation

Itispossibleto prepare the disk classfor Oracle system table space and other Oracle datarespectively, and the MONITORONLY attribute
of thedisk classis set to "NO" for the Oracle system table space and "Y ES" for the other Oracle data.

userApplication setup
Create userApplication according to "6.7 Setting Up Cluster Applications’ of "PRIMECLUSTER Installation and Administration
Guide".
Set up userApplication using the RMS Wizard. The RMS Wizard uses the format that allows you to select information in the menu.
2.2.4.1 userApplication creation

1. Executed the following command on any one of the cluster nodes.

# hvw -n <Configuration Nane>




2. Select Application-Create in the "Main configuration menu" screen.

nodel: Main configuration menu. current confizuration: confiz_standby

Mo BME active in the cluster

1) HELF 107 Conf izurat ion-Remove

20 auIT 113 Conf izurat ion-Freeze

1) ApplicationCreate 127 Conf izurat ion-Thaw

41 dpplicat ion-Edit 133 Confizurat ion-Edit-Glabal-Settinzs
51 Applicat jon-Remove 14 Conf izurat ion-Congistency-Repart
B) dpplicat ion-Clone 182 Conf izurat ion-Script Execut ion

7} Conf izurat ion-Generate 18) RM3-CreateMachine

8) Confizuration-dct ivate 177 RM3-RemoveMachine

9} Confizurat ion-Copy
Chooze an action: &

3. Select WIZSTANDBY in the"Application type selection menu" screen.

Creation: &pplication tvpe zelection menu:

17 HELP E) GEMERIC

20 auIT 77 ORACLE

33 RETURN 20 SCALABLE
47 OPTIONS 93 STANDEY

53 DEMO 107 PIZSTANDBY
dpplication Twpe: FOF

:.IT Note

Do not select ORACLE (all caps) in this screen. Thisisfor backward compatibility.

4. In the case of editing the userApplication name, specify ApplicationName in the " Settings of turnkey wizard "WIZSTANDBY""
screen.

Settings of turnkey wizard “WIZSTAWDEY" (APP1:rmot wet consistent)

1) HELP 43 REMOVE+EXIT
2) NO-SAYEHEXIT 51 ApplicationMame=APP1
30 SAVEHEXIT B) MachinestBasics(-)

Chooze the setting to process: &

5. Select Machines+Basics to set up nodes and basic setting of userApplication.

Settings of turnkey wizard “WIZSTAWDEY" (A&PP1:not wet consistent)

13 HELP 47 REMOVEHEXIT
21 NO-SAVEHEXIT 57 fpplicat ionMame=APP1
31 SAVEHEXIT 67 MachinestBasics(-)

Chooze the setting to process: &

For details, refer to HELP or "PRIMECLUSTER Installation and Administration Guide".

_-ﬁlnformation

The following setup values are recommended. The other attributes not described below are optional.

Attributes Values

AutoSwitchOver HostFailure|Resourcerail urelShutdown
PersistentFault 1

HaltFlag yes




MachinestBasics (appliconzistent)
17 HELP

21 -

30 SANEHEKIT

47 REMOYEHEXIT

B) Addit iona Machine

B) AdditionalConzole

71 Machines[0]=node1RME

83 Wachines[1]=node? RES

1) (PreCheckicript=)

107 (PrelnlineScript=)

117 (PostOnl ineScript=)

127 (PrelfflineScript=)

130 (0Ff | ineboneScript=])

147 (FaultSzript=)

187 (AutoStartUp=nao)

16} (AutoSwit chiver=HostFai lure|ResourceFai lure| Shut Down)
177 (PreservelState=no)

187 {PerzistentFault=1)

197 (ShutdowrPriority=)
200 (0nlirePriority=)
213 (StandbyTranzitions=)
223 (LicerseTaki||=na)
237 (Aot cBreak=yves)
247 (HaltFlag=yez)
283 (PartialCluster=0)
263 (ScriptTimeout=)
Chooze the zetting to process:

6. Select SAVE+EXIT after setting Machines+Basics.

7. Set up aresource required for the shared disk (ex. GDS) in the " Setting of turnkey wizard "WIZSTANDBY"" screen.

Settings of turnkey wizard “WIZSTAWDEY® (APP1:mot wet consistent)

17 HELP 9} Procedure:Basicheplicat ionf-)

2 - 103 Oraclel-)

A0 SAVEHEXIT 117 Svmf owarel-)

47 - 127 Procedure: SvstemStated(-)

8) dApelicat ionMame= APP1 137 Procedure: SvstemState?(-)

B) MachinestBaziczlappl) 14} Gl=:Global-Link-Service=z(Gl=_APP1)
7Y Commandl ines(-) 15) LocalFileSystems({Lf= APP1)

2} Procedure:dpplication-) 16} Gd=:Globa l-Disk-Service=s(Gd=_APP1)
Chooze the zetting to process:

8. Return to the Main configuration menu by executing SAVE+EXIT. (Any settings related to Oracle should not be done here).

Settings of turnkey wizard “WIZSTAMDEY" (APP1:rot wet consistent)

17 HELP 9} Procedure:Basicheplicat ionf-)

2 - 100 Oraclel-)

1) SAYEHEXIT 117 Symf oware(-)

47 - 127 Procedure: SvstenStated(-)

5) Apelicat ionMame= APP1 137 Procedure: SvstenState?(-)

B) MachinestBasicslappl) 147 Gl=iGlobal-Link-Services(Gls_aPP1)
77 Commandl i nes(-) 187 LocalFileSystems(Lf=_aPP1)

20 Procedurefeelication(-) 187 Gd=:Global-Disk-Services(Gds_aPP1)
Chooze the setting to process: &
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2.2.4.2 Configuration-Generate and Configuration-Activate

1. Execute Configuration-Generate and Configuration-Activate. Then the environment setup will successfully be completed.

nodel: Main configuration menu. current confizuration: confiz_standby
Mo BME active in the cluster

1) HELF 107 Conf izurat ion-Remove

20 auIT 113 Conf izurat ion-Freeze

3) dpplicat ion-Create 127 Conf izurat ion-Thaw

41 dpplicat ion-Edit 133 Confizurat ion-Edit-Glabal-Settinzs
51 Applicat jon-Remove 14 Conf izurat ion-Congistency-Repart
B) dpplicat ion-Clone 182 Conf izurat ion-Script Execut ion

71 Conf izurat ionGenerate 18) RM3-CreateMachine

%) ConfizurationAct ivate 177 RM3-RemoveMachine

9} Confizurat ion-Copy
Chooze an action:

2. Select QUIT and terminate RMS Wizard.

nodel: Main configuration menu. current confizuration: confiz_standby

Mo BME active in the cluster

1) HELF 107 Conf izurat ion-Remove

20 IT 113 Conf izurat ion-Freeze

3) dpplicat ion-Create 127 Conf izurat ion-Thaw

41 dpplicat ion-Edit 133 Confizurat ion-Edit-Glabal-Settinzs
51 Applicat jon-Remove 14 Conf izurat ion-Congistency-Repart
B) dpplicat ion-Clone 182 Conf izurat ion-Script Execut ion

7} Conf izurat ion-Generate 18) RM3-CreateMachine

8) Confizuration-dct ivate 177 RM3-RemoveMachine

9} Confizurat ion-Copy
Chooze an action: Z

2.2.5 userApplication Operation Check

Start userApplication by executing "hvem™ command then check if it is properly running on all the nodes.

* Check if you can accessto the shared disk from the operating node. Also, check if afile can be created on the shared disk using Oracle
user access privileges.

* Check if you can access the operating node from the client using the logical |P address.
-
In See
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For the RM'S command, refer to the "PRIMECLUSTER Installation and Administration Guide".
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2.2.6 Oracle Database Creation and Setting

It isnecessary to create adatabase on the shared disk. The creation should be performed on an operation node. After that, setup on standby
nodes in the same configuration to be accessible to the database from the standby nodes.
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pJ Example

+ Mutual standby

[ oraget

<>

> W <

—-——'—__

1. Startup of userApplication.

Start up userApplication on an operation node where a database is created.
2. Creation of database

Create a database on a shared disk mounted to the operation node.

__ﬂ]lnformation
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- Refer to the Oracle manual.
- Check if the Oracle user has privileges to write in a shared disk before creating the database.

- Confirm the contents of "Chapter 5 Notice" before creating.

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000

- Destination of database files

Files Locations | Note

Initialization Parameter File Local Allocate on alocal disk of each node
(PFILE)

Server Parameter File Share i

(SPFILE)

Control Files Share -

DataFiles Share -

Redo Log Files Share -

-12-



Recommend to bemultiplexed, allocating

Archived Redo Log Files Arbitrary on ashared disk and alocal disk

Flash Recovery Area Share -

Alert log, other log files Local Allocate on alocal disk of each node

- Initialization Parameter File (PFILE)
Theinitial parameter setting of LOCAL_LISTENER must be compatiblewith that of listener.oraand thsnames.ora. Y ou should
also pay close attention to set up Oracle network.

- Server Parameter File (SPFILE)

If you usethe server parameter file, storeit on ashared disk. If itisnot stored on the shared disk, the settingswill beinconsistent
between operating and standby nodes. To prevent it, specify the pathintheinitial parameter fileto allocate the server parameter
file.

jJJ Example

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000

How to set the initialized parameter file (SSORACLE_HOME>/dbg/init<$ORACLE_SID>.0ra):

spfile = /mt2/db/ paraneter/spfile.ora

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000

QJT Note

If you create a database using DBCA (Database Configuration Assistant), you might not be able to specify where the server
parameter fileis stored. If this occurs, move the server parameter file to the shared disk after creating the database as follows:

1. Mount the shared disk if it is not mounted. Start userApplication that is created at "2.2.3 userApplication
Configuration”.

2. Movethe server parameter file to the shared disk.

# m/ <$ORACLE_HOVE>/ dbs/ spfi | e<$ORACLE_SI D>. ora <shared di sk>/spfil e<$ORACLE_SI D>. ora

3. Edit theinitialized parameter file <SORACLE_HOME>/dbg/init<$ORACLE_SID>.oraas follows:

spfil e=<shared di sk>/spfil e<$ORACLE_SI D>. ora

Execute step "3" on both of the operating node and standby nodes.
Y ou can also use "cloracpy” command to execute it on the standby nodes after the operating node.

Other notices for database creation are below.

LJ] Note
- If you use ASM (Automatic Storage Management), it is necessary to register the ASM as an RMS resource. Refer to "2.4.2

ASM (Automatic Storage Management)".

- The processes other than definition of system environment variables must not be added to login.sgl of Oracle DBA users.
SQL can be described in the SQL*Plus profile login.sgl. However, it might automatically be executed and affect ongoing
operations because Oracle is controlled through SQL*Plusin PRIMECLUSTER Wizard for Oracle.

It isavailable to setup the system environment variablesto login.sgl by SET command.

3. Configuration of Oracle Net Services

Configure Oracle Net Services such as Listener and net service name on operation node.

- Oracle listener

Create a Listener by editing listener.orafile,
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$ORACLE_HOVE/ net wor k/ adni n/ | i st ener. ora

or using netca (Oracle Net Configuration Assistant).

If you use Oracle listener switching operation using alogical 1P address for standby operation, specify the logical 1P address
for the IP address of the Oracle listener.

jJJ Example

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000

LI STENER =
( DESCRI PTI ON =
( ADDRESS = ( PROTOCOL = TCP) (HOST = <l ogical | P address>) (PORT = 1521))
)

SID LI ST_LI STENER =
(SID_LIST =
(SI D _DESC =
( GLOBAL_DBNAME = ora)
( ORACLE_HOVE = /u01/ app/ or acl e/ product/ db)
(SID_NAME = ora)
)
)

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000

- Net Service Name

If the Oracle listener is monitored through "tnsping" command, set up the tnsnames.orafile,

$ORACLE_HOVE/ net wor k/ admi n/ t nsnanes. ora

or using netca (Oracle Net Configuration Assistant).

Then, specify the network service name set for tnsnames.ora in the environment setting of the Oracle listener of
PRIMECLUSTER Wizard for Oracle. Inthat case, ORACLE_SID, host (logical |P address), and port number must be the same
asthose of the Oracle listener.

jJJ Example
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Net wor k service nane =
(DESCRI PTI ON =
(ADDRESS = ( PROTOCOL
( CONNECT_DATA = (SID
)

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000

TCP) (HOST = <l ogi cal |P address>)(PORT = 1521))
ora))

Notices for Configuring Oracle Net Services are below.

gn Note

- The Oracle "TWO_TASK" environment variable must not be changed.

It isused to add a connect identifier to connect to Oracle then automatically connect to network. In PRIMECLUSTER Wizard
for Oracle, network connection is not supported. Users are supposed to connect to Oraclein local connection (* / as sysdba).
If network connection is required, specify "@connect identifier" instead of using the "TWO_TASK" environment variable at
the connecting.

- OS authentication of Listener must be enabled.

In Oracle 10g or later environment, operating system authentication of Listener must be enabled. There are two methods to
enableit:
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- Define a parameter in sglnet.orafile as below.

LOCAL_OS_AUTHENTI CATI ON_<LI STENER NAMVE> = ON

- Not definethe"LOCAL_OS AUTHENTICATION_<LISTENER_NAME>" parameter in sglnet.orafile. (default)

4. Site preparation for standby nodes
Set up the standby nodes in the same configuration for the database (directory creation, file copy, and links) as the operating node.
- Agreement of configuration
All configurations of the database and Oracle Net Services on standby nodes must match that of the operating node.

- Under <$ORACLE_HOME>/dbs

- Under <$ORACLE_BASE>/admin/<$ORACLE_SID>

- Under <$ORACLE_BASE>/diag

- Under <$ORACLE_HOME>/network/admin

The access privilege to the directories and files above must be also the same as that on the operating node.
If you set where archive log is output on the operating node, it is hecessary to set the same on the standby nodes.

_-ﬁlnformation

Therequired files on the operating node can be backed up in the tar format with the " cloracpy” command. Refer to 4.4 cloracpy
- Create Backup File for Oracle Database Setup”.

- SYSTEM user password

PRIMECLUSTER Wizard for Oracle accesses and monitors Oracleasthe Oracle SY STEM user. Therefore, the SY STEM user's
password must be registered in PRIMECLUSTER Wizard for Oracle. Refer to "4.3 clorapass - Register Password for
Monitoring" to register the password.

5. Check Oracle operation

Check if Oracleis properly running by starting and stopping the Oracle instance and Oracle listener manually.

L:n Note

Before switching userApplication from the operating node to standby nodes, shut down all databases and Listeners on the operating
node. If not, all processes associated with Oracle would be forcibly killed.

After the check completed, shut down all databases and Listeners, and stop RMS on all nodes.

2.2.7 userApplication Edit

Register Oracle resources in userApplication that was created at "'2.2.4 userApplication Creation (without Oracle Resources)".

In standby operation, userApplication is configured as follows.

Note that userApplication resource (Ora_Appl) is being created and added in this section.
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SysMode Sys=Mode
<nodelRMS = <nodeZRMS>=

userApplication
=<appl=

Oracle
< 0Ora APP1>-

\
!

i
i

|
LS
I

r 3
(Careme)
[ )

[
elw

QJT Note

+ Check if Oracleis properly running by starting and stopping the Oracle instance and Oracle listener manually.
* Stop the Oracle instance, Oracle listener, and RMS on all the nodesin a cluster system before starting next section.

+ Do not create multiple resources for the same an Oracle instance or a Listener.

2, See
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For further details, refer to the "PRIMECLUSTER Installation and Administration Guide".
2.2.7.1 Oracle Resource Creation and Registration
The following example shows how to configure the Oracle environment.

1. Executed the following command on any one of the cluster nodes.
(Configuration name specified at "2.2.4 userApplication Creation (without Oracle Resources)" aso should be specified as
<Configuration Name>.)

# hvw -n <Configurati on Name>
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2. Select Application-Edit in the "Main configuration menu" screen.

nodel: Main configuration menu. current confizuration: confiz_standby
Mo BME active in the cluster

1) HELF 107 Conf izurat ion-Remove

20 auIT 113 Conf izurat ion-Freeze

3) dpplicat ion-Create 127 Conf izurat ion-Thaw

4) Application-Edit 133 Confizurat ion-Edit-Glabal-Settinzs
51 Applicat jon-Remove 14 Conf izurat ion-Congistency-Repart
B) dpplicat ion-Clone 182 Conf izurat ion-Script Execut ion

7} Conf izurat ion-Generate 18) RM3-CreateMachine

8) Confizuration-dct ivate 177 RM3-RemoveMachine

9} Confizurat ion-Copy
Chooze an action: 4

3. Select userApplication created at *2.2.4 userApplication Creation (without Oracle Resources)".

Edit: &pplication selection menu (restricted):
1) HELP

23 QUIT

33 RETURN

43 OPTIONS

51 APP1

dpplicat ion Mame: &

4, Select Oracle(-) in the " Settings of turnkey wizard "WIZSTANDBY"" screen.

Settings of turnkey wizard “WIZSTAMDEY® (APP1:rmot wet consistent)

13 HELP 9} Procedure:Basichpplicat iont-)

2y - 10} DOracle(-)

30 BAVEHEXIT 117 Symf oware(-)

43 - 127 Procedure: SyvstenStated(-)

5) dpplicat ionMame= 4PP1 133 Procedure: SyvstemState?(-)

B) MachinestBasics(appl) 143 Glz:Global-Link-Services(Gls_aPP1)
7Y Commandl i nes(- ) 187 LocalFileSystems(Lf=_aPP1)

2) Procedure:dpplication(-) 187 Gd=:Global-Disk-Services(Gds_aPP1)
Chooze the setting to process: I

5. Add Oracle instances and Oracle listeners in the Oracle setup screen.

Oracle (Ora_APP1:not wet consistent)

1) HELP B) Additionallistener

2 - 7Y Addit iona IRACInstance/Listener
33 SAVEHENIT 2) AdditionalOraclellusterware

4) REMOYEHEXIT 93 StartPriority=Same

B) dddit ional Instance
Chooze the zetting to process:

Attributes Description

Additional Instance Add an Oracle instance resource.

Additional Listener Add an Oracle listener resource.

Additional RAClnstance/Listener Not used.

Additional OracleClusterware Not used.

StartPriority Set up the startup order of the Oracle instance and Oracle
listener. The default is " Simultaneous startup”.
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j.ﬂ Example
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If ashared server configuration or adynamic service information is used, specify "Listener" for the StartPriority attribute.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

6. Add Oracle instance resource.
Select AdditionalInstance, FREECHOICE and enter ORACLE_SID.

Oracle (Ora_APP1:not wet conzistent)

1) HELF B) Additionallistener

21 - 70 Addit iona IRACInstance/Listener
30 SAVEHERIT 80 AdditionalOraclellusterware
4) REMOYE+EXIT 90 StartPriority=3ame

i) AdditionalInstance
Chooze the setting to process: &

Zetting menu @ OraclelID for Oracle instance

1) HELP

23 RETURN

3) FREECHOICE

et additional instance OracleSID: &
oo

j.ﬂ Example
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In the case of ASM instance, enter SID which starts with "+" (ex. +ASM).

Setting menu @ OraclelID for Oracle instance
1) HELP
23 RETURN
3) FREECHOICE
et additional instance OracleSID: &
»r +ASK

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

_-ﬂlnformation

An Oracle instance resource name on RM S is based on the ORACLE_SID <OracleSID> entered on this step.

ORACLE_Or a_<Appl i cati onName>_<Or acl eS| D>

This resource name has the following convention and rules.
- The resource name must be up to 39 characters.
- "ORACLE_Ora " isafixed word.

- For information on how to set up <ApplicationName>, refer to the step "4" of "2.2.4.1 userApplication creation”.
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7. Edit advanced settings of Oracle instance resource.

Detail setting for Oracle instance

1070 Interval=30

117 WatchTimeout =300

127 (PrelnlineScript=)
133 (PostOnl ineScript=)
147 (PrelfflineScript=)
187 (PostOff | ineScript=]
183 (Fault3cript=)

177 (Flags=)

Zetting menu :
1) HELF

20 MO-SAYE+RETURM

37 SAVE+RETURN

41 Oraclellzer=aracle

51 StartTimeout=E00

B) StopTimeout=180

71 Abort Timeout =R

2} StopModeitops immediate
90 StopModeFail=abart

Chooze the setting to process:

E’ Point
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Advanced settings of Oracleinstance resour ce

Attributes Description

OracleSID ORACLE_SID

OracleUser DBA user for Oracle control.

StartTimeout Timeout duration of Oracle startup.
Default: 600s (300s - 86400s)

StopTimeout Timeout duration of Oracle stop.

Default: 180s (60s - 86400s)

AbortTimeout

Timeout duration of forced termination in the event of an Oracle stop error.
Default: 60s (60s - 86400s)

StopM odeStop Oracle stop mode in normal time.
Default: Immediate mode (abort, immediate, transactional)
StopModeFail Oracle stop mode in the event of afailure.
Default: Abort mode (abort, immediate)
Interval Monitoring interval of Oracle instance.
Default: 30s (5s - 86400s)
WatchTimeout No response time during monitoring Oracle.
Default: 300s (30s - 3600s)
PreOnlineScript Executed before online processing.
No default
PostOnlineScript Executed after online processing.
No default
PreOfflineScript Executed before offline processing.
No default
PostOfflineScript Executed after offline processing.
No default
FaultScript Executed when afault occurs.
No default
Flags NullDetector Selects whether or not resource monitoring is enabled.
(D) If it is enabled, resource monitoring will not be performed.
The resource monitoring is disabled as defaullt.
AutoRecover Selects whether or not resource restart is attempted before failover in the event of a
(A) resource failure.
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If it is enabled, the resource will be restarted.
Theresourceis not restarted as default.

MonitorOnly Selects whether or not afailover is generated in the event of aresource failure.
(M) If it is enabled, the resource will not be switched.
The resource will be switched as defaullt.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

i%) See
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- For details about * Script, refer to "2.4.1 Oracle Online/Offline Script".

- For details about Flags, refer to "11 Appendix—Attributes' of "PRIMECLUSTER RM S with Wizard Tools Configuration and
Administration Guide".

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

.:n Note

If NullDetector is enabled, the AutoRecover and MonitorOnly attribute will automatically be disabled.

If "Instance" or "Listener" is specified for StartPriority, MonitorOnly cannot be enabled. To enable it, specify "Same".

Flags=<Abbreviatiorr> indicates that the flag attribute is enabled.

Oracle user specified for the OracleUser attribute should belong to OSDBA group.

. Select SAVE+RETURN to quit advanced settings.

Setting menu @ Detail setting for Oracle instance

17 HELP 1070 Interval=30

27 WO-SANE+RETURM 117 WatchTimeout =300

1) SAYEARETURN 127 (Prelnl ineScript=)
41 Oraclellzer=oracle 137 (PostOnl ineScript=)
51 StartTimeout=E00 147 (PrelfflineScript=)
B) StopTimeout=130 187 (PostOff | ineScript=]
1) Abort Timeout =B 187 (FaultScript=)

27 StopModeStops immediate 177 (Flags=)

1) StopModeFail=abort

Chooze the setting to process: &

. Add Oracle listener resource.
Select AdditionalListener, FREECHOICE and enter Listener name.

Oracle (Ora_fPP1:consistent)

1) HELP B) Additional Instance
2 - BE) AdditionalListener
30 SAVEHENIT 1) BtartPriority=Same
4) REMOYE4EXIT 2) OraclelnstanceMane [0]="ara’

Chooze the zetting to process: &

Setting menu @ ListenerMame for Oracle |istener
13 HELF
21 RETURN
37 FREECHOICGE
et additional Listener Name: &
»r EFSTERRR
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_ -ﬂlnformation

An Oracle listener resource name on RMS is based on the listener name <ListenerName> entered on this step.

LI STENER _Or a_<Appl i cati onName>_<Li st ener Name>

This resource name has the following convention and rules.
- The resource name must be up to 39 characters.
- "LISTENER_Ora " isafixed word.
- For information on how to set up <ApplicationName>, refer to the step "4" of "2.2.4.1 userApplication creation”.

10. Edit advanced settings of Oracle listener resource.

Setting menu @ Detail zetting for Oracle listener

13 HELP B) StartTimeout=180 113 (PostOnl ineScript=)
27 NO-SAVE+RETIURN 73 StopTimeout =60 123 (PredfflineScript=)
33 SAYE+RETURM 8) Interval=30 137 (PostOff | ineScript=)
43 Oraclelser=oracle 23 WatchTimeout=300 143 (FaultScript=]

B3 (THaName=] 103 (PrelnlineScript=) 153 (Flags=h)

Chooze the =zetting to process:

EJ Point
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Advanced settings of Oracle listener resource

Attributes Description

ListenerName Listener name.

OracleUser DBA user for Oracle control.
TNSName Network service for Listener monitoring

Execute "tnsping" command to monitor the Oracle listener when TNSName is set
(tnsnames.ora). If the TNSName is omitted, process monitoring of the Oracle listener
will only be performed.

StartTimeout Timeout during Oracle startup.
Default: 180s (120s - 86400s)

StopTimeout Timeout during Oracle stop.
Default: 60s (60s - 86400s)

Interval Monitoring interval of Oracle instance.
Default: 30s (5s - 86400s)

WatchTimeout No response time during monitoring Oracle.
Default: 300s (30s - 3600s)

PreOnlineScript Executed before online processing.
No default

PostOnlineScript Executed after online processing.
No default

PreOfflineScript Executed before offline processing.
No default

PostOfflineScript Executed after offline processing.
No default

FaultScript Executed when afault occurs.
No default
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Flags NullDetector Selects whether or not resource monitoring is enabled.
(D) If it is enabled, resource monitoring will not be performed.
The resource monitoring is disabled as default.

AutoRecover Selects whether or not resource restart is attempted before failover in the event of a
(A) resource failure.

If it is enabled, the resource will be restarted.

The resourceis not restarted as default.

MonitorOnly Selects whether or not afailover is generated in the event of aresource failure.
(M) If it is enabled, the resource will not be switched.
The resource will be switched as default.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

i See

- For details about * Script, refer to "2.4.1 Oracle Online/Offline Script".

- For details about Flags, refer to "11 Appendix—Attributes’ of "PRIMECLUSTER RM Swith Wizard Tools Configuration and
Administration Guide".

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

& Note

- If NullDetector is enabled, the AutoRecover and MonitorOnly attribute will automatically be disabled.
- If "Instance" or "Listener" is specified for StartPriority, MonitorOnly cannot be enabled. To enable it, specify "Same".

- Flags=<Abbreviatiorr indicates that the flag attribute is enabled.

11. Select SAVE+RETURN to quit advanced settings.

Zetting menu @ Detail zetting for Oracle listener

17 HELP B) StartTimeout=130 117 (PostOnl ineScript=)
27 WO-SAYE+RETURN 77 StopTimeout =50 120 (PrelfflineScript=)
1) SAYEARETURN 20 Interval=30 137 (PostOff | ineScript=)
47 Oraclellzer=aracle 97 WatchTimeout =300 147 (FaultSzript=)

51 (TNSName=) 107 (PrelnlineScript=) 182 (Flags=4)

Chooze the setting to process: &
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12. Confirm that Oracle instance and listener resources have been set, and then select SAVE+EXIT.
In the next screen, confirm that Oracle(Ora_xxx) have been set.

Oracle {(Ora_APP1:conzistent)

1) HELF B) Additionallistener

21 - 70 StartPriority=3ame

31 SAYEHEXIT %) OraclelnstanceMame[0]="ora”

41 REMOYE+EXIT 9] Oraclelistenerdane[0]-LISTENER

8) ddditional Instance
Chooze the setting to process: &

Settings of turnkey wizard “"WIZSTAMDEY® (4PP1:inot wet consistent)

17 HELP 9} Procedure:Basicheplicat ionf-)

2 - 107 Oracle{Ora_APP1)

30 SAYEHEXIT 117 Swwf oware(-)

47 - 127 Procedure: SvstenStated(-)

5) Apelicat ionMame= APP1 137 Procedure: SvstenState?(-)

B) MachinestBasicslappl) 147 Gl=iGlobal-Link-Services(Gls_aPP1)
77 Commandl i nes(-) 187 LocalFileSystems(Lf=_aPP1)

20 Procedurefeelication(-) 187 Gd=:Global-Disk-Services(Gds_aPP1)

Chooze the zetting to process:

2.2.7.2 Other Resource Creation and Registration
1. If you have any other required resources, register and create them in the " Settings of turnkey wizard "WIZSTANDBY"" screen.

_-ﬂlnformation

Other resources (ex. Procedure resource, resource concerning backup software) should be registered here.
For details of them, refer to the each manual. (For Procedure resource, refer to "PRIMECLUSTER Installation and Administration
Guide".)

2. Select SAVE+EXIT to return Main configuration menu.

Settings of turnkey wizard “WIZSTAWDEY" (&PP1:not wet consistent)

1) HELF 9) Procedure:Basichpplicat ioni-)

2 - 107} OraclelOra_APP1)

1) SAYEHEXIT 117 Symfoware(-)

47 - 127 Procedure: Svstemitated(-)

51 dpplicat ionMName= APP1 13) Procedure:Svstemitate?(-)

B} MachinestBaziczlappl) 147 GlziGlobal-Link-Services(Gls_AFP1)
71 CommandLines(-) 187 LocalFileSvstems(Lf=_AFP1)

8) Procedure:dfpplicationi-) 18} Gdz:Glaobal-Disk-Services(Gds_AFP1)
Chooze the zetting to process: &

3. If you have any other required userApplications, create them in Main configuration menu screen.
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2.2.7.3 Configuration-Generate and Configuration-Activate

1. Execute Configuration-Generate and Configuration-Activate.

nodel: Main configuration menu. current confizuration: confiz_standby

Mo BME active in the cluster

1) HELF 107 Conf izurat ion-Remove

20 auIT 113 Conf izurat ion-Freeze

3) dpplicat ion-Create 127 Conf izurat ion-Thaw

41 dpplicat ion-Edit 133 Confizurat ion-Edit-Glabal-Settinzs
51 Applicat jon-Remove 14 Conf izurat ion-Congistency-Repart
B) dpplicat ion-Clone 182 Conf izurat ion-Script Execut ion

71 Conf izurat ionGenerate 18) RM3-CreateMachine

%) ConfizurationAct ivate 177 RM3-RemoveMachine

9} Confizurat ion-Copy
Chooze an action:

2. Select QUIT and terminate RMS Wizard.

nodel: Main configuration menu. current confizuration: confiz_standby

Mo BME active in the cluster

1) HELF 107 Conf izurat ion-Remove

20 IT 113 Conf izurat ion-Freeze

3) dpplicat ion-Create 127 Conf izurat ion-Thaw

41 dpplicat ion-Edit 133 Confizurat ion-Edit-Glabal-Settinzs
51 Applicat jon-Remove 14 Conf izurat ion-Congistency-Repart
B) dpplicat ion-Clone 182 Conf izurat ion-Script Execut ion

7} Conf izurat ion-Generate 18) RM3-CreateMachine

8) Confizuration-dct ivate 177 RM3-RemoveMachine

9} Confizurat ion-Copy
Chooze an action: Z

_-ﬂlnformation

After set up userApplication, the settings in this section can be confirmed with "clorainfo -c" command. Refer to "4.6 clorainfo - Display
Resource Configuration and Monitoring Status' for details.

2.2.8 userApplication Operation Check

Start userApplication by executing "hvem™ command then check if it is properly running on al the nodes.

J See
=

For the RMS command, refer to "PRIMECLUSTER Installation and Administration Guide".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S
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* Check if the configuration is as follows in the Cluster Admin screen of Web-Based Admin View.

Sushode SysMode
<nodelR MS> <nodeZRMS >

userfpplication
=appl=

Oracle
=ira_APP1x

() ()

Loos )
|
[ LocalFileSystarns ]

[ 05 _]

* Check if you can accessto the shared disk from the operating node. Also, check if afile can be created on the shared disk using Oracle
user access privileges.

+ Check if you can access the operating node from the client using the logical |P address.

+ Check if you can access to Oracle running on the operating node from the client using the logical |P adders.

_-ﬂlnformation

If Oracle instance resource becomes Warning state, it might have been caused by wrong registration of SY STEM user password. Register
the correct password using "clorapass' command to prevent it. For details, refer to 4.6 clorainfo - Display Resource Configuration and
Monitoring Status'.

2.3 Oracle RAC Scalable Operation

2.3.1 PRIMECLUSTER Installation and Configuration

Hardware configuration
Configure hardware required to operate PRIMECLUSTER. A shared disk deviceis aso required to create Oracle database files.

Software installation
Install PRIMECLUSTER Enterprise Edition first, referring to "Installation Guide" accompanying the software.
Then, install PRIMECLUSTER Wizard for Oracle referring to "Installation Guide" accompanying the software.

Cluster configuration
Configure a cluster system, network, and shared disk device according to the PRIMECLUSTER manuals.
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2.3.2 Oracle Software Installation and Configuration

Site Preparation

Set kernel parameters and user groups according to the Oracle manual and installation guide. It is necessary to set alogical |P addressfor
RAC on each node.

If you create aDBA (Database Administrator) user to install Oracle, start, or stop Oracle operation, make sure that user 1D and group ID
areidentical on al the nodes.

For semopm (the third value of "kernel.sem”, specify avalue of 4 or more.

Oracle Clusterware installation

Install Oracle Clusterware by referring to the Oracle manual and installation guide.

gn Note

The PRIMECLUSTER Wizard for Oracle determines a directory where to install Oracle Clusterware with the "$ORA_CRS HOME"
environment variable. Set aninstallation directory of Oracle Clusterwarefor the"$ORA_CRS_HOME" environment variable of an Oracle
DBA user.

See the following setup example:

ORA_CRS_HOVE=/ u01/ app/ or acl e/ product/crs; export ORA_CRS HOVE

Oracle Database installation

Install Oracle Database by referring to the Oracle manual and installation guide.

;ﬂ Note

+ Check if root user access privileges can switch the user to the Oracle user, using the su(1M) command.

# su - <Oracle user>

* A command (eg. script) that has interactive mode should not be described in Oracle user's profile. (e.g. /etc/
profile, .bash_profile, .cshre, .profile) It may cause failure of userApplicatoin startup or shutdown.

* PRIMECLUSTER Wizard for Oracle controls Oracle as the Oracle DBA user.
The DBA user should belong to OSDBA group. Also, be sure to include ORACLE_HOME/bin and $ORA_CRS_HOME/bin in the
PATH environment variable of the DBA user.
See the following setup example:

ORACLE_HOME= /u01/ app/ or acl e/ product/db; export ORACLE_HOVE
ORA_CRS_HOVE= /u01/ app/ oracl e/ product/crs; export ORA CRS HOVE
PATH= $ORACLE_HOVE/ bi n: $ORA_CRS_HOME/ bi n; export PATH

* In Oracle RAC scalable operation, the RM S resource name is generated based on the CRS resource name that is displayed with
"crs_stat" command. If the RM S resource nameistoo long(more than 39 characters), it isfailed to start up userApplication. For details
of the RM S resource name, refer to the step "4" of "2.3.4.3 Oracle RAC Instance and Listener Resource Creation and Registration”.

Database creating and settings

Create a database by referring to the Oracle manual and installation guide.
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Change settings

* Disabling automatic startup of Oracle Clusterware

Disable automatic startup of Oracle Clusterware by executing the following command on each node with super user access privileges.

jJJ Example

© 0 0000000000000 0000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0C0CO0C0CO0CQO0CQOCOCIOCOCEOCEOCTEOCTETE

See the following setup example:

# /etc/init.d/init.crs disable

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

+ Disabling automatic startup of CRS resource

Disable automatic startup of Oracle RAC instance (inst) by setting "never" to AUTO_START attribute.

i See

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0C0C0CO0CQOCQOCOCOCIOCEOCEOCETOCETETES

For detail of editing AUTO_START, refer to Oracle manuals.

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

+ Owner and permission of raw device files at system boot

Oper

Owner and permission of raw device files may be changed to enable for Oracle user to access them. However, the changes might
become invalid at system reboot.

In this case, work around to prevent it referring to Oracle manuals.

ation check

Check if Oracle instances and listeners are properly operating. Also, check if "crs_stat" command can be executed using the DBA user.

jJJ Example

ee e

©© 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000000000

The following example shows the operation results:

$ crs_stat -t
Nanme Type Tar get State Host
ora....1.lsnr application ONLI NE ONLI NE nodel
ora.nodel. gsd application ONLI NE ONLI NE nodel
ora.nodel.ons application ONLI NE ONLI NE nodel
ora.nodel.vip application ONLI NE ONLI NE nodel
ora....2.lsnr application ONLI NE ONLI NE node2
ora.node2.gsd application ONLI NE ONLI NE node2
ora.node2.ons application ONLI NE ONLI NE node?2
ora.node2.vip application ONLI NE ONLI NE node2
ora....rac.db application ONLI NE ONLI NE nodel
ora....1l.inst application ONLI NE ONLI NE nodel
ora....2.inst application ONLI NE ONLI NE node2
$

2.3.3 userApplication Configuration

In Oracle RAC, Oracle instances and listeners are managed as PRIMECLUSTER RMS resources. Also, the Oracle Clusterware can be
registered in an RM S resource optionally.
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Configuration A
The Oracle Clusterware and Oracle RAC instance are registered in different userApplication.

SusHode SysMode
<nodelRMS>= “<nodezRMS =

<appf>=

=app&*
_______ .r -
————— A
GLS
userdpplication userfpplication
<appl> <appl=
userApplication
Oracle ____f_a_l:‘p_ﬁf____d Oracle
<Cira_APP1 PR . . <Cira_APPZE
|
e
_____________ -
userdpplication uzerdpplication
“<app3x “<appd=
Cracle Oracle
<ra_fPP3x = Ora_APP4 =
[ Instance J [ Listanar ] [ Instance ] [ Lizhe ner ]
userApplication Description Resources
appl, app2 Controls Oracle Clusterware. Oracle resource (Clusterware)
Itis created on each node.
app3, app4 Controls Oracle instances and listeners. Oracle resource (instances,
Itis created on each node. listeners)
app5, appb Used as standby for Gls or takeover network.(Option) Glsresource,
Create them according to operating conditions. Cmdline resource,
etc
app7 Starts up or stops Oracle instance userApplication (app3 and app4) Controller resource
simultaneously on al nodes.
Optional

If userApplication app3 and app4 are stopped due to an Oracle RAC instance resource failure, userApplication appl and app2 of Oracle
Clusterware will not be affected.

_-ﬂlnformation

* Usethe configuration A if Oracle Clusterware is registered in an RM S resource, and each node has multiple Oracle RAC instances.
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* The controlling userApplication (app7) is optional and can be used to start up or stop userApplication (app3 and app4) for Oracle
instances on all nodes at the sametime

:n Note

If the"KeepOnline" flag of Oracle Clusterware resourceisenabled, the userApplication which controls Oracleinstances should be stopped
first, and then the userApplication which controls Oracle Clusterware should be stopped. (In the above image, app3 should be stopped

before appl stopping. app4 should be stopped before app2 stopping.)
Set the procedure to do them automatically by using PreOfflineScript of Oracle Clusterware resource. For details, refer to step "4"

of "2.3.4.2 Oracle Clusterware Resource Creation and Registration".

2, See
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For further details of the "KeepOnline" flag, refer to the step "4" of "2.3.4.2 Oracle Clusterware Resource Creation and Registration”.
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Configuration B
The Oracle Clusterware and Oracle RAC instance are registered in the same userApplication.

Swzhode
<nodeZRMS>

SusMode
<nodelR MS =

“<app3*

userfoplication
<appd =

uszerfpplication

=<app3*
_______ L
—————— A
1 1
I §LS i
T e v
userApplicaton userApplication
<appl=> <appi¥
Cracle Oracle
=iQra_APP1x =iQra_APPZ2=
[ Instanos ][ Listemer ] [Instanc\e J[ Listenar ]

Clusterware Clusterware
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userApplication Description Resources
appl, app2 Controls Oracle Clusterware. Oracle resource
It is created on each node. (Clusterware, instances,
listeners)
app3, app4 Used as standby for Gls or takeover network.(Option) Glsresource,
Create them according to operating conditions. Cmdline resource,
etc
app5 Starts up or stops Oracle instance userApplication (appl and app2) Controller resource
simultaneously on all nodes.
Optional

If userApplication appl and app2 are stopped due to an Oracle RAC instance resource failure, Oracle Clusterware will also be stopped

(when the KeepOnline flag is disabled).

F-ﬂlnformation

+ Usetheconfiguration B if Oracle Clusterwareis registered in an RM Sresource, and an Oracle RAC instance exists on one node only.
If you are planning to add Oracle RAC instances in the future, use the configuration A.

* The controlling userApplication (app5) is optional and can be used to start up or stop userApplication (appl and app2) for Oracle

instances on al nodes at the same time.

2.3.4 userApplication Creation

This section describes how to create userApplicatoin including Oracle Clusterware resource or Oracle RAC instance resource using by

RMS Wizard.

2.3.4.1 userApplication Basic Settings

2.3.4.2 Oracle Clusterware Resource Creation and Registration

2.3.4.3 Oracle RAC Instance and Listener Resource Creation and Registration

2.3.4.4 Other Resource Creation and Registration

2.3.4.5 Other userApplication Creation

OOl |lWIN]EF

2.3.4.6 Configuration-Generate and Configuration-Activate
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* Configuration A

appl, app2 app3, app Cther
usersapplication
e -—
L L
2.3.4.1 2.3.4.1
¥
2.3.4.2
Y
2.3.4.3
L +
2.3.4.4 2.3.4.4
.‘—
L 4
v 2345
L, all creation -

cormoleted

2.3.4.06

- appl and app2 (including Oracle Clusterware resource)
Create userApplicatoin in this order :
1. "2.3.4.1 userApplication Basic Settings'
2. "2.3.4.2 Oracle Clusterware Resource Creation and Registration"”
3. "2.3.4.4 Other Resource Creation and Registration”
- app3 and app4 (including Oracle RAC instance or Listener resource)
Create userApplicatoin in this order :
1. "2.3.4.1 userApplication Basic Settings"
2. "2.3.4.3 Oracle RAC Instance and Listener Resource Creation and Registration”
3. "2.3.4.4 Other Resource Creation and Registration"
- app5, app6 and app7 (Optional)
If necessary, createin "2.3.4.5 Other userApplication Creation”.

- After creation of all userApplications is completed, perform procedure of "2.3.4.6 Configuration-Generate and Configuration-
Activate".
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* Configuration B

appl, appe Cther
usersapplication

.‘—
L
2.3.4.1
¥
2.3.4.2
only a part
¥ of steps

2.3.4.3
¥
2.3.4.4
.‘—
4
2345
L, all creation -

cormoleted

2.3.4.6

- appl and app2 (including Oracle Clusterware, Oracle RAC instance and Listener resource)
Create userApplicatoin in this order :
1. "2.3.4.1 userApplication Basic Settings'
2. "2.3.4.2 Oracle Clusterware Resource Creation and Registration"”
3. part of "2.3.4.3 Oracle RAC Instance and Listener Resource Creation and Registration”
4. "2.3.4.4 Other Resource Creation and Registration"
- app5, app6 and app7 (Optional)
If necessary, create in "2.3.4.5 Other userApplication Creation".

- After creation of all userApplications is completed, perform procedure of “2.3.4.6 Configuration-Generate and Configuration-
Activate".

25 See
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For details, refer to the PRIMECLUSTER manual.
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2.3.4.1 userApplication Basic Settings

This section describes how to create userApplication and set basic settings. The following userApplications are related to this section.

* appl, app2, app3 and app4 in Configuration A
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* appl and app2 in Configuration B

1. Executed the following command on any one of the cluster nodes.

# hvw -n <Configurati on Name>

2. Select Application-Create in the "Main configuration menu" screen.

nodel: Main configuration menu, current configuration: config RAC
Mo BME active in the cluster

13 HELP 107 Conf izurat ion-Remove

23 QuIT 113 Conf izurat ion-Freeze

1) ApplicationCreate 127 Conf izurat ion-Thaw

4} dpplicat fon-Edit 133 Confizurat ion-Edit-Global-Sett ings
5) Applicat ion-Remove 143 Conf izurat ion-Cons i st ency-Report
B) dpplicat ion-Clone 183 Conf izurat ion-Script Execut ion

1) Conf izurat ion-Generate 18 RM3-CreateMachine

83 Confizurat ion-Act ivate 177 RM3-RemoveMachine

93 Conf izurat ion-Copy
Chooze an action: &

3. Select WIZSTANDBY in the "Application type selection menu" screen.

Creation: &pplication tvpe selection menu:

17 HELF ) GEMERIC

20 uIT 7} ORAGLE

37 RETURN 87 SCALABLE
47 OPTIONS 97 STANDBY

57 DEMO 107 PIZSTANDBY

dpplicat ion Twpe: FOF

Jj Note

Do not select ORACLE (all caps) in this screen. Thisisfor backward compatibility.

4. In the case of editing the userApplication name, specify ApplicationName in the " Settings of turnkey wizard "WIZSTANDBY""
screen.

Settings of turnkey wizard “"WIZSTAMDEY® (4PP1:inot wet consistent)

11 HELP 47 REMOYEHEXIT
27 NO-SAYEHEXIT 51 Applicat i onMame=APP1
30 SAVEHEXIT B) MachinestBasics(-)

Chooze the zetting to process: &

5. Select Machines+Basics to set up nodes and basic setting of userApplication.

Settings of turnkey wizard “"WIZSTAMDEY® (4PP1:inot wet consistent)

13 HELP 4} REMOVEHEXIT
20 NO-SAVEHEXIT 5) Applicat ionMame=4PF1
30 SAVEHERIT ) BachinestBasics(-)

Chooze the zetting to process: &

For details, refer to HELP or "PRIMECLUSTER Installation and Administration Guide".
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_-ﬂlnformation

The following setup values are recommended. The other attributes not described below are optional.

- userApplication including Oracle Clusterware resource but not Oracle RAC instance resource (ex. appl and app2 in
Configuration A)

Attributes Values

AutoSwitchOver | No

PersistentFault 1

MachinestBasics (appliconsistent)

13 HELF 14} {AutostartUp=no)

2 - 157 {AutoSeitchlver-No)
31 SAYEHERIT 16} (PreserveState=no)
4) REMOVE+EXIT 173 {PersistentFault=1)
53 AdditionalMachine 187 {ShutdownPriority=]
) AdditionalConzole 197 {OnlinePriority=)
73 Machines[1]=node1RdS 200 (StandbyTranzitions=)
83 (PreCheckScript=) 217 (LicenseTokill=rnol
93 (Prelnl ineScript=) 227 (hutoBreak=vyes)

107 {PostOnlineScript=] 280 (HaltFlaz=no)

113 (PreQff | ineScript=] 247 (PartialCluster=0)
123 (0ff lineDonescript=] 280 (ScriptTimeout=)
12} {FaultScript=)
Choose the setting to process:

- userApplication including Oracle RAC instance resource but not Oracle Clusterware resource (ex. app3 and app4 in
Configuration A), and
userApplication including Oracle RAC instance resource and Oracle Clusterware resource (ex. appl and app2 in Configuration
B)

Attributes Vaues

AutoStartUp Optiona
If you control userApplication startup and stop on al nodes by using the
controlling userApplication, be sure to specify No.

AutoSwitchOver | No

PersistentFault 1

MachinestBasics (appd:conzistent)

1) HELP 14) {SurtoStartUp=no)
2 - 15) {SurtoSwit chiver=-No)
30 SAVELEXRIT 18) (PreserveState=no)
4) REMOVEHEXIT 17) {PersistentFault=1)
B &dditionalMachine 183 (ShutdownPriority=)
B) &dditionalConzole 19) (0nlinePriority=)
73 Bachines[1]=node1RMS 203 (StandbyTransitions=)
83 (PreCheckScript=) 23 (LicenseTakill=no)
93 (Prelnl ineScript=) 227 (AutoBrealk=ves)

10} (PostOnlineScript=) 233 (HaltFlaz=no)

11) (Pre0fflineScript=) 24% (PartialCluster=0)
120 (0ff lineDoneScript=] 28 (ScriptTimeout=)
13) (FaultScript=)
Chooze the setting to process:




_-ﬂlnformation

PersistentFault setup

PersistentFault remains the same resource status (Faulted) even after RM S is restarted in the event of aresource failure. Users are
supposed to locate the fault and check completion of recovery processing then start userApplication manually. For example, if a
failure occurs, users can detect which userApplication failed even after server reboot. Even though AutoStartUp setup is set,
userApplication will not be started, and automatic startup will prevent recurrence of the failure.

6. Select SAVE+EXIT to return " Settings of turnkey wizard "WIZSTANDBY"" screen.
After that, jump to the screen suitable for userApplication.

- Configuration A
appl or app2 in process of creation in this section : jump to "2.3.4.2 Oracle Clusterware Resource Creation and Registration”.

app3 or app4 in process of creation in this section : jump to "2.3.4.3 Oracle RAC Instance and Listener Resource Creation and
Registration".

- Configuration B
appl or app2 in process of creation in this section : jump to "2.3.4.2 Oracle Clusterware Resource Creation and Registration".

2.3.4.2 Oracle Clusterware Resource Creation and Registration

This section describeshow to create and register Oracle Clusterwareresource. It isnecessary to perform stepsin this section for the creation
of the following userApplication:

* appl and app2 in Configuration A

* appl and app2 in Configuration B

QJT Note

Do not create more than one Oracle Clusterware resource per node.

1. Select Oraclein the " Settings of turnkey wizard "WIZSTANDBY"" screen.

Settings of turnkey wizard “WIZSTAMDEY® (APP1:rmot wet consistent)

13 HELP 9} Procedure:Basichpplicat iont-)
2y - 10} DOracle(-)

30 SAVEHEKIT 117 Symf oware(-)

43 - 127 Procedure: SyvstenStated(-)

5) dpplicat ionMame= 4PP1 133 Procedure: SyvstemState?(-)

B) MachinestBasics(appl) 143 Glz:Global-Link-Services(-)
7Y Commandl i nes(- ) 187 LocalFileSystems(-)

2) Procedure:dpplication(-) 187 Gd=:Global-Disk-Services(-)
Chooze the setting to process: F¥

2. Select Additional OracleClusterware.

Oracle (Ora_APP1inot wet consistent)

13 HELP B) Additionallistener

2 - 73 Additiona |RACInstancesListensr
30 SAVEHEXIT %) Additional0racleClusterware
41 REWOVEHEXIT 90 StartPriority=Sane

5 additional Instance
Chooze the setting to process: &

-35-



_-ﬂlnformation

Oracle Clusterware resource name in RMSis generated as follows:

Ora_<Applicati onName>_d ust erware

This resource name has the following convention and rules.
- The resource name must be up to 39 characters.
- For information on how to set up <ApplicationName>, refer to the step "4" of "2.3.4.1 userApplication Basic Settings'.

3. Select OracleUser, FREECHOICE and enter Oracle user name.

Setting menu @ Detail setting for Oracle Clusterware resource

17 HELP B) SeriptTimeout =600 93 (PostOff | ineScript=)
27 WO-SAYE+RETURN B) (PrelnlineScript=) 10} (Fault3cript=)

- 77 (PoxtOnl ineScript=) 117 (Flags=)

4) Oraclelzer= 2 (PrelfflineScript=)

Chooze the zetting to process: &

Setting menu @ Oraclellzer for Oracle Clusterware resource
1) HELP
23 RETURN
3) FREECHOICE
Enter the name of Oraclelzer: &
> rachmer

4. Edit advanced settings of Oracle Clusterware resource.

Setting menu @ Detail setting for Oracle Clusterware resource

1) HELF 51 ScriptTimeaut=600 9} (PostOfflineScript=)
27 NO-SAYE+RETURN E) (PrelnlinesScript=) 100 (FaultScript=)
30 SAVEHRETURN 71 (PostOnl ineScript=2 11 (Flag==K)
41 Oraclellzer=racuszer 8) (PrelfflineScript=)
Chooze the zetting to process:
E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

Advanced settings of Oracle Clusterwar e resour ce

Attributes Description
OracleUser DBA user for Oracle control
ScriptTimeout Timeout of Oracle instance resource startup

Default : 600s (300s - 86400s)

PreOnlineScript Executed before online processing

PostOnlineScript Executed after online processing

PreOfflineScript Executed before offline processing

PostOfflineScript Executed after offline processing

FaultScript Executed in the event of afault

Flags KeepOnline Selectswhether or not Online should remain without stopping resources

(K) when userApplication is stopped.

If enabled, Oracle Clusterware is actually running after userApplication
has been stopped.
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If disabled, it is also stopped with userApplication stop.
Default : KeepOnlineis enabled.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

25 See

© 0000000000000 00000000000000000000000000000000000000000000000C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCIEOCTTES

- For details about * Script, refer to "2.4.1 Oracle Online/Offline Script".

- For details about Flags, refer to "11 Appendix—Attributes’ of "PRIMECLUSTER RM Swith Wizard Tools Configuration and
Administration Guide".

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

QJT Note

- Flags=<Abbreviatiorr indicates that the flag attribute is enabled.

- If the "KeepOnline" flag is enabled, and userApplication is stopped, an Oracle Clusterware resource will look Offline on the
Cluster admin view. Actually, it remains active(running).

- Stop of userApplication including Oracle RAC instance resource through PreOfflineScript
When Oracle Clusterware and Oracle RAC instance are registered in different userApplication (Configuration A) and the
"KeepOnline" flag is disabled, it is necessary to set the following script for PreOfflineScript of Oracle Clusterware resource;

/opt/ FISVcl oral/ shi n/cl orast opwait <userApplication>

<userApplication>: userApplication including Oracle RAC instance resource>
userApplication name specifiable for <userApplication>are as follows:

- applin process of creation in this section : specify app3

- app2 in process of creation in this section : specify app4

If there are multiple userApplications that include Oracle RAC instance resource, specify all of them space-delimited for
<userApplication>.

5. Check the above settings then select SAVE+RETURN.

Zetting menu @ Detail zetting for Oracle Cluzterware resource

17 HELP B) SeriptTimeout =600 93 (PostOff | ineScript=)
27 NO-SAVE+RETURN B) (PrelnlinesScript=) 107 (FaultSzript=)

1) SAYEARETURN 77 (PoxtOnl ineScript=) 117 (Flags=)

47 Oraclellzer=racuzer 2 (PrelfflineScript=)

Chooze the setting to process: &

6. Inthe case of Configuraiton B, select Additional RAClnstance/Listener here and jump to step “3" of “2.3.4.3 Oracle RAC Instance
and Listener Resource Creation and Registration”.

Oracle (Ora_fPP1:consistent)

11 HELP 47 REMOYEHEXIT
21 - 5) Additiona IRACInstancefListener
30 SAVEHEXIT B) OracleClusterware[0]=Clusterware

Chooze the zetting to process: &

Step " 7" or later are only for Configuration A.
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7. Select SAVE+EXIT for registration.
After that, confirm that Oracle(Ora_xxx) have been set in Settings of turnkey wizard WIZSTANDBY .

Oracle {(Ora_APP1:conzistent)

11 HELF 47 REMOYE+EXIT
21 - 51 Addit iona|RACInstance/Listener
3) SAVEHEXIT B) OracleClusterware[0]=Clusterware

Chooze the setting to process: &

Settings of turnkey wizard “"WIZSTAMDEY® (4PP1:inot wet consistent)

17 HELP 9} Procedure:Basicheplicat ionf-)
2 - 107 Oracle{Ora_APP1)

30 SAVEHEXIT 117 Symf oware(-)

47 - 127 Procedure: SvstenStated(-)

5) Apelicat ionMame= APP1 137 Procedure: SvstenState?(-)

B) MachinestBasicslappl) 147 Glz:Global-Link-Services(-)
77 Commandl i nes(-) 187 LocalFileSystems(-)

20 Procedurefeelication(-) 187 Gd=:Global-Disk-Services(-)

Chooze the zetting to process:

8. Select SAVE+EXIT and return to Main configuration menu screen.

Settings of turnkey wizard “WIZSTAMDEY® (APP1:rmot wet consistent)

13 HELP 9} Procedure:Basichpplicat iont-)
- 107 OraclefOra_aPP1)

1) SAYEHEXIT 117 Symf oware(-)

43 - 127 Procedure: SyvstenStated(-)

5) dpplicat ionMame= 4PP1 133 Procedure: SyvstemState?(-)

B) MachinestBasics(appl) 143 Glz:Global-Link-Services(-)
7Y Commandl i nes(- ) 187 LocalFileSystems(-)

2) Procedure:dpplication(-) 187 Gd=:Global-Disk-Services(-)
Chooze the setting to process: &

9. Jump to "2.3.4.4 Other Resource Creation and Registration” to continue creation of appl or app2 in for Configuration A.

2.3.4.3 Oracle RAC Instance and Listener Resource Creation and Registration

This section describes how to create and register Oracle RAC instance resource and Listener resource. It is necessary to perform stepsin
this section for the creation of the following userApplication:

* app3 and app4 in Configuration A
* appl and app2 in Configuraiton B (start from step "3")

CRS resource ora.*inst and ora.*|snr are targeted for creation and registration. They are displayed by "crs_stat" command.

j.ﬂ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

See the following example:

$ crs_stat -t

Nanme Type Tar get State Host
ora....1l.Isnr application ONLI NE ONLI NE nodel
ora.nodel.gsd application ONLI NE ONLI NE nodel
ora.nodel.ons application ONLI NE ONLI NE nodel
ora.nodel.vip application ONLI NE ONLI NE nodel
ora....2.lsnr application ONLI NE ONLI NE node2
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ora.node2.gsd application ONLI NE ONLI NE node2
ora.node2.ons application ONLI NE ONLI NE node2
ora.node2.vip application ONLI NE ONLI NE node2
ora....rac.db application ONLI NE ONLI NE nodel
ora....l.inst application ONLI NE ONLI NE nodel
ora....2.inst application ONLI NE ONLI NE node?2
$

In the above configuration, "ora....1.inst" included in nodel, and "ora....2.inst" included in node2 are registered as a resource respectively.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

4}1 Note

Before configuring userApplication, make sure that Oracle Clusterware has been activated on the node where RMS Wizard is running, so
"crs_stat" command can be executed correctly with Oracle DBA user.
However, it is not necessary that CRS resources are ONLINE state.

+ If Oracle Clusterware has not been activated, execute the following command as aroot user.

# letc/init.d/init.crs start

* When Oracle Clusterware startup is completed, be sure to confirm that "crs_stat" command can be executed correctly.

# su - <Oracle User>
$ crs_stat

1. Select Oraclein the " Settings of turnkey wizard "WIZSTANDBY"" screen.

Settings of turnkey wizard “WIZSTANDEY® (APP3:not wet consistent)

17 HELP 9} Procedure:Basicheplicat ionf-)
2y - 10} Oracle(-)

A0 SAVEHEXIT 117 Svmf owarel-)

47 - 127 Procedure: SvstemStated(-)

8) Applicat jonfame=s APP3 137 Procedure: SvstemState?(-)

B) MachinestBasicslappd) 147 GlziGlobal-Link-Services(-)
77 Commandl ines(-) 187 LocalFileSystems(-)

20 Procedurefeelication(-) 167 Gdz:Global-Disk-Services(-)

Chooze the zetting to process: FO¥

2. Select Additional RAClnstance/Listener.

Oracle (Ora_APP3:not wet conzistent)

1) HELF B) Additionallistener

2 - 71 Addit iona IRACInstance/Listener
30 SAVEHERIT 80 AdditionalOraclellustervare

43 REMOVE+EXIT 93 StartPriority=Same

i) ddditional Instance
Chooze the zetting to processz: #F

3. Select FREECHOICE and enter Oracle user name.
(In the case of Configuraiton B, start from this step after the step "6" of "2.3.4.2 Oracle Clusterware Resource Creation and
Registration".)

Setting meru @ Oraclelzer for Oracle RAC Instance/Listener resource
1) HELP
23 RETURN
3) FREECHOICE
Enter the name of Oraclelzer: &
»r rachser
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.:n Note
Oracle user specified for the OracleUser attribute should belong to OSDBA group.
4. Select CRSresource registered as RMS resource from the list.

The selected CRS resources here should exist on the node that has set on the step 5" "Machines+Basics' of "2.3.4.1 userApplication
Basic Settings'.

et Resource:Current [y set:

1) HELF E) ora.rac.racl. inst
23 NO-SAYE+RETURN 1) ara.rac.rac?. inst
30 SAYE+RETURN 2) ora.nodel .LISTENER_NODEL. l=nr
4) FREECHOICE 9} ora.node? . LISTEMER_MODEZ. |=nr

81 (ScopeFilter=nodel:node?)
Chooze one of the resources: &

(&7 Note

Do not register the resources of the other nodes at the same time.

It is possible to prevent it by specifying a node name as ScopeFilter. The following sample indicates that CRS resources on nodel
arelisted.

et Resource:Current [y zet:

1) HELP B) ora.rac.racl. inst
231 WO-SAYE+RETURN 73 ora.rac.rac?. inst
37 SAVE+RETURN 83 ora.nodel.LISTENER_MODE1. |snr
43 FREECHOICE 9} ora.node? . LISTENER_MODEZ. |snr

51 {ScopeFil ter=nodel :node? )
Chooze one of the resources: &

Setting menu @ Scopefilter of Oracle RAC Instance/Listener resource
1) HELP
23 RETURN
37 MONE
4) FREECHOICE
Enter the word for filtering Scope: £
gl

et Resource:Current [y set:

13 HELP ) (ScopeFilter-nodel)
2} NO-SAVE+RETURN ) ora.rac.racl. inst
3) SAYE+RETURN 7} ora.nodel .LISTEMER_NODE1. lsnr

4) FREECHOICE
Chooze one of the resources:

.-ﬂlnformation

The RMS resource name is generated based on the CRS resource name as follows:

- Oracle RAC instance resource

Ora_<Appl i cati onNanme>_<i nst _nane>. i




- Listener resource

Ora_<Appl i cati onNanme>_<I snr_nane>. |

The default value of <lsnr_name> is"LISTENER_<node name>".

The resource name begins with "Ora_<ApplicationName>_" instead of "ora" of the resource name displayed with "crs_stat"
command of Oracle RAC.

- The resource name must be up to 39 characters.

For information on how to set up <ApplicationName>, refer to the step "4" of "2.3.4.1 userApplication Basic Settings".

- <inst_name> indicated by bold typeis part of CRS resource name.

ora.rac.racl.inst

- <lIsnr_name> indicated by bold typeis part of CRS resource name.

ora. nodel. LI STENER _NODEL. | snr

. Confirm that CRS resources selected at previous screen appear after "Currently set".
After that, select SAVE+RETURN.

et Resource:Current v zet: ora.rac. racl. inst ora.nodel. LISTENER_NODE1. Isnr

1) HELP £) WOT:ora.rac.racl. inst

231 WO-SAYE+RETURN 73 ora.rac.rac?. inst

3) SAYCARETURN 47 NOT:ora.nodel .LISTEMER_NODEL. l=nr
43 FREECHOICE 9} ora.node? . LISTENER_MODEZ. |snr

53 (ScopeFilter=nodel :node?)
Chooze one of the resources:

. Edit advanced settings of Oracle RAC instance, Listener resource.

Oracle (Ora_fPP3:consistent)

1) HELP

21 -

30 SAVEHEXRIT

43 REMOYE4+EXIT

53 AdditionalRACInstance/Listenar

3 AdditionalOrac|ellusterware

71 RACInstance/Listener [0]=ora.rac.racl.inst

8) RaCInstances/Listener[1]1=ora.nodel . LISTENER_MODET. [=nr
Chooze the setting to process: #

Zetting menu @ Oracle RAC InstancefListener resource
1) HELP

23 RETURN

37 MONE

4} FREECHOICE

) SELECTED: ora.rac.racl. inst

Choose an Oracle RAC Instance/Listener: &

Setting menu @ Detail setting for RACInstance[0]=ora. rac. racl.inst

1) HELF B) WFTime=300 11} (PrelfflineScript=)
20 MO-SAYE+RETURM 70 (Interval=E0) 120 (PostOff lineScript=)
30 SAVE+RETURM 2) (WatchTimeout=300) 13) (Fault3cript=)

41 Oraclellzer=racuzer 90 (PrelnlineScript=) 147 (Flags=)

5) ScriptTimeout=300 107 (PostOnl ineScript=)

Chooze the szetting to process:
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E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

Advanced settings of Oracle RAC instance and Listener resource

Attributes

Description

OracleUser

Oracle DBA user name

ScriptTimeout

Timeout of each resource startup and stop
Default : 900 s (300s - 86400s)

WFTime

Waiting time for resource failure recovery through Oracle Clusterware
- PersistentWarning :

Notifies Warning until resource recovery

- ImmediateFault :

Notifies Faulted without waiting resource recovery

- 60s - 86400s

Default time for instance resources; 900s

Default time for listener resources: PersistentWarning

Interval

Monitoring interval of Oracle instance.
Default: 60s (5s - 86400s)

WatchTimeout

No response time during monitoring Oracle.
Default: 300s (30s - 3600s)

PreOnlineScript

Executed before online processing.
No default

PostOnlineScript

Executed after online processing.
No default

PreOfflineScript

Executed before offline processing.
No default

PostOfflineScript

Executed after offline processing.
No default

FaultScript

Executed when a fault occurs.
No default

(D)

Flags NullDetector

Selects whether or not a resource should be monitored.
If it is enabled, the resource will be monitored.
Resource monitoring is disabled as default.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

F-ﬂlnformation

- For details about * Script, refer to "2.4.1 Oracle Online/Offline Script".

- For details about Flags, refer to "11 Appendix—Attributes' of "PRIMECLUSTER RM Swith Wizard Tools Configuration and

Administration Guide".

- Startup of user Application including Oracle Clusterwar e resour ce through PreOnlineScript
If Oracle Clusterware and Oracle RAC instance are registered in different userApplication (Configuration A), set up the
following script in PreOnlineScript of the Oracle RAC instance resource;

/opt/ FJSVcl oral/ shin/clorastartwait <userApplication>

<userApplication>: userApplication including Oracle Clusterware resource
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userApplication name specifiable for <userApplication> are as follows:
- app3in process of creation in this section : specify appl
- app4in process of creation in this section : specify app2
- WFTime

In Oracle RAC, Oracle Clusterware will recover afailure of an RAC instance and a Listener. PRIMECLUSTER Wizard for

Oracle, the wait time for the failure recovery can be set for WFTime

- WFTime=PersistentWarning

Completion of the failure recovery will be waited forever. In the meantime, an RMS resource will enter Warning, so
userApplication will not be degenerated. As soon as recovery is detected, the RM S resource will get back to Online.

- WFTime=ImmediateFault

Completion of the failure recovery will not be waited but an RM S resource will be considered asfault. Assoon astheRMS

resource fails, userApplication will be degenerated.

- WFTime=<second>

Completion of the failure recovery will be waited for acertain period of time. After the predetermined amount of wait time
passes, an RM S resource will be considered as fault then userApplication will be degenerated. During the wait time, the
RMS resource indicates Warning. If recovery is detected within the wait time, the RM S resource will get back to Online.

- Flags
Flags=<Abbreviatiorr indicates that the flag attribute is enabled.

7. Select SAVE+RETURN to quit advanced settings.

Setting menu @ Detail setting for RACInstance[0]=ora.rac.racl.inst

1) HELP B3 WFTime=800 113 (Prelff | ineScript=]
27 NO-SAVE+RETIURN 73 (Interval=60) 127 (PostOff | ineScript=]
37 SAYEHRETURN 83 (YatchTimeout=3007 137 (FaultScript=]

43 Oraclelser=racuser 93 (PrelnlineScript=) 143 (Flags=)

83 ScriptTimeout=300 103 (PostOnl ineScript=)

Chooze the zetting to process: &

8. Repeat the procedure from step "6" and "7" as necessary.

9. Select SAVE+EXIT to register Oracle RAC instance or Listener resource.

Oracle (Ora_fPP3:consistent)

1) HELP

21 -

3 SAYEHEXIT

43 REMOYE4+EXIT

53 AdditionalRACInstance/Listenar

3 AdditionalOrac|ellusterware

731 RéCInstancefListener [0]=ora. rac. racl. inst

8) RaCInstances/Listener[1]1=ora.nodel . LISTENER_MODET. [=nr
Chooze the setting to process: &

_-ﬂlnformation

In the case of Configuration B

In the case of Configuraiton B, the RMS Wizard screen in this step is displayed like the following;



Oracle (Ora_APP1:iconsistent)

1) HELP

2) -

30 SAYEAEXIT

41 REMOYEHEXIT

5 &ddit iora |RACInst ance/Listener

B) RACInztancesListener [0]=ora. rac. racl. inst

71 RACInstancefListener[1]=ora.nodel . LISTENER_MOCEL. l=nr
%) OracleClustervare[0]=Clusterware

Chooze the zetting to process:

10. Confirm that Oracle(Ora_xxx) have been set.

Settings of turnkey wizard “WIZSTAWDEYY (APP3:rot wet consistent)

17 HELP 9} Procedure:Basicheplicat ionf-)
- 10} Oracle{Dra_APP2)

A0 SAVEHEXIT 117 Svmf owarel-)

47 - 127 Procedure: SvstemStated(-)

8) Applicat jonfame=s APP3 137 Procedure: SvstemState?(-)

B) MachinestBasicslappd) 147 GlziGlobal-Link-Services(-)
77 Commandl ines(-) 187 LocalFileSystems(-)

20 Procedurefeelication(-) 167 Gdz:Global-Disk-Services(-)
Chooze the zetting to process:

11. Jumpto"2.3.4.4 Other Resource Creation and Registration”. Thisisapplicableto all configuration patternsand all userApplications.

2.3.4.4 Other Resource Creation and Registration

This section describes how to create and register other resource. It is necessary to perform steps in this section for the creation of the
following userApplication:

* appl, app2, app3 and app4 in Configuration A
* appl and app2 in Configuraiton B

1. If there are other necessary resources, create and register them in " Settings of turnkey wizard "WIZSTANDBY"" screen.

.-ﬂlnformation

Other resources (ex. Procedure resource, resource concerning backup software) should be registered here.
For details of them, refer to the each manual. (For Procedure resource, refer to "PRIMECLUSTER Installation and Administration
Guide".)

2. Select SAVE+EXIT to return Main configuration menu.

Settings of turnkey wizard “WIZSTAMDEY" (APP1:rot wet consistent)

17 HELP 9} Procedure:Basicheplicat ionf-)
2 - 107 OraclefOra_aPP1)

1) SAYEHEXIT 117 Symf oware(-)

47 - 127 Procedure: SvstenStated(-)

5) Apelicat ionMame= APP1 137 Procedure: SvstenState?(-)

B) MachinestBasicslappl) 147 Glz:Global-Link-Services(-)
77 Commandl i nes(-) 187 LocalFileSystems(-)

20 Procedurefeelication(-) 187 Gd=:Global-Disk-Services(-)
Chooze the setting to process: &




3. This concludes creation of userApplication.
After that, jump to the screen suitable for userApplication.

- Configuration A

If al userApplications (appl, app2, app3 and app4) have been created, jump to "2.3.4.5 Other userApplication Creation”. If
not, start from "2.3.4.1 userApplication Basic Settings'.

- Configuration B

If all userApplications (appl and app2) have been created, jump to "2.3.4.5 Other userApplication Creation”. If not, start
from "2.3.4.1 userApplication Basic Settings'.

2.3.4.5 Other userApplication Creation
This section describes how to create other userApplication. (ex. app5, app6, and app7)
1. If there are other necessary userApplications, create them in "Main configuration menu" screen.

2. Return "Main configuration menu" screen after the creation.

2.3.4.6 Configuration-Generate and Configuration-Activate

This section describes how to generate and activate RM S configuration. It is necessary to perform steps in this section after creation of
al userApplications is completed.

1. Execute Configuration-Generate and Configuration-Activate.

nodel: Main confizuration menu. current confizuration: confiz_standby

Mo BME active in the cluster

17 HELF 107 Conf izurat ion-Remove

20 auIT 113 Conf izurat ion-Freeze

1) dpplicat ion-Create 127 Conf izurat ion-Thaw

41 dpplicat ion-Edit 133 Confizurat ion-Edit-Glaobal-Settinzs
81 épplicat ion-Remove 14 Conf izurat ion-Consistency-Repart
B) édpplicat ion-Clone 182 Conf izurat ion-3cript Execut ion

71 Conf izurat iomGenerate 16 RM3-CreateMachine

#) ConfizuratiomAct ivate 177 RM3-Removedachine

9} Conf izurat ion-Copy
Chooze an action:

& note

Before creating and distributing RM S configuration, make sure that Oracle Clusterware has been activated on the node where RMS
Wizard isrunning, so "crs_stat" command can be executed correctly with Oracle DBA user.
However, it is not necessary that CRS resources are ONLINE state.

- If Oracle Clusterware has not been activated, execute the following command as aroot user.

# /etc/init.d/init.crs start

When Oracle Clusterware startup is completed, be sure to confirm that "crs_stat" command can be executed correctly.

# su - <Oracle user>
$ crs_stat




2. Select QUIT and terminate RMS Wizard.

nodel: Main configuration menu. current confizuration: confiz_standby

Mo BME active in the cluster

1) HELF 107 Conf izurat ion-Remove

20 IT 113 Conf izurat ion-Freeze

3) dpplicat ion-Create 127 Conf izurat ion-Thaw

41 dpplicat ion-Edit 133 Confizurat ion-Edit-Glabal-Settinzs
51 Applicat jon-Remove 14 Conf izurat ion-Congistency-Repart
B) dpplicat ion-Clone 182 Conf izurat ion-Script Execut ion

7} Conf izurat ion-Generate 18) RM3-CreateMachine

8) Confizuration-dct ivate 177 RM3-RemoveMachine

9} Confizurat ion-Copy
Chooze an action: Z

_-ﬂlnformation

Y ou can check userApplication setup using "clorainfo -c" command. For details, refer to 4.6 clorainfo - Display Resource Configuration
and Monitoring Status'.

2.3.5 userApplication Operation Check

Start userApplication by executing "hvem™ command then check if it is properly running on all the nodes.

* Check if you can accessto the shared disk from the operating node. Also, check if afile can be created on the shared disk using Oracle
user access privileges.

* Check if you can access the operating hode from the client using the logical |P address.
+ Check if you can access to Oracle running on the operating node from the client using the logical |P adders.
2, See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For the RM S command, refer to "PRIMECLUSTER Installation and Administration Guide".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

2.4 Information

2.4.1 Oracle Online/Offline Script

PRIMECLUSTER Wizard for Oracle allows usersto execute their own unique processing before or after startup or stop of Oracleinstances
and Listeners (Online/ Offline processing). For example, application startup/stop and batch processing can be executed along with startup
or stop of Oracleinstances and Listeners.

Script Type
Script Description
. . Executed before OnlineScript.
PreOnlineScript Set up in RMS Wizard ("hvw" command).
Startup Start duri Applicatoin Onli i
OnlineScript gr .s resou_rce up during userApplicatoin Online processing.
It isimpossible to setup by user.
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It is usable only for the Oracle instance resource in standby operation.
Executed before Oracle instance startup. If the Oracle state (STATUS of the V
prestartup* $INSTANCE view) hasto be checked

Put the executable file that begins with "prestartup” in the "/opt/FJSV clora/usr™
directory.

It isusable only for the Oracle instance resource in standby operation.

Executed when the Oracle status (STATUS column in VSINSTANCE view) is
"STARTED" during Oracle startup. Put the executable file that begins with "nomount”
in the "/opt/FJSV cloralusr” directory.

nomount*

It is usable only for the Oracle instance resource in standby operation.

Executed when the Oracle status (STATUS column in VSINSTANCE view) is
"MOUNTED" during Oracle startup. Put the executable file that begins with "mount"
in the "/opt/FISVcloralusr” directory.

Executed after OnlineScript.
Set up in RMS Wizard ("hvw" command).

Executed before OfflineScript.
Set up in RMS Wizard ("hvw" command).

mount*

PostOnlineScript

PreOfflineScript

Stops resource down during userApplicatoin Offline processing.
It isimpossible to setup by user.

Executed after OfflineScript.
Set up in RMS Wizard ("hvw" command).

Stop OfflineScript

PostOfflineScript

Executed when failures occur.

other FaultScript Set up in RMS Wizard ("hvw" command).

2, See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For information on how to set up these scripts, refer to "2.2.7.1 Oracle Resource Creation and Registration”, "2.3.4.2 Oracle Clusterware
Resource Creation and Registration” or "2.3.4.3 Oracle RAC Instance and Listener Resource Creation and Registration”.

* PreOnlineScript
* PostOnlineScript
* PreOfflineScript
* PostOfflineScript
* FaultScript
For detail of these scripts, refer to "3.1 Oracle Control through PRIMECLUSTER Wizard for Oracle”.
* OnlineScript
+ OfflineScript

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

Execution sequence

Script userApplication resource userApplication userApplication
startup AutoRecover stop (normal) stop (resource
failure)
PreOnlineScript 1
OnlineScript 2 1
startup
prestartup* 3 2
nomount* 4 3
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mount* 5 4

PostOnlineScript 6 5
PreOfflineScript 1 2
stop OfflineScript 2 3
PostOfflineScript 3 4
other FaultScript 1

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

The execution sequence of scripts is described below when StartPriority set as"Listener";
+ userApplication startup
Note that all PreOnlineScript are executed firstly.
1. PreOnlineScript of Listener resource
2. PreOnlineScript of Oracle instance resource
3. OnlineScript of Listener resource
4. PostOnlineScript of Listener resource
5. OnlineScript (including startup*, nomount*, mount*) of Oracle instance resource
6. PostOnlineScript of Oracle instance resource
* Listener resource AutoRecover
Note that PreOnlineScript of Listener resource is not executed.
1. OnlineScript of Listener resource
2. PostOnlineScript of Listener resource
+ normal userApplication stop (user operation)
Note that all PreOfflineScript are executed firstly.
1. PreOfflineScript of Oracle instance resource
PreOfflineScript of Listener resource
OfflineScript of Oracle instance resource
PostOfflineScript of Oracle instance resource

OfflineScript of Listener resource

o o A~ WD

PostOfflineScript of Listener resource
+ userApplication stop caused by Listener resource failure
Note that not only FaultScript of Listener resource but also FaultScript of Oracle instance resource are executed.
1. FaultScript of Listener resource
FaultScript of Oracle instance resource
PreOfflineScript of Oracle instance resource
PreOfflineScript of Listener resource
OfflineScript of Oracle instance resource

PostOfflineScript of Oracle instance resource

N o o M~ 0w D

OfflineScript of Listener resource



8. PostOfflineScript of Listener resource

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

Notice (PreOnlineScript, PostOnlineScript, PreOfflineScript, PostOfflineScript, FaultScript)
+ Execute the scripts using root privileges.
* The exit code 0 indicates normal termination. The value other than 0 indicates abnormal termination or switching process failures.
+If the script exceeds the maximum execution time (ScriptTimeout), switching process will fail.
+ Each script has the environment variable defined in RMS.

!{% See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For details of each script, refer to "2.6.3 Scripts' of the "PRIMECLUSTER RM S with Wizard Tools Configuration and Administration
Guide".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

Notice (prestartup*, nomount*, mount*)
+ Thefileisstored in /opt/FISVclora/ust. If there are two or more files, they will be executed in aphabetical order of the file name.

+ A return code of 0 indicates normal termination. A return code of other than 0 indicates abnormal termination. If the script terminates
abnormally, Oracle instance startup will also fail.

+ System administrator access privileges are used for script execution.
* The parameters are as follows:

- $1: $SORACLE_HOME

- $2: $ORACLE_SID

- $3: Oracle user name

+ If the script is not completed within the timeout period for Oracle instance startup, it will be considered as abnormal exit. Refer to
step 7" of "2.2.7.1 Oracle Resource Creation and Registration”.

QJT Note

The user scripts above are enabled in standby operation.
Note that they cannot be used in Oracle RAC scalable operation.

2.4.2 ASM (Automatic Storage Management)

Automatic Storage Management (hereafter ASM) can be used for 1:1 standby operation or scalable operation only, but not for mutual
standby operation and N:1 standby operation.

1:1 standby operation

Create an ASM instance resource.

The ASM instance will not be monitored, but only started or stopped. If the ASM instancefails, an Oracle instance resource error will be
detected, so userApplication will be switched to the standby node, and ongoing operations will never be disrupted.

Scalable operation

Do not create an ASM instance resource if ASM is used for Oracle RAC. The ASM instance will be controlled by Oracle Clusterware.
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2.4.2.1 Environment configuration

Creation and configuration of ASM instances
* Operation node

The ASM instance and database are only created on the operating node. The standby nodeswill only operate the database on the shared
disk of the operating node.

QT Note

ASM instance name must begin with "+". The default nameis"+ASM".

2 See

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0C0C0CO0CQOCQOCOCOCIOCEOCEOCETOCETETES

Refer to the Oracle manual.

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

+ Standby node

Set up the standby nodes in the same configuration (directory creation, file copy, and links) as the operating node where the AMS
instance and database are created.

- Under $ORACLE_HOME/dbs
- Under SORACLE_BASE/admin/$ORACLE_SID

$ORACLE_BASE/admin/<ASM instance name>
- $ORACLE_BASE/diag/asm (Oracle 11g)

The access privilege to the directories and files must be a so the same as that on the operating node.
If you set where archive log is output on the operating node, it is hecessary to set the same on the standby nodes.

QT Note

If required files on the operating node is backed up in the tar format with "cloracpy"(refer to “4.4 cloracpy - Create Backup File for
Oracle Database Setup") command, configuration information of the ASM instance will not be backed up. Copy the following file
manually in the tar format:

- $ORACLE_BASE/admin/<ASM instance name>

ASM initialization parameter check
Check if thedisk groupinwhichthe Oracledatabaseiscreated isset for the ASM instanceinitialization parameter "ASM_DISKGROUPS".

2 See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For the initialized parameter of the ASM instance, refer to the Oracle manual.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

userApplication creation

When creating userApplication, create an ASM instance resource and Oracle instance resource. Register them in each userApplication.

F-ﬂlnformation

+ For information on how to create ASM instance resource, refer to "2.2.7.1 Oracle Resource Creation and Registration”.
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+ The NULLDETECTOR attribute is automatically set to the flag of the ASM instance resource. This value cannot be changed.

2.4.2.2 Precaution for ASM operation

A disk group that is used for the ASM instance must not be mounted or unmounted manually. F the disk group is mounted, the following
message might be output to the console when the ASM resource is activated, but no action needs to be taken.

* ORA-15032: not all alterations performed
+ ORA-15017: diskgroup "diskgroup name" cannot be mounted
+ ORA-15030: diskgroup name "diskgroup name" isin use by another diskgroup
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IChapter 3 Operation

3.1 Oracle Control through PRIMECLUSTER Wizard for Oracle

3.1.1 Standby Operation

This section discusses how PRIMECLUSTER Wizard for Oracle controls Oracle in standby operation.

Oracle instance Startup

Startup procedure of an Oracle instanceis as follows:
1. su- <Oracle DBA user>

sglplus/ nolog

connect / as sysdba

startup nomount or startup mount

ater database mount (if "startup nomount” was executed at step "4")

o o M w N

ater database open

* Initialized parameter file and server parameter file

Theinitialized parameter fileisnot specified for Oracle startup through PRIMECLUSTER Wizard for Oracle, so the default initialized
parameter file will be used instead. Specify theinitialized parameter file for the following default path (symbolic link).

<$ORACLE_HOVE>/ dbs/ i ni t <$ORACLE_SI D>. ora

A server parameter file should belocated in the shared disk becausethefile contentsare changed dynamically. When aserver parameter
fileis used, enter the full path of the server parameter filein an initialization parameter file.
It is recommended that the same values for initialization parameters are set between cluster nodes.

The server parameter file must be located on the shared disk device because it is dynamically changed. When you use the server
parameter file, enter the full path for theinitialized parameter file. Refer to "2.2.6 Oracle Database Creation and Setting”.

It is recommended that the initialized parameter file settings are the same on the operating nodes and standby nodes.
* Recovery processing
PRIMECLUSTER Wizard for Oracle recovers the Oracle instance in the following cases:
- When thereis ACTIVE table space in the VSBACKUP view.
- When there arefiles required to be recovered in the VSRECOVER_FILE view.
When RAC isrunning, the above recovery processing is exception.
* DBA authentication

PRIMECLUSTER Wizard for Oracle connectsto Oracleinstance with SY SDBA system privilege to start up or stop Oracle instance/
database. In this case, local connection in operating system authentication is used.

Oracle instance Shutdown
+ Shutdown procedure of an Oracle instance by user operation is as follows:
1. su-<Oracle DBA user>
2. sglplus/ nolog

3. connect / as sysdba
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4. shutdown <immediate / abort / transactional> (Setup with StopM odeStop)
Default : immediate

5. If Oracleis not stopped at step "4" (except for abort), use shutdown abort.

6. If Oracleisnot stopped at step "4" or "5", shut it down forcibly by sending SIGKILL to the background processes.

+ Shutdown procedure of an Oracle instance by resource failure or failover is as follows:

1. su-<Oracle DBA user>
2. sglplus/ nolog

3. connect / as sysdba

4

. shutdown <immediate / abort / transactional > (Setup with StopM odeFail)
Default : abort

o

If Oracleis not stopped at step "4" (except for abort), use shutdown abort.

6. If Oracleisnot stopped at step "4" or "5", shut it down forcibly by sending SIGKILL to the background processes.

Oracle instance Monitoring

Monitoring procedure of an Oracle instance is as follows:

1

7.

Check the background process (PMON, SMON) periodicaly. If the process status can be confirmed, go to step "2".

. Su- <Oracle DBA user>
. Local connection to the Oracle instance as the SY STEM user

2
3
4.
5
6

Check if Oracle statusis OPEN

. Check if the background processes (PMON, SMON, DBWn, LGWR, CKPT) are alive.
. Checkif "INSERT","UPDATE" and "DELETE" can be properly executed using the monitoring table onthe SY STEM user'sdefault

table space

Oracleis reconnected once every 24 hours.

If Oracleis stopped, "1" is executed at a 30 second interval (static).

If Oracle gets activated, "2" and after are executed. If node startup is completed then the node is operating, only "5" and "6" are executed
at aregular interval. The default value is 30 seconds, and can be changed. Note that "6" is executed at a 60-second interval at |east.

* SYSTEM user password

PRIMECLUSTER Wizard for Oracle monitors Oracleasthe SY STEM user. Set the SY STEM user's password. Refer to "4.3 clorapass
- Register Password for Monitoring".

* Monitoring table

PRIMECLUSTER Wizard for Oracle creates a monitoring table on the SYSTEM user's default table space if the monitoring table
does not exist. The tableisonly afew bites, and will not be deleted.

* Warning notification

If the following symptoms are detected, PRIMECLUSTER Wizard for Oracle will notify RMS of the warning state. It is not the Fault
state, so afailover will not occur.

- Oracle cannot be connected due to incorrect SYSTEM user's password that is registered with the "clorapass’ command
(ORA-01017 detected)

- Sincethe SYSTEM user account is locked, so Oracle connection is not allowed (ORA-28000 detected)

When the max session or max process error occurs, so Oracle connection is not alowed

- While monitoring SQL (e.g. insert and update) is not replied for a certain period of time, but Oracle connection is allowed, and
the Oracle status is OPEN.

- Sincethe SYSTEM user's password has expired, so Oracle connection is not allowed (ORA-28001 detected)
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* Monitoring timeout

If SQL statement(INSERT, UPDATE) is released, and there is no reply from Oracle after a certain period of time, the monitoring
timeout will be considered then the Oracle instance resource will be put into Warning. If the monitoring timeout occurs for twicein
arow, aresource will be considered as fault then afailover or degradation will be performed.

The monitoring timeout (the wait time from Oracle) can be changed with WatchTimeout.

Listener Startup

Startup procedure of a Listener is asfollows:
1. su- <Oracle user>
2. Isnrctl start <ListenerName>

3. Makes surethat a Listener process does exist.

Listener Shutdown

Shutdown procedure of a Listener is asfollows:
1. su-<Oracle user>
2. Isnrctl stop <ListenerName>
3. Makes sure that a Listener process does not exist.

4. If Listener is not stopped at step "3", shut it down forcibly by sending SIGKILL to the background process.

Listener Monitoring
Monitoring procedure of a Listener is asfollows:
1. Makessurethat a Listener process does not exist.
2. Makes sure that the net service nameis valid with "tnsping” if TNSName is set.
If aListener of astandby node is stopped, execute "1" at regular time intervals.
If the Listener gets activated and becomes an operating node, execute "1" and "2" at regular time intervals.

The default interval timeis 30 seconds, and it can be changed with Interval. Note that "2" is executed at a 60-second interval at |east.

ASM instance Startup

Startup procedure of an ASM instanceis as follows
1. su-<Oracle DBA user>
2. sglplus/ nolog
3. connect / as sysdba ("connect / as sysasm"” in the case of Oracle 11g or |ater)
4.

startup mount (if "STARTED" already, "ater diskgroup all mount” is executed.)

ASM instance Shutdown
+ Shutdown procedure of an ASM instance by user operation is as follows:
1. su-<Oracle DBA user>
2. sglplus/ nolog
3. connect / as sysdba (“connect / as sysasm"” in the case of Oracle 11g or |ater)
4

. shutdown <immediate / abort / transactional> (Setup with StopM odeStop)
Default : immediate

o

If ASM is not stopped at step "4" (except for abort), use shutdown abort.

6. If ASM isnot stopped at step "4" or "5", shut it down forcibly by sending SIGKILL to the background processes.



+ Shutdown procedure of an ASM instance by resource failure or failover is as follows:
1. su- <Oracle DBA user>
2. sglplus/ nolog
3. connect / as sysdba ("connect / as sysasm" in the case of Oracle 11g or |ater)
4

. shutdown <immediate / abort / transactional> (Setup with StopM odeFail)
Default : abort

ol

If ASM is not stopped at step "4" (except for abort), use shutdown abort.

6. If ASM isnot stopped at step "4" or 5", shut it down forcibly by sending SIGKILL to the background processes.

ASM instance Monitoring
ASM is not monitored. NullDetector flag is automatically enabled.

3.1.2 Oracle RAC Scalable Operation

In Oracle RAC, the Oracle instances and Listeners are automatically started, monitored, and recovered through the Oracle Clusterware.

If PRIMECLUSTER Wizard for Oracle detects aresource failure, it will notify RMS of the "Warning" state then ask Oracle Clusterware
to generate afailover or recover the failed resource (depending on the WFTime setting).

Also, the resources are started or stopped along with userApplication startup and stop.

Oracle RAC instance Startup

Startup procedure of an Oracle RAC instanceis as follows:
1. su- <Oracle user>

2. srvctl start instance -d $0B_NAME-i $ORACLE _SID

Oracle RAC instance Stop
Shutdown procedure of an Oracle RAC instance is as follows:
1. su-<Oracleuser>

2. srvetl stop instance -d $DB_NAME-i $ORACLE SID

Oracle RAC instance Monitoring

Monitoring procedure of an Oracle RAC instance is the same as standby operation. However, the monitoring interval's default value is 60
seconds.

For details, refer to "Oracle instance Monitoring” of "3.1.1 Standby Operation".

Listener Startup

Startup procedure of a Listener is asfollows:
1. su- <Oracle user>

2. srvetl start listener -n SNVODE NAME -l $LSNR NAME

Listener Shutdown
Listener stop depends on an Oracle Clusterware, not PRIMECLUSTER Wizard for Oracle.

Listener Monitoring

Monitoring procedure of a Listener is the same as standby operation. However, the monitoring interval's default value is 60 seconds.
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For details, refer to "Oracle instance Monitoring" of "3.1.1 Standby Operation”.

Oracle Clusterware Startup

Startup procedure of an Oracle Clusterware is as follows:
1. /etc/init.d/init.crs start

2. Checksif Oracle Clusterware is activated using crs_stat -t.

Oracle Clusterware Stop

Shutdown procedure of an Oracle Clusterware is as follows:

1. /etc/init.d/init.crs stop

Oracle Clusterware Monitoring
PRIMECLUSTER Wizard for Oracle does not monitor an Oracle Clusterware. Null Detector flag is automatically enabled.

Qn Note

If you want to startup, stop, or switch Oracle instances, execute "hvswitch" and "hvutil" on RMS userApplication. If you execute the
Oracle Clusterware "srvctl" command or shutdown command to the Oracle instance directly, PRIMECLUSETR will consider that the
instance fails, and recovery processing might be initiated for the Oracle instance. To executing the command, put userApplication into
mai ntenance mode.

3.2 Oracle Maintenance

This section discusses how to change Oracle settings, apply Oracle patches, back up and recover Oracle databases. In a cluster system,
the shared disk device in which Oracle datais stored is activated and deactivated along with Oracle startup and stop.

Oracleis monitored during userApplication operation. If Oracleis stopped manually, then the cluster system will consider that the Oracle
resource fails, so Oracle will be restarted or Oracle operation will be switched to the standby node.

While userApplication is not running, the shared disk is deactivated.,

If you need to control Oracle manually for Oracle cold backup or other maintenance tasks, stop monitoring the Oracle instances and
Listeners temporarily.

The basic maintenance procedure is as follows:
1. Start userApplication
Start userApplication that includes the Oracle instance resource if it is stopped.
2. Stop monitoring

Stop monitoring the Oracle instance and Listener resources by executing the "hvoradisable” command. Thiswill prevent resource
failureswhen Oracle is stopped manually.
Before going on to the next step, be sure to check that resource monitoring is disrupted.

3. Stop Oracle-dependent resources

Before stopping Oracle, stop Oracle-dependent resources manually if there are any. If resource monitoring is disrupted with the
"hvoradisable" command, stop monitoring the Oracle-dependent resources using the RM'S command "hvdisable" then stop them
manually.

4. Stop Oracle
Stop Oracle manually.
5. Do maintenance on Oracle

Change the Oracle settings, apply Oracle patches, back up and recovery Oracle databases.
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6. Start Oracle
After the maintenance is completed, start Oracle instance to "OPEN" status. Start Listener if it is also stopped.

Before going on to the next step, be sure to check that Oracle instance and Listener are properly running. The Oracle instance must
be OPEN.

7. Start Oracle-dependent resources

If Oracle-dependent resources are stopped, start them manually before canceling maintenance mode or start resource monitoring
again. If resource monitoring is disrupted with "hvoradisable" command, start monitoring the Oracle-dependent resources again
using the RM'S command hvdisable, then start them manually.

8. Restart resource monitoring

Start monitoring the Oracle instance and Listener resources again using "hvoraenable" command.

.-ﬂlnformation

+ Maintenance mode and resource monitoring

To stop Oracle with userApplication active, use the "monitoring disruption” function of PRIMECLUSTER Wizard for Oracle.
"Monitoring disruption” - Stop the Oracle resource monitoring only. If non-Oracle resource fails, afailover will be generated.

+ OracleRAC

To operate Oracle RAC resources, control RMS userApplication without using "srvctl” or shutdown command. If you execute the
command to the Oracle instance directly, PRIMECLUSETR will consider that the resource fails, and recovery processing might be
initiated for the Oracle resource. To executing the command, put userApplication into maintenance mode.

* Oracleinstance and Listener monitoring

For information on how to cancel or restart monitoring the Oracle instance and Listener resource, refer to "4.1 hvoradisable -
Discontinue Monitoring Resources' and "4.2 hvoraenable - Restart Monitoring Resources”.

*+ Monitoring restart

If Oracleinstances and Oraclelisteners are stopped manually after resource monitoring disruption, start them manually before starting
resource monitoring again. If you restart resource monitoring with the Oracle resources inactive, the Oracle resources will fail.

+ State transition during maintenance

If Oracle monitoring is stopped with the "hvoradisable” command, the Oracle resources will fail, or the state transition will not occur
even though the resources are stopped manually. However, the state transition might occur due to other reasons then Oracle.

* Resource state during monitoring

If the "hvoradisable" command properly stops monitoring the resources, they will enter Warning.

3.2.1 Oracle Setting Change

Y ou can change Oracle settings such asinitialized parameters and data files using the procedures described below.

& Note

Oracle must be stopped depending on the settings. For details, refer to the Oracle manual.
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3.2.1.1 Oracle must be stopped
If Oracle must be stopped, change the settings as follows:

1. Monitoring disruption

# hvoradi sabl e -a <user Application>

2. Oracle stop

# su - <Oracle user>

$ sql pl us /nol og

SQL> connect / as sysdba
SQ.> shut down i medi at e

3. Setup change
Change Oracle settings such as initialized parameters and data files.

4. Oracle startup

# su - <Oracl e user>

$ sql plus /nol og

SQ.> connect / as sysdba
SQL> startup

5. Monitoring restart

# hvoraenabl e -a <userApplication>

_-ﬂlnformation

If there are Oracle-dependent resources, the procedure with the monitoring disruption command might not work. When Oracle resources
are stopped with the monitoring disruption command then Oracle is stopped manually, the Oracle-dependent resource might fail.

Y ou need to check the status of the Oracle-dependent resource when you stop Oracle manually.

3.2.2 Patch Application

The method of applying an Oracle patch (e.g. Oracle PSR: Patch Set Release) varies depending on database mounting.

If a database does not need to be mounted before and after patch application, be sure to stop RM S before applying a patch.

If a database needs to be mounted before and after patch application, monitoring must be cancelled before applying a patch as follows:

1. Monitoring disruption

# hvoradi sabl e -a <user Application>

2. Oracle stop (if necessary)

# su - <Oracle user>

$ sql plus /nol og

SQL> connect / as sysdba
SQL> shutdown i mmedi ate

3. Patch application
Apply patches according to the Oracle manual.

4. Oracle startup (if stopped)

# su - <Oracl e user>
$ sql plus /nol og
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SQL> connect / as sysdba
SQ.> startup

5. Monitoring restart

# hvoraenabl e -a <userApplication>

3.2.3 Backup

This section discusses how to back up Oracle databases.

3.2.3.1 Cold backup

Y ou can perform Oracle cold backup (offline backup) asfollows. If there are Oracle-dependent resources (e.g. SAP R/3), aresourcefailure
might occur during Oracle stop, so it is necessary to stop them manually in advance.

1. Monitoring disruption

# hvoradi sabl e -a <user Application>

2. Oracle stop

# su - <Oracle user>

$ sql plus /nol og

SQ.> connect / as sysdba
SQL> shut down i mmedi ate

3. Cold backup
Perform cold backup of the database.

4. Oracle startup

# su - <Oracle user>

$ sql plus /nol og

SQL> connect / as sysdba
SQL> startup

5. Monitoring restart

# hvoraenabl e -a <user Application>

Qn Note

If there are Oracle-dependent resources, the procedure with the monitoring disruption command might not work. When Oracle resources
are stopped with the monitoring disruption command then Oracle is stopped manually, the Oracle-dependent resource might fail.

Y ou need to check the status of the Oracle-dependent resource when you stop Oracle manually.

3.2.3.2 Hot backup
Y ou can perform Oracle hot backup (online backup) as follows.

1. Monitoring disruption

# hvoradi sabl e -a <user Applicati on>

2. Hot backup

Perform hot backup of the database.
Be sure to check that the Oracle instance and Listener are properly running before going on to the next step.
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3. Monitoring restart

# hvoraenabl e -a <user Application>

3.2.4 Recovery

Recover the Oracle database according to the necessity of Oracle stop.

_-ﬂlnformation

When Oracle must be stopped to recover the Oracle database:
+ Thedatafile belongsto SYSTEM table area or UNDO table area
* Thewhole database is recovered
* Incomplete recovery is performed
When Oracle does not have to be stopped to recover the Oracle database:
+ The datafile does not belong to SYSTEM table areaor UNDO table area

+ Complete recovery is performed

%See

For details, refer to the Oracle manual
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3.2.4.1 Oracle must be stopped

If Oracle must be stopped, recovery the Oracle database as follows. If there are Oracle-dependent resources (e.g. SAP R/3), aresource
failure might occur during Oracle stop, so it is hecessary to stop them manually in advance.

1. userApplication stop

# hvutil -f <userApplication>

2. Monitoring disruption

# hvoradi sabl e -a <user Application>

3. userApplication startup

# hvswi tch <user Applicati on>

4. Recovery
Recover the database.

5. Oracleinstance and Listener startup

# su - <Oracl e user>

$ Isnrctl start <Listener>
$ sql plus /nol og

SQ.> connect / as sysdba
SQ.> startup

6. Monitoring restart

# hvoraenabl e -a <user Application>
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3.2.4.2 Oracle does not need to be stopped
If the Oracle does not need to be stopped, recover the Oracle database as follows;

1. Monitoring disruption

# hvoradi sabl e -a <user Application>

2. Recovery

Recover the database.
Be sure to check if the Oracle instance and Listener are properly running before going on to the next step.

3. Monitoring restart

# hvoraenabl e -a <user Application>

3.3 Oracle SYSTEM user Password Change

You can change the Oracle SYSTEM user password without stopping operation by using the following steps on the node where
userApplicationis Online.

1. Discontinue monitoring the Oracle instance resources

Execute the command as follows on all the cluster nodes.

# hvoradi sabl e -a <user Application>

Be sure to check the following message in syslog before going to the next step:

[Info] [0101] Fault Watching is disabled

2. Change the Oracle SY STEM user password
Change the Oracle SY STEM user password, or unlock SY STEM user account.

- Change the Oracle SY STEM user password
In standby operation, change the password on the operating node. In scal able operation with Oracle RAC, change the password
on any one of the nodes.

jJJ Example

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000

The following example shows how to change password to "oracle".

# su - <Oracl e user>

$ sql plus /nol og

SQ.> connect / as sysdba

SQL> alter user systemidentified by oracle
SQL> exit

© © 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000

- Unlock SY STEM user account
Refer to [Case 2] of "A.1.3 Warning State".

3. Register the Oracle SYSTEM user password to Wizard for Oracle

Register the Oracle SY STEM user password to Wizard for Oracle using "clorapass’ command.
In standby operation, register the password on the operating node. In scalable operation with Oracle RAC, register the passwords
for each instance on any one of the nodes.
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# [ opt/ FJSvcl oral sbin/cl orapass

Enter OracleSID > sid (Enter ORACLE_SI D)

Enter Password > ******x (Enter "oracle" for password.)
Re-enter Password > ***x*%* (Re-enter "oracle" for password.)
Fi ni shed

4. Restart monitoring the Oracle instance resources

Execute the command as follows on all the cluster nodes.

# hvoraenabl e -a <user Application>

Be sure to check the following message in syslog after execution:

[Info] [0102] Fault Watching is enabl ed

F-ﬂlnformation

+ For the "hvoradisable" command, refer to "4.1 hvoradisable - Discontinue Monitoring Resources".
* For information on how to change the Oracle SY STEM user password, refer to the Oracle manual.
* For "clorapass' command, refer to "4.3 clorapass - Register Password for Monitoring".

* For "hvoradisable" command, refer to "4.2 hvoraenable - Restart Monitoring Resources'.

3.4 Corrective Action against Failover

Oracle logging

If afailover or degeneration occurs in the event of afailurein PRIMECLUSTER operation with Oracle, solve the problem referring to
the Oracle alert log or log files.

Log of PRIMECLUSTER Wizard for Oracle

PRIMECLUSTER Wizard for Oracle provides information what kind of failure is detected and what corrective action is taken in the
following log files:

/var/opt/reliant/log/ FISvVcl ora_<Oracl eSI D>*. | og
/var/opt/reliant/log/ FISVcl ora_<Li st ener Name>*. | og

The format of log filesis as follows:

Dat e/ type/ | D/ t ext

2002/ 04/ 25 15:18:40 [Info] [1101] Starting Oracle detector

2002/ 04/ 25 15:18:40 [Info] [1102] Connected to Oracle

2002/ 04/ 25 15:18:40 [Error] [1299] ORA-01034 Oracle not avail able.

- Date

Output in the format of YYYY/MM/DD HH:MM:SS.
+ Type

Indicates classification. (Information, Error, Warning)
- ID

Indicates a message number.
+ Text

Indicates message content.
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& Note

Thereis no restriction of space or memory for log files. RM'S manages the log files.

The log files will be used for troubleshooting. Do not delete or delete the files.

3.5 Troubleshooting Information

If you encounter any problems with PRIMECLUSTER Wizard for Oracle operation you will need to conduct troubleshooting from log
files and setup files of PRIMECLUSTER Wizard for Oracle and its related products.

Y ou may use the following files:

Oracle information
+ Configuration files

- initialization parameter file
$ORACLE_HOME/dbs/*.ora
$ORACLE_BASE/admin/$ORACLE_SID/pfile/* .ora

- Oracle Net Servicesfile
$ORACLE_HOME/network/admin/*.ora

* Logfiles

- Oracledlert log
$ORACLE_HOME/rdbms/log/alert $ORACLE_SID.log
$ORACLE_BASE/admin/$ORACLE_SID/bdump/alert $ORACLE_SID.log
$ORACLE_BASE/diag/* (Oracle 11g or later)

- listener log
$ORACLE_HOME/network/log/<ListenerName>.log
$ORACLE_BASE/diag/* (Oracle 11g or later)

- Oracle Clusterwarelog

$ORA_CRS_HOME/crs/log/<nodename>.log

PRIMECLUSTER information
You can collect troubleshooting information by executing "fjsnap" command of PRIMECLUSTER. Refer to "PRIMECLUSTER
Configuration and Administration Guide".
PRIMECLUSTER Wizard for Oracle information
+ Configuration files
/opt/FISV cloraletc/*
lusr/opt/reliant/etc/hvgdconfig
{usr/opt/reliant/build/< configuration name >.usfiles/*
* Logfiles
Ivar/opt/reliant/log/*
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F-ﬂlnformation

Y ou can collect troubleshooting information for Oracleand PRIMECLUSTER Wizard for Oracle using " pclsnap" command. The"pclsnap”
command isasysteminformation tool and isincluded in ESF (Enhanced Support Facility). If an error occurson aPRIMECLUSER system,
the command will collect required information to solve the problem. Oracleinformation can be collected only if PRIMECLUSTER Wizard
for Oracleis correctly set. For details, refer to "4.5 clgetoralog - Collect Troubleshooting Information”.

3.6 Log Files

PRIMECLUSTER Wizard for Oracle generates |log files under the following directory.

* Ivar/opt/reliant/log
Log files having information about startup/stop are stored in this directory.
Disk space for the directory is managed by PRIMECLUSTER.
5 See

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0C0C0CO0CQOCQOCOCOCIOCEOCEOCETOCETETES

Refer to "PRIMECLUSTER Installation and Administration Guide".

©©000000000000000000000000000000000000000000000000000COCOCOC00000000000C0C0C0C0C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCE

* Ivar/opt/FISVclora
Log files having information about monitoring are stored in this directory.
Required disk space for the directory is described bel ow;
- Oracle instance resource
5.5 MB per resource
- Listener resource
4.5 MB per resource
- ASM instance resource
0.0 MB per resource (no output)
- Oracle Clusterware resource

0.0 MB per resource (no output)

gn Note

Do not remove these log files.



IChapter 4 Command

4.1 hvoradisable - Discontinue Monitoring Resources

User

Super user
Format
/opt/FISV clora/sbin/hvoradisable userApplication Resource
/opt/FJISV cloralshin/hvoradisable -a[ userApplication)
Function

hvoradisable discontinues monitoring the Oracle instance and Oracle listener resources on the local node where the command is
executed. The command is used to stop the Oracle instances or Oracle listeners for maintenance. Also, it is available regardless of
whether userApplication is activated or deactivated.

If the command is executed while userApplication is stopped, and then it is started, the Oracle resources will enter Warning without
being started.

If the command is executed while userApplication is running, it will disable resource monitoring. The Oracle resources will enter
Warning. Even though the Oracleinstance and Oraclelistener are stopped, they will remain Warning. When you execute the command
while userApplication is running, be sure to check the resource state is Warning the stop the Oracle instance and Oracle listener.

Stopping userApplication will automatically cancel resource monitoring.

_-ﬂlnformation

- The ASM instance resource and Oracle Clusterware resource are not monitored, so it is not necessary to discontinue monitoring
the resource with the command.

- For further details about ASM instance resources, refer to "2.4.2 ASM (Automatic Storage Management)”.

Parameter
userApplication Resource
Specify userApplication including Oracle resources that will be disrupted monitoring.
Specify either of the Oracle instance or Oracle listener that will be disrupted monitoring.
Specify them on the local node.
-a [ userApplication ]

The option discontinues monitoring al Oracle instance and Listener resources that belong to userApplication that isrunning on a
local node and is specified for userApplication.

If userApplicationis omitted, the option will discontinue monitoring all the Oracle resources on the local node.
Exit status
0: Normal termination
Non-0: Abnormal termination

2: Abnormal termination (disruption of resource monitoring with the -a option fails)

L:n Note

Note that execution timing. Unexpected resource failure or userApplication failover might be caused.

* Do not execute the command while state transition of userApplication isin progress.
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* Do not execute the command while RM S is not running.

+ Do not right after execution of the command.

4.2 hvoraenable - Restart Monitoring Resources

User

Super user
Format
/opt/FISV cloral/shin/hvoraenable userApplication Resource
/opt/FISV cloralshin/hvoraenable -a [ userApplication)
Function

hvoraenable restarts monitoring the Oracle instance and Oracle listener resources on the local hode where resource monitoring is
disrupted. It is available regardiess of whether userApplication is activated or deactivated.

If the command is executed while userApplication is stopped, disabling resource monitoring with hvoradisable will be cancelled.
If the command is executed while userApplication is running, it will restart resource monitoring.

The command must be executed after the Oracle instance and Oracle listener are started manually. Be sure to check the resource state
is changed from Warning to Online.

_-ﬂlnformation

- The ASM instance resource and Oracle Clusterware resource are not monitored, so it is not necessary to cancel monitoring for
them with the command.

- For further details about ASM instance resources, refer to "2.4.2 ASM (Automatic Storage Management)".

Parameter
userApplication Resource
Specify userApplication including Oracle resources that will be disrupted monitoring.
Specify either of the Oracle instance or Oracle listener that will be disrupted monitoring.
Specify them on the local node.
-a [ userApplication ]

The option restarts monitoring all Oracle instance and Listener resources that belong to userApplication that is running on alocal
node and is specified for userApplication.

If userApplicationis omitted, the option will restart monitoring all the Oracle resources on the local node.
Exit status
0: Normal termination
Non-0: Abnormal termination

2: Abnormal termination (disruption of resource monitoring with the -a option fails)

& Note

Note that execution timing. Unexpected resource failure or userApplication failover might be caused.

+ Do not execute the command while state transition of userApplication isin progress.
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* Do not right after execution of the command.

4.3 clorapass - Register Password for Monitoring

User

Super user
Format

/opt/FJISV clora/shin/clorapass
Function

clorapass registers the Oracle SYSTEM user password for PRIMECLUSTER Wizard for Oracle. The detector monitors Oracle
instances using the SY STEM user privileges, so it requiresthe SY STEM user password.

If the password is not registered, the detector will use "manager” asthe SY STEM user password.

Execute the command on any one of the nodes. In scal able operation (RAC) with multiple Oracle instances, execute the command for
each Oracle instance then register the Oracle SY STEM user password.

Parameter
None.
Exit status
0: Normal termination

Non-0: Abnormal termination

_-ﬂlnformation

For information on how to change the Oracle SY STEM user's password while the cluster systemisrunning, refer to "3.3 Oracle SY STEM
user Password Change".

For scalable operation, the Oracle SY STEM user password needs to be registered for each instance.
Example: In case of DB_NAME=0ra, ORACLE_SID=oral, ORACLE_SID=ora2,
Execute the command twice then register password for oral and ora2 respectively.

4.4 cloracpy - Create Backup File for Oracle Database Setup

User

Oracle DBA user
Format

/opt/FJISV cloralshin/cloracpy
Function

cloracpy enables usersto back up files required for Oracle database setup on the operating node in the tar format. Also, the users can
copy thefile and set links by extracting the backup data on the standby nodes.

The command can be used in the following cases:
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The $ORACLE_HOME and $ORACLE_BASE settings are the same between the operating node and the standby nodes.

The Oracle configuration is the same between the operating node and the standby nodes.

- Database creation and setup is already completed on the operating node.

- The command is executed with Oracle user access privileges

- $ORACLE_BASE, $ORACLE_HOME, and $ORACLE_SID are set in the Oracle user environment variables.
The following backup files can be created in the tar format:

- All files under $ORACLE_HOME/dbs/
All files under SORACLE_BASE/admin/$ORACLE_SID/

- All files under SORACLE_HOME/network/admin/

All files under SORACLE_BASE/diag/

Thefiles on the operating node will be stored in the"/tmp/oracle $ORACLE_SID.tar" file. Then, they will be deployed on the standby
node with "tar xvfP /tmp/oracle $ORACLE_SID.tar" command.

Since cloracpy creates and deploy the backup files in the tar format using the full path, it cannot be used if the "SORACLE_BASE"
and "$ORACLE_HOME" settings are incompatible between the operating and standby nodes.

Also, if the operation method is different between the operating node and standby nodes, the command cannot be used. If afile with
the same name exists, it will be overridden.

Parameter
None.
Exit status
0: Normal termination

Non-0: Abnormal termination

4.5 clgetoralog - Collect Troubleshooting Information

User

Super user
Format

/opt/FISV cloralbin/clgetoralog [ -n RMSconfiguration] [ -d output_directory] [ -a]
Function

clgetoralog collects Oracle information for troubleshooting. "clgetoralog” command collects Oracle setup information and log fileson
a PRIMECLUSTER system. The information will be collected in the "<hosthame>_<yymmddHHMMSS>_clgetoralog.tar.Z" (or
tar.gz) file.

The "clgetoralog” command collects

- Initialized parameter file
$ORACLE_HOME/dbs/*.ora
$ORACLE_BASE/admin/$ORACLE_SID/pfile/* .ora

- Oracledertlog
background_dump_dest/*.log
$ORACLE_BASE/admin/SORACLE_SID/bdump/*.log
$ORACLE_HOME/rdoms/log/*.log
$ORACLE_HOME/dbs/*.log
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Some files under $ORACLE_BASE/diag/
- listener.ora, thsnames.ora

$ORACLE_HOME/network/admin/* .ora
- Listener log

$ORACLE_HOME/network/log/* .log
- Oracle Clusterware information

$ORA_CRS_HOME/crs/admin/*

$ORA_CRS HOME/crs/logi* ($ORA_CRS_HOME/log/<hostname>/crsd/*)
- VIL, configuration, and log files of PRIMECLUSTER Wizard for Oracle
- V/L and log files (switchlog) of RMS
- VIL, configuration, and patch information of PRIMECLUSTER
- System information

uname -a (system basic information)

uptime (system operating time)

cat /proc/cpuinfo (CPU information)

cat /proc/version (Linux version)

sysctl -a (kernel parameter)

ipcs (shared resources)

cat /proc/swaps (swap information)

ptree -pal, ps -efw (process information)

ntpqg -p (NTP information)

Ivar/log/messagesfile

_-ﬂlnformation

Parameter
[ -n RMSconfiguration ]

Specify the RM S configuration name for RM Sconfiguration.
If this option is specified, "clgetoralog” command will collect RMS configuration information in addition to the information
described in "Function". Y ou can check the RM S configuration name using the following command if RMSis running.

# [/ opt/ SMAW bi n/ hvdi sp -a | grep Configuration
Configuration: /opt/SMAW SMAWRr ns/ bui | d/ confi g. us

If this option is omitted, the command will collect information described in "Function" only.
[ -d output_directory ]

Specify  the  directory  where information is collected. Then, the command will store the
"<hostname>_<yymmddHHMMSS>_clgetoralog.tar.Z" (or tar.gz) filein the directory. If the directory specified does not exist, it
will automatically be created.

If this option is omitted, the command will store the "<hostname>_<yymmddHHMMSS>_clgetoralog.tar Z" (or tar.gz) file under
the default directory (/var/tmp/).

[-a]

The option will collect the following information in addition to the information described in " Function™:
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- Group of currently active RMS configuration files (all RM S configuration files with the -n option)
- MSlogfiles (/var/opt/reliant/log/*)
- RMS environment variable configuration file (/usr/opt/reliant/bin/hvenv.local)
- Ivar/log/messages (all generations)
- letc/hosts
- [etc/passwd
- [etc/services
- letc/fstab
- letc/fstab.pcl
If this option is omitted, the command will collect information described in "Function” only.
Exit status
0: Normal termination

Non-0: Abnormal termination

4}1 Note

This command gets the value of background_dump_dest or diagnostic_dest parameter from the initialized parameter file or the server
parameter file, and searches the Oracle alert log. However, if these parameter files can not be read(e.g. the server parameter file existson
ashared disk that is not mounted), the alert log is not also collected.

To prevent it, define the alert log in /opt/FISV clora/etc/clgetoral og.conf using the full path so that you can acquire the alert log. Where
the alert log is stored is defined in background_dump_dest parameter. (background_dump_dest/diagnostic_dest parameter can be found
in the initialized parameter file or the server parameter file. It can be aso displayed by SQL "show parameter dest".)

The following example shows how to define /opt/FJISV cloraletc/clgetoral og.conf:

COLLECTOBJ=/ or acl e/ admi n/ or cl si d/ bdunp/ al ert _orcl si d. | og

Start with "COLLECTOBJ=" and specify the file name using the full path after "=".
Wild card characters "*" cannot be used in the middle of the path name.

COLLECTOBJ=/ or acl e/ admi n/ orcl si d/ bdunp/*. trc (X)
COLLECTOBJ=/ or acl e/ admi n/ */ bdunp/ *. trc (NG

If wild card characters are frequently used, and the data size becomes large, troubleshooting information might not be collected.

4.6 clorainfo - Display Resource Configuration and Monitoring
Status

User

Super user
Format

Jopt/FISV cloralbin/clorainfo { -c [ RMSconfiguration] | -e | -m [ ResourceName] | -v }
Function

clorainfo displays configuration information and monitoring state of Wizard for Oracle.
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Parameter
-c [ RMSconfiguration ]

The option displays setup information of Wizard for Oracle resourcesthat are defined in the specified RM S configuration. Specify
the RM S configuration name for RMSconfiguration

If RM Sconfigurationsomitted, setup information of Wizard for Oracleresourcesthat are currently activeinthe RM S configuration
will be displayed.

-e

The option displays kernel parameter values and Oracle setup information on the local node.

_-ﬂlnformation

When aListener resource created in Oracle RAC scalable operation, it isimpossible to set TNSName attribute of the resource even
if "TNS name registered in RMS" item is displayed by "clorainfo -€" command.

# /opt/FISVcloral/bin/clorainfo -e

nodel : Ora_APP1_LI STENER NCDEL. |

User registered in RVM5 (uid) : oracle (504)
User G oup (gid) : oinstall (504)
. dba (505)
ORACLE_HOMVE : [ u01/ app/ or acl e/ product / db
Li stener registered in RVS : LI STENER_NODE1

Prot ocol Addresses . ( DESCRI PTI ON=( ADDRESS=( PROTOCOL=TCP). . .
. (DESCRI PTI ON=( ADDRESS=( PROTOCOL=TCP) . . .
TNS nane registered in RVS Do

-m [ ResourceName ]

The option displays whether or not Wizard for Oracle resources are being monitored (enable: monitoring is active, disable:
monitoring is inactive).

If ResourceNameis specified, it will check the status of resource monitoring and returns the one of the following codes:

- 0: Monitoring is active (RMS is running)

2: Monitoring isinactive (RMS s running)

10: Monitoring is active (RM S is not running)
- 12: Monitoring isinactive (RMSis not running)
The resource name of Wizard for Oracle (ResourceName must exist on the local node.
If ResourceNameisomitted, whether or not all the resources of Wizard for Oracle on thelocal node are monitored will bedisplayed.
-v
The option displays package information of Wizard for Oracle that isinstalled on the local node.
Exit status
0: Normal termination or RM S is running and resource monitoring is active ("-m ResourceName' specified)
2: RMSisrunning and resource monitoring isinactive ("-m ResourceName' specified)
10: RMSis stopped, and resource monitoring is active ("-m ResourceNameé' specified)
12: RMSis stopped, and resource monitoring isinactive ("-m ResourceNameé' specified)

Other than the above values. Abnormal termination
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IChapter 5 Notice

Particular attention must be given to the operation of PRIMECLUSTER Wizard for Oracle.

Prerequisites and requirements

PRIMECLUSTER Wizard for Oracle has specific system requirements and component prerequisites that need to be understood prior to
operation.

+ Operating severa different versions of Oracle products on a PRIMECLUSTER system is not supported. For the Oracle products
supported, refer to "Readme” and "Handbook™".

* A user name, user ID, group name, and group ID should beidentical on all the nodesto install Oracle.
* If multiple ORACLE_HOME are configured on one server, a different user name must be assigned respectively.
* An Oracle database must be configured on the shared disk.

* Setting Oracle log output on the shared disk is not recommended. When a disk device fails, log might not be output, or the Oracle
instance might not be started.

+ Oracle archive log files can be set on local disks. In such a case, if Oracle recovery is required, the Oracle archive log files on both
nodes will be put together.

* The Oracle"TWO_TASK" environment variable cannot be used. For details, refer to "2.2.6 Oracle Database Creation and Setting”.

* The setting to connect to an Oracle database must not be described in login.sgl of an Oracle user. For details, refer to "2.2.6 Oracle
Database Creation and Setting".

* PRIMECLUSTER Wizard for Oracle connectsto Oracleinstance with SY SDBA system privilegeto start up or stop Oracle instance/
database. In this case, local connection in operating system authentication is used. Therefore, the following requirements should be
satisfied. (If not, startup and stop of Oracle instance/database might fail.)

- Oracleuser that isset for Oracleinstance resourcein "2.2.7.1 Oracle Resource Creation and Registration” or "2.3.4.3 Oracle RAC
Instance and Listener Resource Creation and Registration” should belong to OSDBA group.

- SQLNET.AUTHENTICATION_SERVICES parameter should not defined in sglnet.orafile.
The other connections (ex. user own connection for maintenance) can use the password file authentication.

* A command (eg. script) that has interactive mode should not be described in Oracle user's profile(eqg. /etc/
profile, .bash_profile, .cshre, .profile). It may cause failure of userApplicatoin startup or shutdown.
For details, refer to "2.2.2 Oracle Software Instalation and Configuration" or "2.3.2 Oracle Software Installation and
Configuration”.

* In Oracle 10g or later environment, operating system authentication of Listener should be enabled. For details, refer to "2.2.6 Oracle
Database Creation and Setting".

Features and functions

Below are guidelines and precautions to be taken in using the features and functions provided by PRIMECLUSTER Wizard for Oracle.

+ Thedetector connectsitself to the database using SY STEM user access privileges to monitor Oracle instances. It also monitors Oracle
operation by creating a monitoring table on the SY STEM user default table space. The size of the tableis only afew bytes. Thetable
datais periodically updated, so the REDO log is updated, and the archive log data is output.

* Stopping an Oracle instance in the "immediate” mode fails in the following situations:
- - A DBA user is being connected to the Oracle instance, or
- - Online backup isthe Oracleinstanceisin progress
If this occurs, Wizard for Oracle will shut down the Oracle instance with "abort" mode.

* Thetimerequired for Oracleinstance startup and stop varies depending on the database size. The default startup timeout is 10 minutes.
The default stop timeout is 3 minutes.
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The RMS command "hvshut" has its own timeout. Even though hvshut times out, userApplication stop processing will be continued
along with RM S stop.

* In standby operation, if a database failure is detected during Oracle instance startup, the database will automatically be recovered
(END BACKUP, MEDIA RECOVERY).
In scalable operation with Oracle RAC, it is not performed.

i See
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For details, refer to "2.4.1 Oracle Online/Offline Script".
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* In Oracle RAC scalable operation, an RMS resource is created based on the resource name of Oracle RAC. For details, refer
to "2.3.4.3 Oracle RAC Instance and Listener Resource Creation and Registration".

+ If "Instance" or "Listener" is specified for StartPriority, MonitorOnly cannot be enabled. To enable it, specify "Same". For details,
refer to "2.2.7.1 Oracle Resource Creation and Registration”.

+ Do not execute "srvctl” or "sglplus’ commands to shut down Oracle instance. It might cause mismatched status between RMS and
Oracle RAC.

Configuration

Below are guidelines and precautions to be taken in configuring an environment that allows for PRIMECLUSTER Wizard for Oracle
operations.

* Beaware of the exit code and timeout duration when the following scripts are set:
PreOnlineScript, PostOnlineScript, PreOfflineScript, PostOfflineScript, FaultScript.
For details, refer to "2.4.1 Oracle Online/Offline Script”.

+ Do not create multiple resources for the same an Oracle instance, an ASM instance, a Listener or Oracle Clusterware.

* InOracle RAC scalable operation, an Oracle Clusterwareis controlled asaresource. Evenif you have controlled it by PreOnlineScript
of an Oracle RAC instance resource in previous version of PRIMECLUSTER Wizard for Oracle, it is not allowed to use the same
method in this version.

Operations
Users need to take a special precaution when changing the system password for PRIMECLUSTER Wizard for Oracle as follows:
* For information on how to changethe Oracle SY STEM user password whileacluster systemisrunning, refer to"3.3 Oracle SY STEM

user Password Change ".

Others
Users need to take the following special precaution when operating PRIMECLUSTER Wizard for Oracle;

+ If an Oracle instance is stopped in the ABORT mode, it will automatically be recovered at the next instance startup.
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IChapter 6 Message

This chapter describes messages generated by PRIMECLUSTER Wizard for Oracle and lists the possible causes and actions you can take
to resolve any problemsindicated by a message.

Oracle instance resource messages

ERROR: 1202: Cannot map shared memory or get semaphore
[Content]

A system error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 1203: Cannot open actionlist
[Content]
The action definition file cannot be opened.

[Corrective action]

Check if the action definition file already exists, or file access privileges have been changed.

ERROR: 1204: Corrupted actionlist: Invalid errno, line=xx
[Content]

The"errno" setting of the action definition file isincorrect.

[Corrective action]

Check the "errno" setting of "line=%d" in the action definition file.

ERROR: 1205: Corrupted actionlist: Invalid status, line=xx
[Content]
The "status' setting of the action definition fileisincorrect.

[Corrective action]
Check the "status" setting of "line=%d" in the action definition file.

ERROR: 1206: Corrupted actionlist: Invalid action, line=xx
[Content]

The "action" setting of the action definition file is incorrect.
[Corrective action]

Check the "action" setting of "line=%d" in the action definition file.

ERROR: 1208: <Oracle process> process error
[Content]

An Oracle process error was detected.

[Corrective action]

Check if Oracleis properly running by referring to the Oracle dert log.
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ERROR: 1213: Action error detected: Offline
[Content]
The "Offline" state of the resource will be notified.

[Corrective action]

Check if Oracleis properly running by referring to the Oracle alert log.

ERROR: 1214: Action error detected: Faulted
[Content]
The "Faulted" state of the resource will be notified.

[Corrective action]

Check if Oracleis properly running by referring to the Oracle dert log.

ERROR: 1215: Action error detected: Restart
[Content]
Monitoring will be retried.

[Corrective action]

Check if Oracle s properly running by referring to the Oracle dert log.

ERROR: 1219: Cannot read hvgdconfig
[Content]
The RMS configuration file (hvgdconfig file) cannot be read.

[Corrective action]
Modify the RMS configuration file manually then check the file settings.

ERROR: 1220: Not Found xx setting in hvgdconfig

[Content]
The"%s" setting of the RMS configuration file (hvgdconfig file) isincorrect.

[Corrective action]
If you modify the RM'S configuration file manually, check the settings.

ERROR: 1223: Not found AttributeName in hvgdconfig
[Content]
The" AttributeNameé' setting of the RM S configuration file (hvgdconfig file) isincorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 1224: Receiving of monitoring instruction failed (detail)
[Content]

Aninterna error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

Contact system administrators.
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ERROR: 1225: Reporting of monitoring result failed : status
[Content]

Aninterna error occurred. Notification of monitoring result failed.

[Corrective action]

Contact system administrators.

ERROR: 1226: Checking existence of Detector process failed
[Content]

Aninterna error occurred. Checking whether or not the detector processis alive failed.

[Corrective action]

Contact system administrators.

ERROR: 1227: Invalid setting in hvgdconfig : AttributeName
[Content]
The " AttributeNameé' setting of the RM S configuration file (hvgdconfig file) isincorrect.

[Corrective action]

If you modify the RM S configuration file manually, check the settings.

ERROR: 1299: ORA-XXXXX
[Content]

An Oracle error "ORA-xxxxx" is output.

[Corrective action]

Check if Oracleis properly running by referring to the Oracle alert log.

WARN: 1302: Action error detected: Warning
[Content]

The warning state of the resource will be notified.

[Corrective action]

Check if Oracleis properly running by referring to the Oracle alert log.

ERROR: 3402: clorainstance detected Oracle error! (ORA-XXXXX: )
[Content]

An Oracle error occurred while Oracle startup or shutdown was in progress (svrmgrl).

[Corrective action]
Check if Oracleis properly running by referring to the Oracle dert log.

ERROR: 3403: clorainstance detected Oracle error! (ORA-XXXXX: )
ERROR: 7301: clasminstance detected Oracle error! (ORA-XXXXX: )

[Content]

An Oracle error occurred while Oracle startup or shutdown was in progress (sqlplus).

[Corrective action]

Check if Oracleis properly running by referring to the Oracle dert log.
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Oracle listener resource messages

ERROR: 2202: Cannot map shared memory or get semaphore
[Content]

A system error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 2203: Cannot get ORACLE_HOME

[Content]
ORACLE_HOME cannot be acquired.

[Corrective action]
Check if ORACLE_HOME is correctly set for the environment variable.

ERROR: 2204: Cannot read hvgdconfig

[Content]
The RMS configuration file (hvgdconfig file) cannot be read.

[Corrective action]
Modify the RMS configuration file manually then check the file settings.

ERROR: 2205: Not Found xx setting in hvgdconfig
[Content]
The"%s" setting of the RMS configuration file (hvgdconfig file) isincorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 2206: Not Found AttributeName in hvgdconfig
[Content]
The"AttributeName' setting of the RM S configuration file (hvgdconfig file) isincorrect.

[Corrective action]

If you modify the RMS configuration file manually, check the settings.

ERROR: 2210: Tnsping detected the error (xx)
[Content]

Listener monitoring with "tnsping" command failed.

[Corrective action]

Check the Listener log and if the Listener is properly running.

ERROR: 2211: The listener name is invalid
[Content]

The Oracle listener name isincorrect.
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[Corrective action]

Check the Listener settings such as listener.ora and tnsnames.ora.

ERROR: 2214: The process of the listener does not exist
[Content]
An Oracle listener process failure was detected. It will be output along with userApplication stop.

[Corrective action]

If the error is output during userApplication is online, check the Listener log and if the Listener is properly running.

ERROR: 2215: Process ID of the listener is not found
[Content]

The Listener process ID is unknown.

[Corrective action]

Check the Listener log and if the Listener is properly running.

ERROR: 2219: Reporting of monitoring result failed : status
[Content]

Aninterna error occurred. Notification of monitoring result failed.

[Corrective action]

Contact system administrators.

ERROR: 2220: System error occurred(detail)
[Content]

A system error occurred.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 2221: Receiving of monitoring instruction failed (detail)
[Content]

Aninternal error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

Contact system administrators.

ERROR: 2222: Checking existence of Detector process failed
[Content]

Aninterna error occurred. Checking whether or not the detector processis alive failed.

[Corrective action]
Contact system administrators.

Common messages

INFO: 0101: Fault Watching is disabled
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[Content]

Monitoring resource was discontinued after the hvoradisable was executed.

[Corrective action]

None. Execute "hvoragnable" command to restart resource monitoring.

'_ﬂunformation

© 00 0000000000000 0000000000000000000000000000000000000000000000000000000S0

For details, refer to "4.1 hvoradisable - Discontinue Monitoring Resources'.

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000S0

ee000ccccc e
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.

INFO: 0102: Fault Watching is enabled
[Content]

Resource monitoring was restarted after "hvoraenable" command was executed.

[Corrective action]

None.

'_ﬂunformation

© 00 0000000000000 0000000000000000000000000000000000000000000000000000000S0

For details, refer to "4.2 hvoraenable - Restart Monitoring Resources”.

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000S0
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.

ERROR: 0207: Cannot allocate memory for hvgdconfig : AttributeName
[Content]

A system error occurred. Acquisition of memory failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0208: Data init error
[Content]

A system error occurred. Acquisition of semaphore failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0209: Fork error
[Content]

A system error occurred. Generation of process failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0211: User xx not found.
[Content]

The Oracle user settings are incorrect.

[Corrective action]

Check if Oracle user information (e.g. username) is correct.
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ERROR: 0212: Cannot create log xx
[Content]
Log files cannot be created.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0213: Library init error
[Content]

A system error occurred. Initialization failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0219: Detector aborted
[Content]
A system error occurred. The detector will be terminated.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0220: Not found <AttributeName> in hvgdconfig.

[Content]
The " AttributeNameé' setting of the RMS configuration file (hvgdconfig file) is not set.

[Corrective action]

If you modify the RM S configuration file manually, check the settings.

ERROR: 0221: Invalid setting in hvgdconfig : AttributeName

[Content]
The " AttributeNameé' setting of the RM S configuration file (hvgdconfig file) isincorrect.

[Corrective action]
If you modify the RM'S configuration file manually, check the settings.

ERROR: 0222: Checking permission of resource monitoring failed
[Content]

Aninternal error occurred. Checking monitoring disruption failed.

[Corrective action]

Contact system administrators.

ERROR: 0223: Checking existence of fault monitor process failed
[Content]

Aninterna error occurred. Checking whether or not the monitoring processis alive failed.

[Corrective action]

Contact system administrators.
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ERROR: 0224: Sending monitoring instruction failed (detail)
[Content]

A system error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0225: Receiving of monitoring result failed (detail)
[Content]

A system error occurred. Acquisition of shared memory or semaphores failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

ERROR: 0226: Watch Timeout occurred (count)
[Content]

Since there is no response from Oracle or Listener, timeout occurs.

[Corrective action]

Check if Oracle or Listener is properly running by referring to the Oracle alert log or Listener log.

ERROR: 0227: Receiving of Script notice failed
[Content]

Aninterna error occurred. Communication with the script failed.

[Corrective action]

Contact system administrators.

ERROR: 0228: Starting fault monitor failed
[Content]

Startup of the monitoring process failed.
[Corrective action]

Contact system administrators.

ERROR: 0229: Pipe error
[Content]
A system error occurred. Creation of output pipe failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

Qn Note

PRIMECLUSTER Wizard for Oracle outputs error messages to system console other than messages described above if error in Oracle
instance startup occurs.

clgetoralog messages
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clgetoralog [ERROR] Creation of temporary directory failed! (directory_name)
[Content]

Cannot make atemporary directory.

[Corrective action]

Check the system environment.

clgetoralog [ERROR] Invalid RMS Configuration name! (RMS_configuration)
[Content]
The specified RM S configuration RMS_configuration does not exist.

[Corrective action]

Retry with acorrect RM'S configuration name.

clgetoralog [ERROR] No space in path_name (details)!
[Content]
Not enough disk spacein path_name.

[Corrective action]

Check the system environment.

clgetoralog [ERROR] Creation of directory failed! (directory_name)
[Content]

Cannot make a directory directory_name where collected information is stored.

[Corrective action]

Check the system environment.

clgetoralog [ERROR] "file_name" already exists!
[Content]

Cannot make file_name because the same name file already exists.

[Corrective action]

Thedirectory where the collected information has been stored is shown in the following message. Create an archivefile from the directory
manually with other file name.

clgetoralog [ERROR] Creation of "file_name" failed!
[Content]

Cannot create an archivefile file_name.

[Corrective action]

The directory where the collected information has been stored is shown in the following message. Create an archivefilefrom the directory
manually.

clgetoralog [WARN] Obtaining local SysNode Name failed!
[Content]
Cannot get local SysNode name, but clgetoral og continues collecting information.
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[Corrective action]

None.

clgetoralog [WARN] Execution of hvw failed!
[Content]

Cannot execute an RM S command hvw(1M) correctly, but clgetoralog continues collecting information.

[Corrective action]

None.

clgetoralog [WARN] Result of hvw is invalid!
[Content]
An RMS command hvw(1M) has returned unexpected result, but clgetoralog continues collecting information.

[Corrective action]

None.

clgetoralog [WARN] Wizard for Oracle resources not found in hvgdconfig!
[Content]

There are no definitions of Wizard for Oracle resources in hvgdconfig file, but clgetoralog continues collecting information.

[Corrective action]

None.

clgetoralog [WARN] Obtaining RMS Configuration name from CONFIG.rms failed!
[Content]

Cannot get RM S configuration name, but clgetoral og continue collecting information.

[Corrective action]

None.

clgetoralog [WARN] Invalid RMS Configuration name! (RMS_configuration)
[Content]

Cannot get RM S configuration name, but clgetoral og continue collecting information.

[Corrective action]

None.

clorainfo messages

clorainfo: ERROR: Obtaining local SysNode Name failed!
[Content]
Cannot get alocal SysNode name.

[Corrective action]
Check if CF (Cluster Foundation) has been configured and is"UP" state.

clorainfo: ERROR: Checking RMS running status failed! (details)
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[Content]

Cannot check if RMSis running or not.

[Corrective action]
Check if PRIMECLUSTER installation, cluster setup and building a cluster application (userApplication) have been completed.

clorainfo: ERROR: Obtaining RMS configuration name failed! (details)
[Content]

Cannot get an RM S configuration name.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

clorainfo: ERROR: CONFIG.rms does not exist! (details)
[Content]
CONFIG.rmsfile does not exist.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

clorainfo: ERROR: Wizard for Oracle resources not found

[Content]

There are no Wizard for Oracle resourcesin a build userApplication (cluster application).

[Corrective action]

Check if building auserApplication (cluster application) hasbeen completed or Oracleinstanceresourcesor Listener resourcesareincluded
in the userApplication.

clorainfo: ERROR: The specified resource does not exist on this SysNode (SysNode_name), or does not
belong to Wizard for Oracle! - resource_name

[Content]

The specified resource resource_name does not exist on the local node SysNode_name, or is not a Wizard for Oracle resource.

[Corrective action]

Retry with a correct resource name.

clorainfo: ERROR: Resource does not belong to Wizard for Oracle - resource_name
[Content]

The specified resource resource_name is not a Wizard for Oracle resource.

[Corrective action]

Retry with a correct resource name.

clorainfo: ERROR: Invalid RMS Configuration.
[Content]
RMS configurationisinvalid.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.



clorainfo: ERROR: RMS_configuration does not exist.
[Content]
The specified RM'S configuration does not exist.

[Corrective action]

Retry with a correct RM S configuration name.

hvoradisable/hvoraenable messages

command: ERROR: Internal error! (details)
[Content]

Internal error occurred.

[Corrective action]

Contact your system administrator.

command: ERROR: Failed to disable/enable resource monitoring - resource_name
[Content]

Cannot disable or enable monitoring.

[Corrective action]

Contact your system administrator.

command: ERROR: hvgdconfig does not exist!
[Content]

hvgdconfig file does not exist.

[Corrective action]
Check if building a userApplication (cluster application) has been compl eted.

command: ERROR: Obtaining local SysNode Name failed!
[Content]
Cannot get alocal SysNode name.

[Corrective action]
Check if CF (Cluster Foundation) has been configured and is"UP" state.

command: ERROR: Obtaining RMS configuration Name failed!
[Content]

Cannot get an RM S configuration name.

[Corrective action]

Check if building a userApplication (cluster application) has been completed.

command: ERROR: Execution of hvw failed!
[Content]

Cannot execute an RM'S command hvw(1M) correctly.
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[Corrective action]

Check if building a userApplication (cluster application) has been compl eted.

command: ERROR: Result of hvw is invalid!
[Content]

Cannot execute an RM S command hvw(1M) correctly.

[Corrective action]

Check if building a userApplication (cluster application) has been compl eted.

command: ERROR: Failed to disable/enable resource monitoring! (details)
[Content]

Cannot disable or enable monitoring because of details.

[Corrective action]
Check if PRIMECLUSTER installation, cluster setup and building a cluster application (userApplication) have been completed.

command: ERROR: No Wizard for Oracle resources belong to specified userApplication! -
userApplication_name

[Content]

There are no Wizard for Oracle resources in the specified userApplication userApplication_name.

[Corrective action]

Retry with a correct userApplication name.

command: ERROR: No Wizard for Oracle resources are in the current RMS configuration!
[Content]

There are no Wizard for Oracle resourcesin the current RM S configuration.

[Corrective action]

Check if building auserApplication (cluster application) hasbeen completed or Oracleinstanceresourcesor Listener resourcesareincluded
in the userApplication.

command: ERROR: No Wizard for Oracle resources exist on this node! - SysNode_name
[Content]

There are no Wizard for Oracle resources on alocal node SysNode_name.

[Corrective action]

Check if building auserApplication (cluster application) hasbeen completed or Oracleinstanceresourcesor Listener resourcesareincluded
in the userApplication.

command: ERROR: Invalid userApplication or Resource!
[Content]

The specified userApplication name or resource name isinvalid.

[Corrective action]

Retry with a correct userApplication name and resource name.

command: ERROR: The specified resource does not exist on SysNode_name! - resource_name
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[Content]

The specified resource does not exist on alocal node SysNode _name.

[Corrective action]

Retry with a correct resource name or retry on a correct node.

command: WARNING: RMS is not running, but the monitoring of resource_name is disabled/enabled.

[Content]
The monitoring is disabled or enabled although RM S is not running.

[Corrective action]
This setting will become effective in the next RM S startup.

cloracpy messages

ORACLE_SID not found.
[Content]
ORACLE_SID cannot be acquired.

[Corrective action]
Check if ORACLE_SID iscorrectly set for the environment variable.

ORACLE_HOME not found.
[Content]
ORACLE_HOME cannot be acquired.

[Corrective action]
Check if ORACLE_HOME is correctly set for the environment variable.

ORACLE_BASE not found.
[Content]
ORACLE_BASE cannot be acquired.

[Corrective action]
Check if ORACLE_BASE is correctly set for the environment variable.

ORACLE_HOME/dbs is invalid.
[Content]
ORACLE HOMHdbs directory does not exist.

[Corrective action]
Check if the directory exists.

ORACLE_HOME/network/admin is invalid.
[Content]
ORACLE_HOMEnetwork/admin directory does not exist.

[Corrective action]
Check if the directory exists.
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ORACLE_BASE/admin/ORACLE_SID is invalid.
[Content]
ORACLE BASHadmin/ ORACL E_SID directory does not exist.

[Corrective action]
Check if the directory exists.

cloracpy:tar is error.(EXIT_CODE).
[Content]

Cannot execute tar(1) command correctly.

[Corrective action]

Check the disk space or authority of /tmp directory.

clorapass messages

Cannot read password_file.
[Content]

Cannot read the password file.

[Corrective action]

Check the password file.

File format error password_file.

[Content]
Password file occurred format error.

[Corrective action]

Delete the password file, set password again. If more than one password was registered in the file, set all of them.

Cannot allocate memory.
[Content]

A system error occurred. Acquisition of memory failed.

[Corrective action]

The problem might be due to insufficient system resource. Check the system environment.

Cannot write password_file.
[Content]

Cannot write the password file.

[Corrective action]

Check the password file.

Password not match.
[Content]

An incorrect password was entered.
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[Corrective action]

Enter a correct password.
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Appendix A Failure Case Studies

Most of Oracleinstance startup failuresor cluster failover failures are due to Oracleinstance down invents. Sometimes, the same or similar
problems can occur due to setup or evaluation mistakes made by users.

This section discusses possible causes, corrective and preventive action of problems caused by improper settings or mistaken evaluations

Oracle instances Startup/stop failure All
Failover Al2
Warning status A.1l3
Oracle listeners Startup/stop failure A21
Failover A22

A.1 Oracle Instances

A.1.1 Startup/stop failure

Oracle instance startup or stop failed.

[Case 1]
Oracle instance startup or stop fails when the PRIMECLUSTER RMS resource settings are invalid.

Check the resource setup information by executing "clorainfo -¢" command. Refer to 4.6 clorainfo - Display Resource Configuration and
Monitoring Status".

+ Oracle user

* OracleSID

* Scripts (e.g. PreOnlineScript)
- A correct path must be set.
- The script must have execution permission.
- The script must behave correctly.

If your setup information is incorrect, set proper values again. Refer to "Chapter 2 Environment Setup”.

[Case 2]
Oracle instance startup or stop fails when user script settingsin /opt/FISV clora/usr are incorrect (standby operation only).

Check if the user scripts behave correctly.

[Case 3]
Oracle instance startup or stop fails when Oracle settings are invalid.

Check the Oracle aertlog, so you might be able to detect the cause of the failure.
Also, check if Oracle can be started or stopped properly.
If you discontinue Oracle instance resource monitoring, you can operate Oracle manually. Refer to "3.2.4.1 Oracle must be stopped"”.

A.1.2 Failover

A userApplication failover or degeneration occurred because of an Oracle instance resource failure.
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[Case 1]
If there isinsufficient space to archive, and data updating processing through monitoring SQL hangs, an oracle resource might fail.

Check the Oracle aertlog, so you might be able to detect the cause of the failure.
Also, back up archive logs then reserve enough disk space.

[Case 2]

If monitoring timeout occurs twice in a row, a resource failure will occur. If the following error message is output to syslog, you can
determine the cause of this problem:

ERROR: 0226: Watch Ti meout occurred

Take corrective action on Oracle.

In Oracleinstance monitoring of PRIMECLUSTER Wizard for Oracle, if thereisno reply from Oracle within a specified time, monitoring
timeout will be considered. At the first monitoring timeout, the resource will only enter Warning, however, if it occurstwicein arow, a
resource failure will be determined.

A.1.3 Warning State

Oracle has been activated, but an Oracle instance resource has entered Warning.

[Case 1]
An Oracle instance resource enters Warning when
* The Oracle SY STEM user password is not registered in PRIMECLUSTER Wizard for Oracle
*+ The Oracle SY STEM user password is registered in PRIMECLUSTER Wizard for Oracle, but it isincorrect
+ Thecorrect Oracle SY STEM user password is registered in PRIMECLUSTER Wizard for Oracle, but it is disabled
If ORA-01017 is output to syslog, you can determine the cause of this problem.
Register the correct SYSTEM user password again. Refer to 3.3 Oracle SY STEM user Password Change".

[Case 2]
An Oracleinstance resource enters Warning when the Oracle SY STEM user account islocked, so you are not allowed to connect to Oracle.

If ORA-28000 is output to syslog, you can determine the cause of this problem.
Y ou can also check the SY STEM user account by referring to the following SQL statement.
If the "account_status' column indicates "LOCKED(TIMED)" or "LOCKED", you can determine the cause of this problem.

# su - <Oracle user>

$ sql plus /nol og

SQL> connect / as sysdba

SQ.> sel ect usernane, account_status from dba_users;

Access Oracle using sysdba privileges then rel ease account locking of the SY STEM user.

# su - < Oracl e user >

$ sql plus /nol og

SQ.> connect / as sysdba

SQL> al ter user system account unl ock;

If ORA-01017 is output to syslog aswell as ORA-28000, an incorrect password might have been registered. If thisisthe case, correct the
SYSTEM user password. Refer to "3.3 Oracle SYSTEM user Password Change ". Then, release account locking using the procedure
above.

[Case 3]

An Oracle instance resource enters Warning when instance monitoring is discontinued.
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Check the monitoring status by executing "clorainfo -m" command. Refer to "4.6 clorainfo - Display Resource Configuration and
Monitoring Status'.

If instance monitoring has been discontinued, check if the Oracleinstance has been activated with the OPEN statusthen restart monitoring.
Refer to "4.2 hvoraenable - Restart Monitoring Resources'.

[Case 4]

In Oracleinstance monitoring, an OracleinstanceresourceentersWarning if thereisno reply from SQL statement(e.g. INSERT, UPDATE,
etc.) within a specified time, but you can access Oracle, and the instance indicates OPEN.

Take corrective action on Oracle.
In Oracleinstance monitoring of PRIMECLUSTER Wizard for Oracle, if thereisno reply from Oracle within aspecified time, monitoring
timeout will be considered and the following error message will also be output to syslog:

ERROR: 0226: Watch Ti meout occurred

At the first monitoring timeout, the resource will only enter Warning, however, if it occurs twice in a row, a resource failure will be
determined.

[Case 5]

In Oracle instance monitoring, an Oracle instance resource enters Warning if you cannot access Oracle because of a max session error or
max process error.

If ORA-00018 or ORA-00020 is output to syslog, you can determine the cause of this problem.

For the maximum number of sessionsthat are set in the Oracle SESSIONS parameter, or the maximum number of processes that are set
in the PROCESSES parameter, estimate enough values considering monitoring sessions for PRIMECLUSTER Wizard for Oracle.

[Case 6]
An Oracle instance resource enters Warning when the SY STEM user's password has expired, so Oracle connection is not allowed.

If ORA-28001 is output to syslog, you can determine the cause of this problem.
Y ou can also check it by referring to the following SQL statement
If the ORA-28001 error message appears, you can determine the cause of this problem.

# su - <Oracl e user>

$ sql plus /nol og

SQ.> connect systeni password

ERROR:

ORA-28001: the password has expired

Changi ng password for system
New passwor d:

If thisisthe case, change the SY STEM user's password. After that, register the password with "clorapass' command. Refer to "3.3 Oracle
SY STEM user Password Change ".

2 See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For details refer to the Oracle manual.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

A.2 Oracle Listeners

A.2.1 Startup/stop failure

Oracle listener startup or stop failed.
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[Case 1]

Oracle listener startup or stop fails when the PRIMECLUSTER RMS resource settings are invalid.
Check the following resource setup information by executing "clorainfo -¢* command. Refer to "4.6 clorainfo - Display Resource
Configuration and Monitoring Status'.

* Oracle user name

* Listener name

+ TNSName (net service name)

* Scripts (e.g. PreOnlineScript)
- A correct path must be set.
- The script must have execution permission.
- The script must behave correctly.

If your setup information is incorrect, set proper values again. Refer to "Chapter 2 Environment Setup”.

[Case 2]
Oracle listener startup or stop fails when the Listener settings such as | P address and port number are incorrect.

Check Listener logs, so you might be able to detect the cause of the failure.
Also, check if the Listener can be started or stopped properly. If you discontinue Oracle instance resource monitoring, you can operate
Oracle manually. Refer to "3.2.4.1 Oracle must be stopped”.

A.2.2 Failover

A userApplication failover or degeneration occurred because of Oracle listener resource failure.

[Case 1]
A userApplication failover or degeneration occurs when the PRIMECLUSTER RM S resource settings (especially TNSName) areinvalid.

Check the following resource setup information by executing "clorainfo -c* command. Refer to "4.6 clorainfo - Display Resource
Configuration and Monitoring Status”.

+ Oracle user name
+ Listener name
+ TNSName (net service name)

If your setup information isincorrect, set proper values again. Refer to "Chapter 2 Environment Setup”.

[Case 2]
A userApplication failover or cluster degeneration occurs when the net service name of tnsnames.orais incorrect.

Check the net service name in tnsnames.orafile.
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Appendix B Change Oracle Resource Settings

This section explains how to change the Oracle resource settings.

QJT Note

If you perform the procedure in the environment updated from previous version, it is necessary to replace prompt characters in screens
with another.

* Settings of turnkey wizard "WIZSTANDBY"
Replace " Settings of turnkey wizard "ORACLE™"

This replacement is not necessary if your userApplication has been created newly in 4.3A00.

B.1 Resource Additional Creation

B.1.1 Respectively

This section explains how to create an Oracle resource newly and register it to an existing userApplication that includes an Oracle resource
aready.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

To create a Listener "LISTENER_2" newly and register it to an existing userApplication including an Oracle instance resource and a
Listener resource "LISTENER" aready.

Stop RMS on al nodes.

Start up RMS Wizard by executing "hvw -n <Configuration Name>" command on any node.

Select Application-Edit in the "Main configuration menu" screen.

Select userApplication name where resources are registered in the " Application selection menu" screen.

Select Oracle(Ora_xxx) in the "Settings of turnkey wizard "WIZSTANDBY"" screen.

© o & w0 D P

Select Additional xxx in the "Oracle (Ora_xxx.consistent)" screen.

j.ﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

- Inthe Standby Operation

If you create and register an Oracle instance resource or an ASM instance resource, select Additionallnstance here, and edit
advanced settings of the resource according to the step "7 and "8" of "2.2.7.1 Oracle Resource Creation and Registration”.

If you create and register aListener resource, select Additional Listener here, and edit advanced settings of the resource according
to the step "10" and "11" of "2.2.7.1 Oracle Resource Creation and Registration”.

Oracle (Ora_&PP1iconsistent)

1) HELP £) AdditionallListener

23 - 73 StartPriority=Same

33 BAVEHEXIT 83 OraclelnstanceMame [0]="ora’

43 REMOVEHEXIT 93 OraclelistenerMame [0]=LISTENER

5) AdditionalInstance
Choose the zetting to process:




- Inthe Oracle RAC Scalable Operation

If you create and register an Oracle Clusterware resource, select Additional OracleClusterware here, and edit advanced settings
of the resource according to the step "3" - "5" of "2.3.4.2 Oracle Clusterware Resource Creation and Registration”.

If you create and register an Oracle RAC instance resource or a Listener resource, select Additional RAClnstance/Listener here,
and edit advanced settings of the resource accordingto thestep 3" - 7" of "2.3.4.3 Oracle RAC Instance and Listener Resource
Creation and Registration”.

Oracle (Ora_APP3:conzistent)

1) HELF

2) -

30 SAYEHEXIT

4) REMOYE+EXIT

5) Additiona IRACInstancefListener

£) Additiona l0racleClustervare

71 RiCInstance/Listener [0]=ora. rac. racl. inst

8) RACInstance/Listener [1]=ora.nodel.LISTENER_MWODE?. l=nr
Chooze the setting to process:

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

7. Repeat the step "6" if need to create and register resources else.
8. Select SAVE+EXIT in the "Oracle (Ora_xxx.consistent)" screen after completed.
9. Select SAVE+EXIT in the "Settings of turnkey wizard "WIZSTANDBY"" screen.
10. Select RETURN in the "Application selection menu" screen.
11. Execute Configuration-Generate and Configuration-Activate in the "Main configuration menu" screen.

12. Select QUIT inthe "Main configuration menu" screen and terminate RM S Wizard.

B.1.2 In a Group

This section explains how to create an Oracle resource newly and register it to an existing userApplication that does not include any Oracle
instance resource and Listener resource.

j.ﬂ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

To create an Oracle instance resource and(or) a Listener resource newly and register them(it) to an existing userApplication including
GDS, LFSand GL S resources already.

In the standby operation, it is the same as the procedure in "2.2.7 userApplication Edit.

Stop RMS on all nodes.

Start up RMS Wizard by executing "hvw -n <Configuration Name>" command on any node.

Select Application-Edit in the "Main configuration menu" screen.

Select userApplication name where resources are registered in the " Application selection menu" screen.

Select Oracle(-) in the " Settings of turnkey wizard "WIZSTANDBY"" screen.

© o w0 D P

Select Additional xxx in the "Oracle (Ora_xxx:.not yet consistent)" screen.
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j.ﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

Oracle {Ora_fPP1inot wet consistent)

1) HELP £) AdditionalListener

2y - 77 Addit iona IRACInstancefListener
3) SAYEHEXIT %) Additional0racleClusterware

4% REMOVE+EXIT 40 StartPriority=Same

5 AdditionalInstance
Chooze the setting to process:

- Inthe Standby Operation

If you create and register an Oracle instance resource or an ASM instance resource, select Additionallnstance here, and edit
advanced settings of the resource according to the step "7 and "8" of "2.2.7.1 Oracle Resource Creation and Registration".

If you create and register aListener resource, select Additional Listener here, and edit advanced settings of the resource according
to the step "10" and "11" of "2.2.7.1 Oracle Resource Creation and Registration”.

- Inthe Oracle RAC Scalable Operation

If you create and register an Oracle Clusterware resource, select Additional OracleClusterware here, and edit advanced settings
of the resource according to the step "3" - "5" of "2.3.4.2 Oracle Clusterware Resource Creation and Registration”.

If you create and register an Oracle RAC instance resource or a Listener resource, select Additional RAClnstance/Listener here,
and edit advanced settings of the resource accordingto thestep 3" - " 7" of "2.3.4.3 Oracle RAC Instance and Listener Resource
Creation and Registration".

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

7. Select SAVE+EXIT in the "Oracle (Ora_xxx.consistent)" screen after completed.
8. Select SAVE+EXIT in the "Settings of turnkey wizard "WIZSTANDBY"" screen.
9. Select RETURN in the "Application selection menu" screen.
10. Execute Configuration-Generate and Configuration-Activate in the "Main configuration menu" screen.

11. Select QUIT inthe"Main configuration menu" screen and terminate RMS Wizard.

B.2 Change Resource Settings

This section explains how to change settings of an existing resource.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

To change "Interval" attribute of an existing Oracle instance resource(e.g. changes it from 30 to 60).

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

. Stop RMSon al nodes.
. Start up RMS Wizard by executing "hvw -n <Configuration Name>" command on any node.

. Select Application-Edit in the "Main configuration menu" screen.

1
2
3
4. Select userApplication name including target resources in the "Application selection menu" screen.
5. Select Oracle(Ora_xxx) in the " Settings of turnkey wizard "WIZSTANDBY"" screen.

6

. Select the target resource name in the "Oracle (Ora_xxx.consistent)" screen.
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_ipﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

- Inthe Standby Operation

If an Oracle instance resource, select Oraclel nstanceName[0]='Orac/eSID .
If aListener resource, select OraclelistenerName[0]=L/STENER.

Oracle (Ora_aPPliconsistent)

1) HELP £ Additionallistener

23 - 73 StartPriority=Same

31 SAYEHEXIT 83 OracleInstanceName[0]="ora’

43 REMOVE+EXIT 93 OraclelistenerMame[0]1=-LISTEMER

83 AdditionalInstance
Chooze the setting to process:

Select aregistered OracleSID or aregistered Listener name in the next screen.
The following screen shot indicates the case of an Oracle instance.

Setting menu @ OraclelID for Oracle instance

1) HELP 4} FREECHOICE
23 RETURN §) SHECTED: "ora’
31 NOME

Choose an Instance Mame for Oracle: &

- Inthe Oracle RAC Scalable Operation

Select RAClnstance/Listener[ =<target resource name>.

Oracle (Ora_&PP3:consistent)

1) HELP

20 -

21 SAVEHEXIT

4) REMOYEHEXIT

B3 Additiona |RACInstance/Listener

By AdditionalOrac|eClusterware

7} RACInstancefListener[0]-ora. rac.racl. inst

2) RACInstancefListener[1]=ora.nodel .LISTENER_NODE1. lsnr

Choose the zetting to process:

Select the registered CRS resource name in the next screen.
The following screen shot indicates the case of an Oracle RAC instance.

Setting menu @ Oracle RAC InstancefListener resource

1) HELP 4} FREECHOICE
27 RETURN §) SHLECTED: ora.rac.racl. inst
31 NOME

Chooze an Oracle RAC Instancef/Listener: &

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

7. Change settingsin the "Detail setting for xxx" screen.
- Inthe Standby Operation : Oracle instance resource or ASM instance resource
Change advanced settings of the resource according to the step " 7" of "2.2.7.1 Oracle Resource Creation and Registration”.
- Inthe Standby Operation : Listener resource
Change advanced settings of the resource according to the step "10" of "2.2.7.1 Oracle Resource Creation and Registration".
- Inthe Oracle RAC Scalable Operation : Oracle Clusterware resource

Change advanced settings of the resource according to the step "4" of "2.3.4.2 Oracle Clusterware Resource Creation and
Registration".
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10.
11
12.
13.
14.

B.3

- Inthe Oracle RAC Scalable Operation : Oracle RAC instance resource or Listener resource

Change advanced settings of the resource according to the step "6" of "2.3.4.3 Oracle RAC Instance and Listener Resource
Creation and Registration™.

Select SAVE+RETURN in the "Detail setting for xxx" screen after completed.

Repeat the step "6" and " 7" if need to change resources else.

Select SAVE+EXIT in the "Oracle (Ora_xxx.consistent)" screen after completed.

Select SAVE+EXIT in the " Settings of turnkey wizard "WIZSTANDBY"" screen.

Select RETURN in the "Application selection menu" screen.

Execute Configuration-Generate and Configuration-Activate in the "Main configuration menu" screen.

Select QUIT in the "Main configuration menu” screen and terminate RM S Wizard.

Resource Deletion

B.3.1 Respectively

This section explains how to delete an Oracle instance or a Listener resource from an existing userApplication that includes an Oracle
resource already.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

To delete only aListener resource from an existing userApplication including an Oracle instance resource and a Listener resource already

in standby operation.
1. Stop RMSon all nodes.
2. Start up RMS Wizard by executing "hvw -n <Configuration Name>" command on any node.
3. Select Application-Edit in the "Main configuration menu" screen.
4. Select userApplication name including target resources in the "Application selection menu" screen.
5. Select Oracle(Ora_xxx) in the " Settings of turnkey wizard "WIZSTANDBY"" screen.
6. Select the target resource in the "Oracle (Ora_xxx.consistent)" screen, and select NONE in the next screen.
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’.J Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

- Oracleinstance resource deletion in standby operation

Oracle (Ora_APP1:conzistent)

1) HELF B) ddditionallistener

23 - 71 StartPriority=Same

31 SAVEHEXIT %) OracleInstanceName[0]="ora”
43 REMOVE+ERIT 93 OraclelistenerMame [0]=LISTENER

5) &dditional Instance
Choose the szetting to process: &

Setting menu @ OraclelSID for Oracle instance

1) HELP 4} FREECHOICE
23 RETURN §) SELECTED: ara’
31 NDNE

Choose an Instance Mame for Oracle: &

Oracle (Ora_&PP1iconsistent)

1) HELP B) ddditional Instance
23 - 73 ddditiorallistener
33 BAVEHEXIT 8) StartPriority=Same
43 REMOVEHEXIT 93 OraclelistenerMame [0]=LISTENER

Choose the zetting to process:

- Listener resource deletion in Oracle RAC scalable operation

Oracle (Ora_APP3:conszistent)

1) HELP

2) -

30 SAYEHEXIT

4) REMOYE+EXIT

8) Additiona |RACInstance/Listener

B) AdditionalOrac|eClustervare

71 RiCInstance/Listener [0]=ora. rac. racl. inst

8) RACIn=tancefListener[1]=ora.nodel .LISTENER_WODE1L. l=nr
Chooze the setting to process: &

Setting menu @ Oracle RAC Instancef/Listener resource

13 HELP 4} FREECHOICE
23 RETURN §) SELECTED:ora.nods!.LISTEMER_MWODET. l=nr
31 NDNE

Chooze an Oracle RAC Instancef/Listener: &

Oracle (Ora_&PP3iconsistent)

1) HELP

2) -

30 SAYEHEXIT

43 REMOVEHEXIT

81 Additiona |RACInstance/List ener

B) AdditionalOrac|eClusterware

71 BiCInstance/Listener [0]=ora. rac. rac]. inst
Chooze the setting to process:

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

7. Repeat the step "6" if need to delete resources else.
8. Select SAVE+EXIT in the "Oracle (Ora_xxx.consistent)" screen after completed.

9. Select SAVE+EXIT in the "Settings of turnkey wizard "WIZSTANDBY"" screen.
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10.
11
12.

Select RETURN in the "Application selection menu" screen.
Execute Configuration-Generate and Configuration-Activate in the "Main configuration menu" screen.

Select QUIT in the "Main configuration menu” screen and terminate RM S Wizard.

B.3.2 In aGroup

This section explains how to delete an Oracle resource and a Listener resourcein agroup from an existing userApplication including them
already.

jJJ Example

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO00C0000000000000000S

To delete an Oracle resource and a Listener resources in a group from an existing userApplication including them already in standby
operation.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

10.

. Stop RMSon &l nodes.

. Start up RMS Wizard by executing "hvw -n <Configuration Name>" command on any node.

. Select Application-Edit in the "Main configuration menu" screen.

. Select userApplication name including target resources in the "Application selection menu" screen.

1
2
3
4
5.
6
7
8
9

Select Oracle(Ora_xxx) to be deleted in the " Settings of turnkey wizard "WIZSTANDBY"" screen.

. Select REMOVE+EXIT in the "Oracle (Ora_xxx.consistent)" screen, and reply "yes' for the reply message.
. Select SAVE+EXIT in the "Settings of turnkey wizard "WIZSTANDBY"" screen.
. Select RETURN in the "Application selection menu" screen.

. Execute Configuration-Generate and Configuration-Activate in the "Main configuration menu" screen.

Select QUIT in the "Main configuration menu" screen and terminate RM S Wizard.
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Appendix C (Information) Action Definition File

The Oracle instance-monitoring detector of RIMECLUSTER Wizard for Oracle determines what corrective action should be taken from
the error code. The action definition file provides Oracle error numbers, corrective actions, and error descriptions.

Action definition file's name and path

/opt/ FJSVcl oral etc/ FISVcl oraf m actionli st

File format

errno/ St atus/ Acti on/ Message

18 Cn WA "maxi mum nunber of sessions exceeded"
20 Cn WA "maxi mum nunber of processes (%) exceeded"
470 Al O "LGAR process terminated with error”
471 Al O "DBWR process terminated with error”
472 Al O "PMON process termnated with error”
942 a Np "table or view does not exist"
1012 Al Rs "not |ogged on"

1034 All O "ORACLE not avail abl e"

* erno
Indicates the Oracle error number (ORA-XXXXX).
- Status
Indicates the detector state
- Cn: When connecting to an Oracle instance.

- Ol : Under connection with an Oracle instance.

Dc : When disconnecting to an Oracle instance.
- All : Any status of above.
+ Action
Indicates detector operation

- Np: Ignores any detected errors.

Of : Notifies Offline.

Wa: Notifies Warning.

Rs: Restarts detector.

Fa: Notifies Faulted.

QT Note

NOP error

If subsequent processing isnot allowed with the SQL statementswhilethe corrective actionisNp, the Rsprocessing will be performed.

* Message
Message indicates text of the error code.

_-ﬂlnformation
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