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Preface

Purpose
This manual explains the procedures to operate storage management of ETERNUS SF Storage Cruiser (hereinafter "ESC").
ETERNUS SF is an integrated storage system management software series provided by Fujitsu.

Target readers
The manual isintended for operations managers who use ESC for storage management.

The procedure used for actual system configuration assumes that the reader knows the basic configuration procedure for the installation
target server, storage units, and their network.

Organization
This manual is composed as follows.
Chapter 1 Overview
Explains the ESC.
Chapter 2 Function Outline

Explains how to detect errors occurring in the devices making up a storage system, the screen displayed for them, and how to respond
to them.

Chapter 3 Operation Design
Explains LAN connections.
Chapter 4 Environment Configuration
Provides the settings and notes required for devices to be managed.
Chapter 5 Startup and Setting
Provides device definitions and operation flowcharts required for operating this product software.
Chapter 6 Operation
Explains how to use each view of the resource view and Correlation window.
Chapter 7 Performance Management
Explains performance management functions.
Chapter 8 Maintenance of Devices to be Managed
Explains the screen displayed at the occurrence of a device error and how to respond to it.
Chapter 9 Maintenance of the Administrative Environment
Explains how to maintain databases and the troubleshooting required if a problem occurs.
Chapter 10 Linkage to Other Software
Explains how to link with other software.
Chapter 11 Storage Volume Configuration Navigator
Explains the Storage V olume Configuration Navigator.
Chapter 12 Command References
Explains how to use each command.
Appendix A Indicating Storage Device Types

Explains how to indicate each component used in this manual.



Appendix B Explanation of Menus and Windows
Explains client screen functions and how to operate them.
Appendix C Customization
Explains how to customize definition files.
Appendix D Troubleshooting
Explains basic troubleshooting and also provides information on where to find further help.
Appendix E Mail client function program with the Windows Version of Manager (stxsmail)

Explainshow to usemail client function program (henceforth stxsmail) which sends event information with bat linkage of the Windows
Version manager.

Appendix F How to check product version

Explains how to check version of installed ETERNUS SF Storage Cruiser
Appendix G Version Upgrade Tool

Explains the tool used to upgrade ETERNUS SF Storage Cruiser
Glossary

Explains the terms used in this manual.

Notational conventions
+ This manual omits trademarks and registered trademarks of the following product name.

Solaris(TM) 8 Operating System

Solaris(TM) 9 Operating System

Solaris(TM) 10 Operating System

Red Hat(R) Enterprise Linux(R) ASv.3, Red Hat(R) Enterprise Linux(R) ESv.3
Red Hat(R) Enterprise Linux(R) AS 3.9, Red Hat(R) Enterprise Linux(R) ES 3.9
Red Hat(R) Enterprise Linux(R) ASv.4, Red Hat(R) Enterprise Linux(R) ESv.4
Red Hat(R) Enterprise Linux(R) AS 4.5, Red Hat(R) Enterprise Linux(R) ES 4.5
Red Hat(R) Enterprise Linux(R) AS 4.6, Red Hat(R) Enterprise Linux(R) ES 4.6
Red Hat(R) Enterprise Linux(R) AS 4.7, Red Hat(R) Enterprise Linux(R) ES 4.7
Red Hat(R) Enterprise Linux(R) AS 4.8, Red Hat(R) Enterprise Linux(R) ES 4.8
Red Hat(R) Enterprise Linux(R) 5

Red Hat(R) Enterprise Linux(R) 5.1

Red Hat(R) Enterprise Linux(R) 5.2

Red Hat(R) Enterprise Linux(R) 5.3

Red Hat(R) Enterprise Linux(R) 5.4

SUSE(R) Linux Enterprise Server 9 for EM64T

VMware(R) Infrastructure 3 Foundation

VMware(R) Infrastructure 3 Standard

VMware(R) Infrastructure 3 Enterprise

VMware(R) vSphere(TM) 4 Essentials

VMware(R) vSphere(TM) 4 Essentials Plus

VMware(R) vSphere(TM) 4 Standard

VMware(R) vSphere(TM) 4 Standard Plus Data Recovery

VMware(R) vSphere(TM) 4 Advanced

VMware(R) vSphere(TM) 4 Enterprise

VMware(R) vSphere(TM) 4 Enterprise Plus

Microsoft(R) Windows(R) 2000 Server

Microsoft(R) Windows(R) 2000 Advanced Server

Microsoft(R) Windows(R) 2000 Professional

Microsoft(R) Windows(R) XP Professional

Microsoft(R) Windows(R) X P Home Edition

Windows Vista(R) Home Basic



Windows Vista(R) Home Premium

Windows Vista(R) Business

Windows Vista(R) Enterprise

Windows Vista(R) Ultimate

Windows(R) 7 Home Basic

Windows(R) 7 Home Premium

Windows(R) 7 Professional

Windows(R) 7 Enterprise

Windows(R) 7 Ultimate

Microsoft(R) Windows Server(R) 2003, Standard Edition

Microsoft(R) Windows Server(R) 2003, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003, Enterprise Edition

Microsoft(R) Windows Server(R) 2003, Enterprise x64 Edition
Microsoft(R) Windows Server(R) 2003, Enterprise Edition for Itanium-based Systems
Microsoft(R) Windows Server(R) 2003, Datacenter Edition for Itanium-based Systems
Microsoft(R) Windows Server(R) 2003 R2, Standard Edition
Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition
Microsoft(R) Windows Server(R) 2008 Standard

Microsoft(R) Windows Server(R) 2008 Standard without Hyper-V (TM)
Microsoft(R) Windows Server(R) 2008 Enterprise

Microsoft(R) Windows Server(R) 2008 Enterprise without Hyper-V (TM)
Microsoft(R) Windows Server(R) 2008 Datacenter

Microsoft(R) Windows Server(R) 2008 Datacenter without Hyper-V(TM)
Microsoft(R) Windows Server(R) 2008 for Itanium-Based Systems
Microsoft(R) Windows Server(R) 2008 R2 Foundation

Microsoft(R) Windows Server(R) 2008 R2 Standard

Microsoft(R) Windows Server(R) 2008 R2 Enterprise

Microsoft(R) Windows Server(R) 2008 R2 Datacenter

* The Solaris(TM) Operating System is described as "Solaris OS'.

+ The Manager and Agent of this software are described as follows.

Type Platform Notation in this manual
Manager Solaris OS "Solaris OS Manager" or "Solaris OS version”
Linux "Linux Manager" or "Linux version"
Windows operating system "Windows Manager" or "Windows version"
Agent Solaris OS "Solaris OS Agent" or "Solaris OS version"
Linux (*1) "Linux Agent" or "Linux version"
Windows operating system "Windows Agent" or "Windows version"
HP-UX "HP-UX Agent" or "HP-UX version"
Vmware "VMware Agent" or "VMware version"

*1: SUSE Linux Enterprise Server 9 for EM64T isincluded.

+ The reference items, menu names, button names, etc. are described as follows.

Type Notation in this manual
Reference itemsin this manual Itstitleisenclosedin" ".
Reference itemsin other manual Itstitleisenclosedin " ".
Menu names Itsnameisenclosedin| ].
The order in which menu items are selected isindicated intheform [ ] - [ ].




Type

Notation in this manual

Button names

Itsnameisenclosed in < >.

Character strings and values that need to be
emphasized

Itsstringsareenclosed in " .

Variable parts

Itisindicated by using /talictext.

Abbreviations

The product name or products might be described by the abbreviation as follows.

Proper name

Notation in this manual

Solaris 8 Operating System Solaris 8 OS
Solaris 9 Operating System Solaris 9 OS
Solaris 10 Operating System Solaris 10 OS

Windows 2000 Server
Windows 2000 Advanced Server
Windows 2000 Professional

When referring to these products as a group, "Windows 2000" will
be indicated.

Windows XP Professional
Windows XP Home Edition

When referring to these products as a group, "Windows XP" will be
indicated.

Windows VistaHome Basic
Windows Vista Home Premium
Windows Vista Business
Windows Vista Enterprise
Windows Vista Ultimate

When referring to these products as a group, "Windows Vista' will
be indicated.

Windows 7 Home Basic
Windows 7 Home Premium
Windows 7 Professional
Windows 7 Enterprise
Windows 7 Ultimate

When referring to these products as a group, "Windows 7" will be
indicated.

Windows Server 2003, Standard Edition
Windows Server 2003, Enterprise Edition
Windows Server 2003 R2, Standard Edition
Windows Server 2003 R2, Enterprise Edition

When referring to these products | When referring to these

asagroup, "Windows Server 2003 | products as a group,
(x86)" will be indicated. "Windows Server 2003" will
be indicated.

Windows Server 2003, Standard x64 Edition
Windows Server 2003, Enterprise x64 Edition
Windows Server 2003 R2, Standard x64 Edition
Windows Server 2003 R2, Enterprise x64 Edition

When referring to these products
asagroup, "Windows Server 2003
(x64)" will beindicated.

The supported operating
systems are different with
ESC Manager, Agent and
Client. For details, refer to the

Windows Server 2003, Enterprise Edition for Itanium-based
Systems
Windows Server 2003, Datacenter Edition for |tanium-based
Systems

ETERNUS SF Storage

When referring to these products - i i
Cruiser Installation Guide.

asagroup, "Windows Server 2003
(IPF)" will be indicated.

Windows Server 2008 Standard

Windows Server 2008 Enterprise

Windows Server 2008 Datacenter

Windows Server 2008 Standard without Hyper-V
Windows Server 2008 Enterprise without Hyper-V
Windows Server 2008 Datacenter without Hyper-V
Windows Server 2008 for Itanium-Based Systems
Windows Server 2008 R2 Foundation

Windows Server 2008 R2 Standard

When referring to these productsasagroup, “Windows Server 2008"
will be indicated.

The supported operating systems are different with ESC Manager,
Agent and Client. For details, refer to the ETERNUS SF Storage
Cruiser Installation Guide.




Proper name

Notation in this manual

Windows Server 2008 R2 Enterprise
Windows Server 2008 R2 Datacenter

Red Hat Enterprise Linux AS (v.2.1 for x86)

RHEL-AS2.1(x86)

Red Hat Enterprise Linux ES (v.2.1 for x86)

RHEL-ES2.1(x86)

Red Hat Enterprise Linux AS (v.3 for x86)

RHEL -AS3(x86)

Red Hat Enterprise Linux ES (v.3 for x86)

RHEL-ES3(x86)

Red Hat Enterprise Linux AS (3.9 for x86)

RHEL-AS3.9(x86)

Red Hat Enterprise Linux ES (3.9 for x86)

RHEL-ES3.9(x86)

Red Hat Enterprise Linux AS (v.4 for x86)

RHEL-AS4(x86)

Red Hat Enterprise Linux AS (v.4 for EM64T)

RHEL-AS4(EM64T)

Red Hat Enterprise Linux AS (v.4 for Itanium)

RHEL-ASA4(IPF)

Red Hat Enterprise Linux ES (v.4 for x86)

RHEL-ESA4(x86)

Red Hat Enterprise Linux ES (v.4 for EM64T)

RHEL-ESA(EM64T)

Red Hat Enterprise Linux AS (4.5 for x86)

RHEL-AS4.5(x86)

Red Hat Enterprise Linux AS (4.5 for EM64T)

RHEL-AS4.5(EM64T)

Red Hat Enterprise Linux AS (4.5 for Itanium)

RHEL-AS4.5(1PF)

Red Hat Enterprise Linux ES (4.5 for x86)

RHEL-ES4.5(x86)

Red Hat Enterprise Linux ES (4.5 for EM64T)

RHEL-ES4.5(EM64T)

Red Hat Enterprise Linux AS (4.6 for x86)

RHEL-AS4.6(x86)

Red Hat Enterprise Linux AS (4.6 for EM64T)

RHEL-AS4.6(EM64T)

Red Hat Enterprise Linux AS (4.6 for Itanium)

RHEL-AS4.6(1PF)

Red Hat Enterprise Linux ES (4.6 for x86)

RHEL -ES4.6(x86)

Red Hat Enterprise Linux ES (4.6 for EM64T)

RHEL-ES4.6(EM64T)

Red Hat Enterprise Linux AS (4.7 for x86)

RHEL-AS4.7(x86)

Red Hat Enterprise Linux AS (4.7 for EM64T)

RHEL-AS4.7(EM64T)

Red Hat Enterprise Linux AS (4.7 for Itanium)

RHEL-ASA4.7(1PF)

Red Hat Enterprise Linux ES (4.7 for x86)

RHEL-ES4.7(x86)

Red Hat Enterprise Linux ES (4.7 for EM64T)

RHEL-ESA.7(EM64T)

Red Hat Enterprise Linux AS (4.8 for x86)

RHEL-AS4.8(x86)

Red Hat Enterprise Linux AS (4.8 for EM64T)

RHEL-AS4.8(EM64T)

Red Hat Enterprise Linux AS (4.8 for Itanium)

RHEL-AS4.8(1PF)

Red Hat Enterprise Linux ES (4.8 for x86)

RHEL-ES4.8(x86)

Red Hat Enterprise Linux ES (4.8 for EM64T)

RHEL-ES4.8(EM64T)

Red Hat Enterprise Linux 5 (for x86) RHEL5(x86)

Red Hat Enterprise Linux 5 (for Intel64) RHEL5(Intel64)
Red Hat Enterprise Linux 5 (for Intel Itanium) RHEL5(I1PF)

Red Hat Enterprise Linux 5.1 (for x86) RHEL5.1(x86)
Red Hat Enterprise Linux 5.1 (for Intel 64) RHELS5.1(Intel64)
Red Hat Enterprise Linux 5.1 (for Intel Itanium) RHELS5.1(1PF)
Red Hat Enterprise Linux 5.2 (for x86) RHEL5.2(x86)




Proper name

Notation in this manual

Red Hat Enterprise Linux 5.2 (for Intel 64)

RHEL5.2(Intel 64)

Red Hat Enterprise Linux 5.2 (for Intel Itanium) RHELS5.2(1PF)
Red Hat Enterprise Linux 5.3 (for x86) RHEL5.3(x86)
Red Hat Enterprise Linux 5.3 (for Intel 64) RHELS5.3(Intel 64)
Red Hat Enterprise Linux 5.3 (for Intel Itanium) RHELS5.3(1PF)
Red Hat Enterprise Linux 5.4 (for x86) RHEL5.4(x86)
Red Hat Enterprise Linux 5.4 (for Intel64) RHEL5.4(Intel64)
Red Hat Enterprise Linux 5.4 (for Intel Itanium) RHEL5.4(1PF)

VMware Infrastructure 3 Foundation

VMware Infrastructure 3 Standard

VMware Infrastructure 3 Enterprise

VMware vSphere 4 Essentials

VMware vSphere 4 Essentials Plus

VMware vSphere 4 Standard

VMware vSphere 4 Standard Plus Data Recovery
VMware vSphere 4 Advanced

VMware vSphere 4 Enterprise

VMware vSphere 4 Enterprise Plus

When referring to these products as a group, "VMware" will be
indicated.

Softek Storage Cruiser

SSC

PRIMECLUSTER Global Disk Services

GDS

PRIMECLUSTER Global File Services

GFS

Symfoware Server Enterprise Extended Edition
Symfoware Server Enterprise Edition

When referring to these products as a group, " Symfoware" will be
indicated.

HITACHI JP1/HiCommand Dynamic Link Manager

HDLM

Description of this product and notation of this manual

Thissoftwareand itsmanual have been devel oped based on Softek Storage Cruiser (SSC) and Systemwal ker Resource Coordinator Storage
manager. Output messages or windows may therefore contain references to " Softek Storage Cruiser” or "SSC", " Systemwalker Resource

Coordinator" or "Resource Coordinator” accordingly.

Related manuals

The following manuals are provided with ESC. Please refer to these manuals as required.

+ ETERNUS SF Storage Cruiser Installation Guide

Explains the configuration procedure.

+ ETERNUS SF Storage Cruiser User's Guide (This manual)

Contains a product description, explanations of functions, and methods of operation and maintenance.

* ETERNUS SF Storage Cruiser Message Guide

Explains the messages displayed by storage resource manager.

+ ETERNUS SF Storage Cruiser Event Guide

Explains the messages displayed by storage resource manager regarding hardware status.

* ETERNUS SF Storage Cruiser User's Guide for Virtual Storage Conductor

Explains the functions and methods of operating Virtual Storage Conductor.




ETERNUS SF homepage

The latest technical information can be seen on the ETERNUS SF homepage (http://www.fujitsu.com/global/services/computing/storage/
software/).

At first, reference to the ETERNUS SF homepage is recommended.

Export Administration Regulation Declaration

This document may contain specific technologies that are covered by International Exchange and International Trade Control Laws. In
theevent that such technol ogy i s contained, when exporting or providing the document to non-residents, authorization based on therelevant
lawsisrequired.

Trademark information

* Sun, Sun Microsystems, the Sun Logo, Solaris and all Solaris based trademarks and |ogos are trademarks of Sun Microsystems, Inc.
in the United States and other countries, and are used under license.

* Netscape, Netscape Navigator, and Netscape Communication are registered trademarks of Netscape Communications Corporation in
the United States.

* Microsoft, Windows, Windows Server, Windows Vista, and Internet Explorer are registered trademarks of Microsoft Corporation in
the United States and other countries.

* Linux isatrademark or registered trademark of Linus Torvaldsin the United States and other countries.

+ Red Hat, RPM and all Red Hat-based trademarks and logos are trademarks or registered trademarks of Red Hat, Inc. in the United
States and other countries.

+ SUSE isaregistered trademark of Novell, Inc, in the United States and other countries.
* HP-UX isatrademark of Hewlett-Packard Company.

* VMware, VMwarelogo, Virtual SMP and VVMotion are registered trade marks or trade marks of VMware, Inc. inthe USand in other
countries.

+ Systemwalker is aregistered trademark of Fujitsu Limited.

* All other brand and product names are trademarks or registered trademarks of their respective owners.

Notice
*+ No part of this manual may be reproduced without permission.
+ Thismanual is subject to change without advance notice.

+ Thefollowing model numbers are different in Japan and other countries.
When the model number of Japan appears in the text, please take it as referring to the model number of the other countries.

Japan Other countries
GP7B8FC1 GP7B8FC1U
PG-FC102 SNP:SY-F2244E2-P, SNP.SY -F2244E2-A, SNP:SY -F22441 2-P
PG-FC105 S26361-F2624-E1
PG-FC106 S26361-F2843-E1
PG-FC107 S26361-F3141-E10, S26361-F3141-E210
PG-FC201 S26361-F3141-E1

- Vil -


http://www.fujitsu.com/global/services/computing/storage/software/
http://www.fujitsu.com/global/services/computing/storage/software/

Japan Other countries
PG-FC202/202L S26361-F3306-E1, S26361-F3306-E201
PG-FC203/203L S26361-F3961-E1, S26361-F3961-E201
PG-FC204/204L S26361-F3961-E2
PG-FCD101 S26361-F3023-E1
PG-FCD201 S26361-F3306-E601
PG-FCD202 S26361-D2865-A100
PWO008FC2 PWO008FC2U
PWOO08SFC3 PWO008FC3U
SEOX7F11F SEOX7F11X
SEOX7F12F SEOX7F12X
SEOX7F21F SEOX7F21X
SEOX7F22F SEOX7F22X
XSEFC401AF XSEFC401AU, XSEFC401AX
XSEFC402AF XSEFC402AU, XSEFC402AX

This product model is not the samein all regions. Please check with your sales representative to see the model name in your area.

+ Thefollowing product names are different in Japan and other countries.
When the product name of Japan appears in the text, please take it as referring to the product name of the other countries.

Japan Other countries
SafeDisk SynfinityDisk
SafeCluster SynfinityCluster
SafeFile SynfinityFile

January 2010, 2nd Edition

Copyright 2010 FUJITSU LIMITED
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IChapter 1 Overview

1.1 Recent Trends in Storage Systems

Social systems utilizing IT (Information Technology) have been deployed in various situations of our lives. For example, those situations
are ticket booking at convenience stores, cash dispensing on ATMs, e-mailing on mobile phones, photo mailing, internet connection,
parcel delivery confirmation on the Internet and so on. The 24-hour and 365-day running service that can handle explosive concentrated
accessis required for these social systems.

® [T supports social infrastructure withoot stopping for 24 hours and 365 days.
® [T solves the concentration of access prompthy.
By mobile phones

At convenience stores
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IT has permeated all over our lives, storage datavolumeincreases and more management effortsarelikely required. In addition, immediate
recovery is required if any failure should occur because important business data is stored in the storage and therefore continuous data
access is mandatory. These requirements are exemplified in questionnaire responses as shown in the following chart that many storage
investors attach importance to reliability of the administrative and system as criterion for their investment.

Criteria of Storage Investment {(N=200, multiple answers)

Reliability of system | [ )
Initial investment cost [ O
Easiness of P -
operation management | b
Cperation > e
managetment cost » L
Systern of support | 8
Extendibility [ ¥
Availability 0
0 0 40 60 80 100 120 140

Source: |DC Japan, 2003 " . . . .
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Under these circumstances, network storages, such asaSAN and aNA Sthat give storagesindependence from server nodesand consolidate
data distributed on several server nodes have become to be deployed more and more, as an alternate to a direct attached storage (DAS).
With DASs, storage management is required on each server node, and as a result, unused areas are often found on many storage devices.
By contrast, consolidating storage devices enables you to reduce administrative costs through centralized management and promotes more
effective use of storage capacity. For this reason, the network storage such as a SAN should be a propulsion method that optimizes an
entire system from the aspect of storages.

However, asstoragedevicesand serversincrease, and the SAN configuration becomesmore complex, higher level know-how for designing
optimal configuration concerning reliability and performance is required. Also it is more difficult to pinpoint afailed part and to figure
out which data in which operation is affected by that error. This implies that the correlation between storages and applications can now
hardly be managed manually because of the complex coupling structure of server nodes and storage devices. In other words, atraditional
management method is amost impossible to be extended in order to maintain a certain service level for the system.

1.2 Product Features

This software stands behind the stable operation of a multi-vendor storage system environment such asa SAN, aDAS, and aNAS using
the configuration that provide integrated management of storage-related resources and functions of connection, fault, and performance
management.

Configuration management realizing total management of devices in an entire system

This function displays the status of each device in a current entire storage system and the status of physical connection between devices
graphically on the GUI. Y ou can drill down from an icon of each device to the detail window to get detail information which part of the
device (for example, a Fibre Channel switch port) is connected to which part.

Correlation management realizing total management of small-sized resources of all devices

This function not only manages detail configuration within the storage devices but also automatically obtains the physica paths from
disks, file systems of therelated server nodes, multi paths, mirrored disks, and database configuration information and displaysinformation
correlating these data on a single window.

It used to be very hard to recognize the correlation between entities because those entities were supported by their own management tools
and were displayed in various formats respectively. In this software, the correlation of entities can be displayed in a common display
format on asinglewindow, and consequently theentire configuration can simply begrasped and an error can be detected if any configuration
error should exist. Additionally, such configuration information can be saved in afile, and the configuration can be viewed off-line and
compared to the previous one.
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Access path display

This function displays the actual access path from a database used by an application to a physical disk and the connection relation on
awindow. For example, it is useful in the following situations:

- When afailure occurs on a part or parts must be replaced
The data and operation it affects can be recognized immediately.
- When performance delay occurs on some volume

The data and operation it affects can be recognized immediately with the threshold monitoring function as storage performance.
Itisaso simplified to review the storage system tuning.

- When abusinessis delayed
The shorter timeis consumed to solve the problem because the correlated storage entities can be recognized immediately.
Status and detail information of each entity

Properties are retained for each component and history of events such as failures managed, for example, by the version number, re-
edition date, and device of that component can also be viewed.

Fault management function for facilitating to locate of failed parts and affected areas

Failuresthat occur on devicesare properly displayed in an understandable way. In addition, the detail ed display on the Correlation window
enablesyou to pinpoint the cause by part. The path display provides detailed information about the areas affected by thefailed part allowing
for fast and accurate recovery.

Error information can be automatically reported to Systemwalker, integrated administrative software, and other venders' Management
Software, and centralized management of the system becomes available.

Optimal environment delivery via performance information management

Performance information of managed devices can be managed and displayed. Performance information of devices are stored on the
administrative server, past performance information can be accessed aswell as real-time performance information. Additionally, because
performance information can be viewed in agraphic format, you can simply see the picture of the performance statuses and load statuses
of devices.

In addition, threshold values can be set on devices so that alarms are reported when those threshold values are exceeded. The bottleneck
causesand locationscan beidentified, and asaresult, the configuration of devicesisimproved and the operationin the optimal environment
is delivered.

Performance information can be viewed from the Report window of Systemwalker Service Quality Coordinator Enterprise Edition Server
(for Agent) 12.x.

1.3 Summary of Each Function

This section explains the function that this software provides for storage systems.

1.3.1 Configuration management

Main view
This view, the core component of this software, is used to manage an entire device system that can be accessed with alogin account.

Theicon for each category (server/storage/SAN) is displayed in the map area.



Category view
When a category (server/storage/SAN) is selected, the domains or SAN device types registered in that category are map-viewed.
When the SAN category is selected, all of the devices that can be accessed with the login account are reflected in the tree.

Domain view
This view manages the devices (hosts or storage) that are registered in each domain and their related devices.
One device is map-viewed with one icon.
Server domainisalogica unit for server node management.
Storage domainis alogical unit for storage management.

Base domain means the logical unit of the physical resource of server or storage in server domain or storage domain, which managed by
this software.

SAN view
When a device type of the SAN category is selected, the devices of that device type are map-viewed.

Side view

Thisview isused to display only the devices and Fibre Channel switch that are physically or logically connected to adevice or to manage
access paths. (The access paths are managed only when a server node or storage is selected.)

To display the Side view, select and double-click adevice iconin the Domain view.

Access path management

Thisfunction manages and sets access paths automatically by performing integrated management of security functions provided from the
server node side, Fibre Channel switch side, and storage side.

An access path can be automatically recognized and displayed from the binding/zoning information that has already been set in adevice.
Because the access path is collectively managed, based on the security information for each device, even if the physical Fibre Channel
cable, a SAN route that forms the access path, is disconnected, the access path can be displayed as an error.

For access paths managed by this software, the configuration definition of a device can be changed manually as well as automatically
from this software. In such cases, it can check whether the manual configuration changes were performed correctly.

Correlation Window

Thiswindow is used to show devices and the Fibre Channel switch that are logically connected to each device. Unlike the Side view, the
window can display logical elements of each device in detail.

+ ETERNUS disk storage systems: adisk, RAID group, Thin Provisioning Pool, volume, Host Affinity, port, CM, CA, DA

* Fibre Channel switch: a port

* Server Node: Definitions related to host for a port, HBA, multi-path instance, mirror disk instance, file system, and database
These elements are graphically displayed.
If an element has a state, the state can be displayed. Therefore, the location of a problem can be identified immediately.

In addition, clicking an element displays related elements explicitly. Therefore, affected elements can easily be identified in the event of
aproblem.

The Correlation window can be launched/displayed in one of the following three manners.

* Click [File] - [Correlation Window] on the menu bar to display the Correlation window. Then, select a device icon in the Domain
view or SAN view and drop it onto the Correlation window. The details of the device are then displayed in the Correlation window.



* When the icon of a device is double-clicked in the Domain view or SAN view, its side window is displayed. In the Side view, the
frame of the devicethat is selected in the Domain view or SAN view isdisplayed in black. If the device with the black frameis double-
clicked, the Correlation window opens to display details of that device.

+ Click adeviceiconin the Domain view or SAN view to display a pop-up menu. When [Send] - [Correlation Window] are selected,
the Correlation window opens to display details of that device.

E) Point
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Devices subject to storage management must be registered with this software. To register adevice, the | P address of the deviceisrequired.
In addition, auser ID and password for management are required for the Fibre Channel switch.
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1.3.2 Fault management

The fault management function of this software has the four features described below.

Asynchronous fault event monitoring using event notification from devices

This software processes an SNMP Trap from adevice and monitoring information from Agent, properly decodes them, and displays them
as an asynchronous event.

Since the displayed contents of the event are more detailed and easier to understand than decodes generated by a normal SNMP MIB
compiler, they support smooth operation.

The display format (show, hide, display color) for events can be customized in detail by using an XML file. Therefore, operation can be
made suitable for the environment used. In addition, fault management of a device not supported by this software is dynamically enabled
by adding and editing the XML file.

Since events can be linked to the Systemwalker Centric Manager linkage and Shell files that can be edited as desired by users, operation
can be made suitable for the environment used.

25 See
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For details of customization, see "C.6 SNMP Trap XML Definition File".
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Fault monitoring using the device polling function (automatic operation by Manager)

Thedevicepolling functionisafunction for this softwareto observe regularly the state of all devices connected with LAN by using SNMP,
ping or unique protocol. When the SNMP Trap from the device cannot be received, the change in the state of the device can be detected
and the network error between each device and the administrative server of this software can be detected by this function.

The state change is reflected in the event log and the icon color.

Thisfunction is effective to the manual embedded device.

Fault monitoring by checking the current status of devices (manual operation performed by users)
Theicon color of adevice changes depending on the current status of the device by acquiring latest information.

If aproblem occurs, the color of the corresponding category icon or device icon becomesred or yellow. The component with the fault can
beidentified by placing the deviceicon appropriately in the Correlation window. (For some faults, however, theicon color of the devices
with the faults is not changed, and only events are displayed.)



Fault monitoring by revolving light icon
Revolving light icon lightsin red, yellow or green when there is a change in the state of the device.

Click the revolving light icon and select <OK> button of shown dialog. Then, latest information is obtained and the icon color is changed
in accordance with the current status of the device (Processing same as above-mentioned "Fault monitoring by checking the current status
of devices" isdone.)

2, See
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For information about revolving light icon, see "Table 6.2 Revolving light icon state state”.
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When fault monitoring is begun, fault monitoring is continued only by starting the manager regardless of the operation of the client.

& Note

Fault monitoring is done by way of LAN. Fault monitoring can be done only to the device that LAN can connect.

1.3.3 Performance management

When the performance information reservation command is issued from the Main View, Domain view or SAN view for devices from
which performance information is to be obtained, the performance management part of this software uses SNMP to obtain performance
information from the devicesand savesthe obtai ned information on the management server. Theinformation can bedisplayed and managed
in the Performance Management window. To manage the performance information of a device, display the Performance Management
window from [File], and then drag the device icon from the Domain view or SAN view and drop it in the window.

Performance control functionality supports the fiber channel switch and ETERNUS disk storage systems. This function can be used to
obtain the detailed operational status and load status of a device. Additionally, by knowing the number of active disks, it is possible to
verify the Eco-mode status of the ETERNUS disk storage system.

In addition, a threshold can be set for particular information. The function can detect a potential bottleneck and be used to address the
problem.

The performance information can be referenced using Systemwalker Service Quality Coordinator. For details, refer to the Systemwalker
Service Quality Coordinator manual.

EL% See
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For details about supported devices, refer to "1.3.7 Support levels'.
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Information targeted for performance management

The information managed by the performance control is different for the fibre channel switch and ETERNUS disk storage systems.
On the following tables, "A" indicates "Available", "N/A" indicates "Not Available".

* Fibre Channel switch

Performance information (Unit) Fibre Channel switch
Port Transfer rates of send/receive data (MB/S) A
Number of CRC errors A




+ ETERNUS disk storage systems

Performance ETERNUS DX400 | ETERNUS60 | ETERNUS4000 | ETERNUS20 ETERNUS
information series, 00 (models 80 00 DX60/DX80/
(Unit) ETERNUS and100), DX90
DX8000 series, ETERNUS3000
ETERNUS4000 (except model 50),
(except models 80 ETERNUS GR
and 100), series (GR720 or
ETERNUS8000 higher)
LUN Read/Writecount | A A A A A
Logical (I0PS)
Volume "o dwrite data | A A A A A
RAID
G transfer rate
roup (MB/S)
Read/Write A A A A A
response time
(msec)
Read/Pre-fetch/ A A A A A
Write cache hit
rate
(%)
Disk Disk busy rate A A A A A
drive (%)
CM Load (CPU A A A A A
usage) rate
(%)
Copy remaining A A N/A A A
amount
(GB)
CA Load factor (CPU | N/A A N/A N/A N/A
usage rate)
(%)
Read/Writecount | A A N/A N/A N/A
(10PS)
Read/Write data A A N/A N/A N/A
transfer rate
(MB/S)
CM Port Read/Write count | N/A N/A N/A A A
(10PS)
Read/Write data N/A N/A N/A A A
transfer rate
(MB/S)
DA Load factor (CPU | N/A A N/A N/A N/A
usage rate)
(%)
Read/Write count | N/A A N/A N/A N/A
(I0PS)
Read/Write data N/A A N/A N/A N/A
transfer rate
(MB/S)




Performance | ETERNUS DX400 | ETERNUS60 | ETERNUS4000 | ETERNUS20| ETERNUS
information series, 00 (models 80 00 DX60/DX80/
(Unit) ETERNUS and100), DX90
DX8000 series, ETERNUS3000
ETERNUS4000 (except model 50),
(except models 80 ETERNUS GR
and 100), series (GR720 or
ETERNUSS8000 higher)
Device Number of active | A N/A N/A A A
disks
(Disk)
Power N/A N/A N/A N/A A
consumption (W)
Temperature(C) N/A N/A N/A N/A A

QJT Note

+ Do not execute performance monitoring for a single device from more than one administrative server(*) at the same time.
* The Softek Storage Cruiser administrative servers, the ETERNUS SF Storage Cruiser administrative servers or the Systemwal ker
Resource Coordinator administrative servers.

* To prevent time lag on the performance graph because of the time lag between the administrative server and managed devices, it is
recommended to do the NTP setting and synchronize the time between the administrative server and managed devices.

* When RAID Consolidation is being performed in ETERNUS6000, the RAIDGroup response time will not be displayed.

* LogicaVolume(LUN) and RAIDGroup performance information including LogicalVolume, created by LUN Concatenation in the
ETERNUS4000 (except models 80 and 100) and ETERNUS8000 that firmware versions are before V11140, will not be displayed.

+ ETERNUSdisk storage systems main frame volume and performanceinformation for MVV and SDV are not supported. RAIDGroup
performance information including SDV cannot be guaranteed.

+ ETERNUS6000 CA performanceinformation displays FC-CA port or FC-RA port performanceinformation. Performanceinformation
during the execution of REC and ROPC will be displayed as Write performance information, even if FC-RA port is set up on the
Initiator or the Target.

+ ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS4000 (except models 80 and 100) and ETERNUS8000 CA
performanceinformation displays FC-CA port or FC-RA port performanceinformation. Performanceinformation during the execution
of REC and ROPC will be displayed as follows.

- It will be displayed as Read performance information, if FC-RA port is set on the Initiator.
- It will be displayed as Write performance information, if FC-RA port is set on the Target.

* ETERNUS DX90 CA performance information displays FC-CA port or FC-RA port performance information. Performance
information during the execution of REC will be displayed as follows.

- It will be displayed as Read performance information, if FC-RA port is set on the Initiator.
- It will be displayed as Write performance information, if FC-RA port is set on the Target.

* Theperformanceinformation for the number of activedisks, power consumption, and temperature can be managed by setting perf.conf
(detailed configuration file for storage performance management).

* The CPU and ROE usage rates are displayed for the CM load (CPU usage) for ETERNUS DX400 series, ETERNUS DX8000 series,
ETERNUS4000 models 400 and 600 and ETERNUS8000 models 800, 1200 and 2200. For other ETERNUS disk storage systems,
the ROE usagerateisnot displayed. Also, for ETERNUSdisk storage systemsthat do not have a ROE, the parity generation processing
for RAID5 and RAID6 and encryption processing that would otherwise be performed by the ROE are performed by the CM and the
CM-CPU.



* Performance information for Thin Provisioning Volume and RAID Group used by Thin Provisioning Pool in the ETERNUS DX400
series, ETERNUS DX8000 series, ETERNUS4000 (except models 80 and 100) and ETERNUS8000, will not be displayed.

Information for threshold monitoring
Information for threshold monitoring differs between the fibre channel switch and the ETERNUS disk storage systems.
* Fibre Channel switch
Port throughput (%)

* A port throughput value (MB/s) is monitored as the percentage (%) of an allowabletolerance to amaximum transfer capability (MB/
9).

+ ETERNUS disk storage systems
Response time (msec) of LUN (OLU)
Average use (busy) rate (%) of RAIDGroup (RLU, LUN_R)
CM load (CPU usage) rate (%)

& Note

For the CM load (CPU usage) rate, the ROE usage rate is not monitored.

1.3.4 Energy-saving operation for storage device

The following ETERNUS disk storage systems have an Eco-mode which controls the ON/OFF status for a disk drive spindle rotation
based on MAID (Massive Arrays of Idle Disks) technology.

By stopping the spindle rotation at times when thereis no disk drive access, it is possible to cut power consumption and provide an even
more eco-friendly environment.

Storage device name Firmware version
ETERNUS DX60/DX80/DX90 All versions
ETERNUS DX400 series All versions
ETERNUS DX8000 series All versions
ETERNUS2000 models 50, 100 and 200 V10L50 or later
ETERNUS4000 models 300 and 500 V11L50 or later
ETERNUS4000 models 400 and 600 All versions
ETERNUSB8000 models 700, 900, 1100 and 2100 V11L50 or later
ETERNUSB000 models 800, 1200 and 2200 All versions

In this software, the following functionality is provided for the above ETERNUS disk storage systems.
Controlling the Eco-mode

The Eco-mode can be controlled via GUI operations in the administrative client or by executing the storageadm command in the
administrative server.

2 See
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For details, refer to "6.1.13 How to control the Eco-mode".
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Displaying the performance information for the number of active disks

Among al disksloaded in the ETERNUS disk storage system, the disksthat "Motor Status" isnot "Idle" are displayed asthe "number
of active disks".

By using the performance information for the number of active disks, the effects of energy-saving operations can be easily verified.

2 See
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For details, refer to "7.2.7.6 Displaying the number of active disks, power consumption, and temperature performance information”.
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Displaying power consumption and temperature performance information (ETERNUS DX60/DX80/DX90 only)
The amount of power used by an ETERNUS disk storage system device as awholeis displayed as "Power consumption".
The peripheral temperature (fan intake temperature) of an ETERNUS disk storage system is displayed as " Temperature”.
By using the performance information for power consumption, the effects of energy-saving operations can be easily verified.
By using the performance information for temperature, the air-conditioning effects at the device periphery can be easily verified.

2 See
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For details, refer to "7.2.7.6 Displaying the number of active disks, power consumption, and temperature performance information”.
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Concerns in storage system operation when using Eco-mode
There are following concerns when using Eco-mode in storage system operation.
Unit of the Eco-mode control

The Eco-mode can be controlled for each RAID group. Therefore, when different transactions (type, online time, etc.) use a RAID
group, the disk drives of its RAID group may not be able to be stopped depending on the operating policy of the transaction. Please
consider the relation between RAID group and transactions in the design of the storage system operation using Eco-mode.

Uncontrollable RAID groups
The Eco-mode is not available for the following RAID groups.
- A RAID group for which the system disk isincluded
- A RAID group for whichitisset inthe NAS area
- A RAID group for which the mainframe volumes, MVV volumes or MVV Concatenation volumes are registered
- A RAID group for which no volumes are registered
- A RAID group that includes an SSD
- A RAID group used by Thin Provisioning function.
Stopping disk drives

The ETERNUS disk storage system stops a disk drive after confirming that its disk drive is not accessed within a certain period of
time (30 minutes). Therefore, time more than its period is needed until the disk drive stops actually even if the "stop request” in this
software is executed.

The ETERNUS disk storage system does not stop a disk drive while the configuration of the RAID group or volume is changed and
the Advanced Copy to accessto its disk driveis done. Therefore, the disk drives may not be stopped even if the "stop request” in this
software is executed. The disk drives will stop when the procedure is completed in the ETERNUS disk storage system.

Starting disk drives

When it is accessed to the stopped disk drive, the ETERNUS disk storage system starts its disk drive rotation. But, a few minutes
(about thee minutes) is needed until the disk drive becomes the accessible status.
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Continuous disk drive rotation

When the number of the starting disk drive rotation exceeds the number of certain times (three times), the ETERNUS disk storage
system judges that its disk drive is used with high frequency and does not stop its disk drive rotation. Therefore, even if the "stop
request” in this software is executed, after the disk drive status changes from "Idl€" to "Active" and thereis no accessto its disk drive,
its disk drive status may not change to "ldle".

The number of the starting disk drive rotation per one day is cleared to zero when time of ETERNUS disk storage system becomes
00:00.

1.3.5 Storage capacity virtualization operation

The ETERNUS disk storage systems below are equipped with a storage capacity virtualization function that uses Thin Provisioning
technology.

Storage device name Firmware version
ETERNUS DX400 series All versions
ETERNUS DX8000 series
ETERNUS4000 models 400 and 600 V20L30 or later
ETERNUS8000 models 800, 1200 and 2200

Thin provisioning technology virtualizes and all ocates storage resources, thus enabling the physical capacity of the storage to be reduced.
Environments where thin provisioning have been installed manage physical disks as a common disk pool, and alocations to servers are
treated as allocationsto avirtual volume. When writing to avirtual volume, physical disks are allocated from the disk pool in accordance
with the size of the data being written. Physical disks can be extended in accordance with the disk pool busy rate without affecting the
servers. This enables users to start operation using only a small physical disk capacity to make large capacity virtual disk allocations to
servers, thus keeping theinitial investment low (small start).

In this software, the following functionality is provided for the above ETERNUS disk storage systems with Thin Provisioning.
Configuration management

This function makes the associations between virtual volumes and physical disks visible. The relationship management window
graphically displays the associations between the configuration that is virtualized by means of thin provisioning (disk pool and virtual
volumes) and the physical configuration (RAID groups and physical disks). Thisfunction makesit easy to check the affected location
when aphysical disk fault or other problem occurs.

Threshold monitoring and capacity management

This function monitors the disk pool threshold values and performs capacity management. Threshold values are established for the
physical disk pool and these values are monitored so that consumption of the physical capacity does not cause disk pool shortages.
When the disk busy rate reaches the threshold value, an alarm notifies the user, thus preventing operation stoppages. This function
also makes changes to the capacity of the physical disk pool visible. It displays graphs of the amount of disk pool capacity used, both
now and in the past, thus giving users forewarning of the capacity becoming exhausted and indicating when physical disks might need
to be extended.
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For details, refer to "6.6 Thin Provisioning management".
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Notes on storage capacity virtualization operation
There are following concerns when managing storage capacity virtualization operations.
Constructing a thin provisioning environment

This product cannot construct (design and setup) a thin provisioning environment. Use ETERNUSMgr to construct the environment
in advance.

Operations that are not possible

This product cannot perform the following operations related to thin provisioning:
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- Performance monitoring of disk pools, virtualization volumes, and RAID Groups that contain disk pools

- Setting and deleting of disk pools, virtualization volumes, and Affinity Groups that include virtualization volumes

1.3.6 Virtual Storage Conductor

Virtual Storage Conductor (hereinafter called VSC) is a component of ESC that provides the virtual storage function on a Fibre Channel
switch in the network layer, without dependence on the storage hardware's physical attributes.

Virtual disk creation

V SC manages the virtual disk in storage pool that allows you to create a volume of a size independent of the storage logical unit
(Logical Volume) size.

Server-free data service

V SC provides the server-free data service function, which copies data using the resources of the virtualization switch without using
the resources (CPU and memory) of the job server.

25 See
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For detail information about V SC, please refer to "ETERNUS SF Storage Cruiser User's Guide for Virtual Storage Conductor”.
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1.3.7 Support levels

Note: Thisfunction isnot supported in all regions. Please check with your sales representative to seeif this function is supported in your
area

The scope of the storage management functions of this software that can be used varies with the storage device model being used. For this
software, the scope of available functionsis represented as support levels, which are used as settings of the fault monitoring function and
for other purposes. The table below lists the support levels that can be selected.

Support
level

Typical
device
name

Device
detection

Fault management

SNMP
Trap
monitoring

Device
polling
monitoring

(*2)

Acquisition
of device
state

Managem
ent
window
linkage

FC
connection
line
drawing

Detail
display of
correlation
managem

ent (*1)

Performan
ce
managem
ent

ETERNU
SDX60/
DX80/
DX90
ETERNU
S DX400
series
ETERNU
S DX8000
series
ETERNU
S2000
ETERNU
$4000
ETERNU
S8000
ETERNU
S3000

(except

Automatic

(*3)

Y1

Y1

Y1
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Automatic

Y1
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(*10)




Support
level

Typical
device
name

Device
detection

Fault management

SNMP
Trap
monitoring

Device
polling
monitoring

(*2)

Acquisition
of device
state

Managem
ent
window
linkage

FC
connection
line
drawing

Detall
display of
correlation
managem

ent (*1)

Performan
ce
managem
ent

model 50)
ETERNU
S6000
ETERNU
S SN200
(except
model
250)
ETERNU
S
SN200M
DS (*6)
PRIMER
GY Fibre
Channel
switch
blade
ETERNU
SVS900
(except
model
200)
SN200
model 540
Virtualiza
tion blade

Solaris
oS,
Windows,
Linux,
HP-UX
server
node on
which
ESC or
SSC
Agentis
already
installed
ETERNU
S
LT270,LT
250,
LT160
(*6)
ETERNU
SVS900
model 200
(*6)
ETERNU
SVvD800

(*8)

Automatic

(*3)

Y1

Y1

Y1l
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Support
level

Typical
device
name

Device
detection

Fault management

SNMP
Trap
monitoring

Device
polling
monitoring

(*2)

Acquisition
of device
state

Managem
ent
window
linkage

FC
connection
line
drawing

Detall
display of
correlation
managem

ent (*1)

Performan
ce
managem
ent

MCcDATA
FibreChan
nel switch
(*6)
VMware
Infrastruct
ure3
Version
3.50r later
(*11)
VMware
vSphere 4
or later
(*11)
VMware
ESXi 3.5
or later
(*11)

ETERNU
S SX300
ETERNU
S SX300S
ETERNU
SLT120
ETERNU
SLT130
ETERNU
SLT200
ETERNU
SLT210
ETERNU
SLT220
ETERNU
SLT230
ETERNU
S
NR1000F
series,
NR1000C
series

Manual

Y1
(*6)

Y1
(*9)

Manual
setting

Manual

Y2

Other
devices
that are
manually
embedded

Manual

- (+4)

- (*5)

Manual
setting

Manual

Y2

Tape
encryptio
n device

Manual

Y1
7

Y1

Manual
setting

Manual

Y2

*1: [Y1] indicates that detail information on device internal elements can be displayed. [Y 2] indicates that information on the device and
FC port can be displayed.
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*2: Fibre Channel Switch blade devices using SNMP can be used with ETERNUS DX60/DX80/DX90, ETERNUS DX400 series,
ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000, ETERNUS SN200
seriesFibre Channel switch, Brocade Fibre Channel switch and PRIMERGY Fibre Channel switch blade. A server nodewith Agent already
installed uses a unique protocol. The other devices use ping for monitoring.

*3: The "Detect device in subnet" function is not supported by the devices below. Use the "Detect by IP address' function to specify an
IP address for each device. For server nodes, use the "Register server" function.

* Firmware version v4.0 or above ETERNUS SN200 (Brocade)

+ Solaris OS, Windows, Linux, HP-UX server node on which ESC or SSC Agent is already installed

* ETERNUSLT270,LT250 or LT160

+ ETERNUS VS900 models 200 and 300, SN200 model 540 Virtualization blade

+ ETERNUS VD800

* PRIMERGY Fibre Channel switch blade

* VMware Infrastructure 3 Version 3.5 or later

* VMware vSphere 4 or later

* VMware ESXi 3.5 or later
*4: For devices supporting SNMP Traps, this function is enabled by creating a SNMP Trap XML definition file.
*5: For devices supporting LAN, ping monitoring is enabled by specifying an I P address at manual embedding.
*6: SNMP Trap transmission must be set for each device. (This software does not automatically make said setting.)
*7: Since no vendor-specific trap is available, only traps common to devices can be displayed.

*8: Inthe disk array device of ETERNUS VD800, access pathsto the FC-CA port to be connected to ahost server cannot be set or del eted.
Logical information of the FC-CA port to be connected to ahost server isnot displayed in the related management information. Use VDSC
(Virtual Disk Service Console) to set the access paths or check the display of logical information.

*9: ETERNUS SX300, ETERNUS SX300S do not support device-polling monitoring.

*10: The performance information can be referenced using Systemwalker Service Quality Coordinator. However, the ETERNUS SN200
MDS series Fibre Channel switch is not supported.

*11: The fault monitoring function by receiving SNMP Traps is not supported.

1.4 ESC Configuration

ESC consists of the following programs. ESC Manager, ESC Agent, and ESC Client.

Thisguiderefersto devicesonwhich respective programswereinstalled asthe administrative server, the server node, and theadministrative
client. These programs can be installed on a single device and operated as well. In that manner, there is no restriction on the order of
installation of these programs.

ESC Manager (administrative server) isthe central management part of ESC that obtains and sets information about devicesinvolved in
the storage system on the LAN. Important data among those used for controls are stored in the database.

ESC Agent (server node) controls information about home software such as an HBA and a multipath driver on the server node using the
storage and communicates with ESC Manager. When there are several server nodes, it must be installed on each of them.

ESC Client functions as the ESC GUI (screen control part) used to connect to ESC Manager. Multiple clients can be connected to the
same ESC Manager at the sametime.
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Figure 1.1 ESC Configuration
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1.5 Function comparison of ESC and SSC

Function different with ESC and SSC

For the following function, user interface of ESC and SSC are different.

Function SSC ESC

Login account The default login account is as follows: Thereis no default login account.

* manage Login account is set when install ESC Manager.

* monitor

Exit client program [File] - [Exit] [File] - [Log out]

client application will finish. log out and return to the login screen.

Function that ESC doesn't provide
For the following function that supported by SSC, is not supported by ESC.

+ Page setting ([File] - [Page setup]) for Resource View ("Resource View" is defined in "6.1 Resource View")

* Print ([File] - [Print]) for Resource View ("Resource View" isdefined in "6.1 Resource View")
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*Access path diagnose ([Operation] - [Access Path] - [Diagnose])

+ Change screen color ([View] - [Option] - [Change Screen Color])

+ Dynamically display real-time performance graph on the performance windows (<Dynamic ON> button, <Dynamic OFF> button)
* Login account's single sign on with Systemwalker Centric Manager

+ Command "setswnode" for changing the manager's | P address is unnecessary for ESC
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IChapter 2 Function Outline

This chapter describes how this software monitors for faults in devices consisting of a storage system and explains the fault information
displayed and actions to be taken if an error occurs.

2, See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For details on fault monitoring, refer to "1.3.2 Fault management".
For details on events, refer to the "ETERNUS SF Storage Cruiser Event Guide'".
For details on the support levels mentioned in this chapter, refer to "1.3.7 Support levels".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

This software performs the fault monitoring operation as explained below by processing events that are asynchronously reported by
monitoring information from Agent and an SNMP Trap from each device. The SNMP Trap must be correctly set in the device that supports
that SNMP Trap.

The Manager's event processing function is aresident function that is always when Manager is started (when the administrative server is
started up). Therefore, aclient does not need to be started when afault isonly reported by Systemwal ker Centric Manager linkage or Shell/
bat linkage.

] Server node (host) Manager

Moenitering event

Lgent '4 - 'iEI{DEIEL&'tiDEL' aum Receive SHMME Trap
XML
ENMP Treg, ¢ k4 definition
pertttT Lt Analyze SNMP Trap file

¥ I

et event levels

Fibre Crarmel switchibnbh 0% *
, ++ 8MMP Trap

‘.

Display event logs

I
Display device events

Storage device

| Systemwalker Centric
hanager linkags
whell filz linkage

—# Dizplay revolving Lght
1Cot

Manager processes event monitoring information from Agent in the same manner as for an SNMP Trap.
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2.1 Receiving SNMP Traps

First, set up an environment in which devices can send SNMP Traps.

Server node
SNMP Trap transmission place addresses are automatically set for the server node agent when this software registers devices.

If Manager operates across multiple networks, however, this software may not be able to set correct settings for the server node agent.
In this event, check whether SNMP Trap transmission place addresses are correctly set for the server node agent. The filesindicated
below for the server nodes specify the SNMP Trap transmission place addresses of the server node agent. Check the addresses, and
edit any address that must be corrected. To operate according to the contents of the file the restart of Agent is needed.

Server node OS Place of file
Windows $TMP_DIR\Agent\var\sanm.ip
($TMP_DIR means "Work Directory" specified at the Agent installation.)
Solaris OS, Ivar/opt/FISV ssage/sanm.ip
Linux,
HP-UX

4}1 Note

For the following environment, the fault monitoring function by receiving SNMP Traps is not supported.
- VMware Infrastructure 3 Version 3.5 or later
- VMware vSphere 4 or later

- VMware ESXi 3.5 or later

Support levels A, B
When this software registers devices, SNMP Trap transmission place addresses are automatically set for devices to be managed.

However, if Manager operates across multiple networks, this software may not be able to set the correct setting for each device to be
managed. In this case, check whether SNMP Trap transmission target addresses are correctly set for the managed devices.

Support levels E, | (for devices supporting SNMP Traps)

The SNMP Trap transmission place address is set on a device to the administrative server. For details of this setting, refer to the
operation manual of the device.

Support level | (for devices not supporting SNMP Traps)
Fault monitoring by the mechanism is disabled since said devices do not support the SNMP Trap function.

Other server nodes (including Solaris OS and Windows server nodes without an agent) do not support fault management.

;ﬂ Note

If the Manager cannot receive the SNMP Trap, check the following:
Solaris OS Manager :

* Check whether the SNMP Trap monitoring daemon is running. If not, start it. For details about checking and starting the daemon,
refer to "12.1.2.1 Starting and stopping the SNMP Trap monitoring daemon™.

* If ESC Manager and Systemwalker Centric Manager are running on the same server, check whether Systemwalker Centric Manager
SNMP Trap monitoring daemon is running. If not, start it. For details about checking and starting the daemon, refer to Systemwalker
Centric Manager manual.

+ ESC Manager and Systemwal ker Centric Manager usethe same SNMP Trap monitoring service. Therefore, the SNMP Trap monitoring
daemon stops if Systemwalker Centric Manager is uninstalled. In this case, either restart the OS or start the SNMP trap monitoring
daemon after Systemwalker CentricManager has been uninstalled.
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+ If the IP address of administrative server is changed, execute the procedure of "9.1.2.1 Changing the | P address of the administrative

server.

Windows M anager :

* Check whether the SNMP Trap monitoring serviceisrunning. If not, start it. For detail s about checking and starting the service, refer
t0"12.3.2.2 Starting and stopping the SNMP Trap monitoring service".

+ ESC Manager, Systemwalker Resource Coordinator Virtua server Edition, and Systemwalker Centric Manager use the same SNMP
Trap monitoring service. Therefore, if ESC Manager and Systemwalker Resource Coordinator Virtual server Edition and Centric
Manager are running on the same server, refer to "4.3.2 Advisory notes' - "Restrictions in the mixed environment of Systemwalker
Centric Manager and Systemwalker Resource Coordinator Virtual server Edition" in the ETERNUS SF Storage Cruiser Installation
Guide.

+ If the IP address of administrative server is changed, execute the procedure of "9.1.2.1 Changing the | P address of the administrative
server”.

Linux Manager:

* Check whether the SNMP Trap monitoring daemon is running. If not, start it. For details about checking and starting the daemon,
refer to "12.2.2.1 Starting and stopping the SNMP Trap monitoring daemon".

* When ESC manager and Systemwalker Centric Manager are running on the same server, check whether Systemwalker Centric
Manager SNMP Trap monitoring daemon is running. If not, start it. Refer to Systemwalker Centric Manager manual for details on
checking and starting the daemon.

+ The ESC manager and Systemwalker Centric Manager use the same SNMP Trap monitoring service. When Systemwalker Centric
Manager is uninstalled the SNMP Trap monitoring daemon will stop. In this case, after uninstalling Systemwalker Centric Manager,
restart the operating system or start the SNMP Trap monitoring daemon.

* If the IP address of administrative server is changed, execute the procedure of "9.1.2.1 Changing the | P address of the administrative
server”.

2.2 Analyzing SNMP Traps

The Manager processes SNMP Traps according to the support levels of the mechanism for devices, as described below.

* Server node agent

SNMP Traps are decoded.
* Support levelsA, B and E

SNMP Traps are decoded. Incidentally, the only SNMP Traps decoded are those for which event display and linkage are required.
* Support level | (for devices supporting SNMP Traps)

Device-specific SNMP Traps are not decoded.

Note that SNMP Traps not supported by this software can be decoded, however, by creating a SNMP Trap XML definition file. For
details, see"C.6 SNMP Trap XML Definition File".

_-ﬂlnformation
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2.3 Device Polling

The Manager checks the statuses of registered devices by using SNMP, ping or unique protocol at intervals of 60 seconds (default). It is
as follows which polling method.

Polling method Protocol Devices
Device status SNMP ETERNUS GR series
ETERNUS series
ETERNUS NR1000 series
Communication status | SNMP ETERNUS SN200 series Fibre Channel switch

PRIMERGY fibre channel switch blade

unique protocol

server nodes for which Agent isinstalled

private protocol

VMware Infrastructure 3 Version 3.5 or later
VMware vSphere 4 or later
VMware ESXi 3.5 or later

ping

Devices supporting automatic detection, other than the above devices.
Manually embedded devices for which |P addresses are set.

* Device status polling method

For devices using SNMP, the system obtains status information using the respective vendor's private MIB. If the status has been
changed compared with that stored by Manager, the system displays a device event and changes the device icon color according to
the change.

+ Communication status polling method

Changes in device status cannot be detected. However, if an abnormality occursin the device or in anetwork between the device and
the Manager and there is ho response to a communication (non-communicating state), then an event is displayed and the icon color
changes to gray. The next time there is a response to polling, the previous state (the one before the non-communicating state) is
restored.

For VMware Infrastructure 3 Version 3.5 or later, VMware vSphere 4 or later and VMware ESXi 3.5 or later, this software uses a
private protocol of VMware. The communication status polling method does not detect changes in the device status, but does detect
the non-communicating status. The polling is performed only for VM hosts; VM guests are not polled. When the non-communicating
stateisdetected for aVM host, this softwarejudgesthat the VM host and all the VM guestsincluded init arein the non-communicating
state.

With either SNMP or ping, Systemwalker Centric Manager linkage and Shell/bat linkage are enabled by default. The swsag code reported
to Centric Manager is 4822. The linkage behavior can be modified. For information see " C.10 Device Polling Setting File".

Users can customize polling interval s, the time at which operation stops, the specification of devicesto be excluded from polling operation,
and other device polling functions. For details, see "C.10 Device Polling Setting File".

Qn Note

* Thisfunction does not support manual embedding devices for which no IP addressis set.

* When the device polling detects a change in network or device status, any event of "Device Polling Event" in the "ETERNUS SF
Storage Cruiser Event Guide" is displayed. However, when the state change of device is detected by executing [Refresh] operation,
the following events are not displayed. Confirm the state from a device icon.

.-ﬂlnformation

To use SNMP, define "public" as the community name. For information on communication with a different community name,
see "SNMP_COMMUNITY_NAME_FOR_IP" in the "C.2 sanma.conf Parameter", so that an appropriate community name can be set.
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2.4 Setting Event Levels

The Manager takes appropriate action for events as described below according to the support level of the mechanism for adevice.

There are three event levels: Error, Warning, and Information.
* Server node agent
Some statuses on Client are changed but some are not changed.
On Solaris OS and Windows server nodes, the status can be properly changed for failures HBAs and multipath.

For failuresin another middleware on Solaris OS and Windows server nodes, only events are displayed but the server node icon color
is not changed in the resource management view (only the statuses of multipath and HBASs influence the colors of server node icons
in the resource management view for a processing time matter). However, on the Correlation window, such failures may influence
the server node icons as circumstances demand.

* Support levelsA, B and E
Statuses on Client are changed appropriately.

However, when the status of a device, whose support level is A or B, is displayed, the current status is read from the device again.
The status displayed at thistimeis the status reported by the unit.

+ Support level | (for devices supporting SNMP Traps)

The client statusis not changed.

_-ﬂlnformation
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IChapter 3 Operation Design

3.1 LAN Connections

Manager manages devices, using the LAN |/Fs of a device subject to management.

Connect the LAN for management to all devices subject to management.

In this case, transactions affected by management can be minimized by separating the LAN for management from that for transaction.

3.1.1 Network requirements

When afirewall is placed between Manager and a device subject to management, set the following port numbers to be able to pass the

firewall.

Communication with the client

Transmission destination Port/protocol Transmission start Function
direction
Manager 23456/tcp Client -> manager GUI display/operation

Device subject to management

Depends on the device
subject to management

Depends on the device
subject to management

Calling Management Software

Communication with the manager

Transmission destination device Port/protocol Transmission start Function
direction
Server node (Agent) 4917/tcp Manager -> device Configuration management,
Polling monitoring
162/udp Device -> Manager Fault management
VMware Infrastructure 3 Version 3.5 | 433/tcp Manager -> device Configuration management,
or later Polling monitoring
VMware vSphere 4 or |ater
VMware ESXi 3.5 or later
Fibre Channel switch 161/udp Manager -> device Configuration management,
ETERNUS SN200 series Performance management,
Brocade Fibre Channel switch Polling monitoring
;F;g\: ERGY Fibre Channel switch 23/tcp Manager -> device Configuration management
162/udp Device -> Manager Fault management
Virtualization switch device 5988/tcp Manager -> Brocade SMI | Configuration management
ETERNUS VS900 model 200 Agent
162/udp Device -> Manager Fault management
7420/tcp Manager -> device Virtual Storage Conductor
ping/icmp Manager -> device Polling monitoring

-23-




Transmission destination device Port/protocol Transmission start Function
direction

Virtualization switch device 161/udp Manager -> device Configuration management,

ETERNUS VS900 model 300 Performance management,

SN200 model 540 Virtualization blade Polling monitoring
23/tcp Manager -> device Configuration management
162/udp Device -> Manager Fault management
7420/tcp Manager -> device Virtual Storage Conductor

Disk storage systems 161/udp Manager -> device Configuration management,

ETERNUS DX60/DX80/DX90 Performance management,

ETERNUS DX400 series Polling monitoring

ETERNUS DX8000 series 1999/tcp Manager -> device Configuration management

ETERNUS2000

ETERNUS4000 162/udp Device -> Manager Fault management

ETERNUS8000

ETERNUS3000 (except model 50)

ETERNUS6000

ETERNUS GR series (except GR710

and GR720)

Disk storage system 161/udp Manager -> device Configuration management,

ETERNUS3000 model 50 Polling monitoring

ETERNUS GR710, GR720 80/tcp Manager -> device Configuration management
1999/tcp Manager -> device Configuration management
162/udp Device -> Manager Fault management

Hitachi 161/udp Manager -> device Configuration management

SANRISE1000/2000 162/udp Device -> Manager Fault management
ping/icmp Manager -> device Polling monitoring
161/udp Manager -> device Configuration management

ggﬂog Symmetrix 3000/5000/ESP/ 162/udp Device -> Manager Fault management
ping/icmp Manager -> device Polling monitoring

Tape library unit 161/udp Manager -> device Configuration management

LT270,LT250,.T160 162/udp Device -> Manager Fault management
ping/icmp Manager -> device Polling monitoring

Bridge unit 161/udp Manager -> device Configuration management

Crossroads 23/tcp Manager -> device Configuration management
ping/icmp Manager -> device Polling monitoring

Network disk array 162/udp Device -> Manager Fault management

NR1000 161/udp Manager -> device Polling monitoring

Manual embedding, and others 162/udp Device -> Manager Fault management
ping/icmp Manager -> device Polling monitoring

3.1.2 SNMP Community

The manager and managed devices use the following SNMP community.
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Transmission destination device Default Access Method of settings
Fibre channel switch public read Refer to "4.2.1.1 Setting” for detailed
ETERNU$ SN200 series _ private read/write Settings.
Brocade Fibre Channel switch
PRIMERGY Fibre channel switch blade
Virtualization switch device public read Refer to "4.2.1.1 Setting” for detailed
ETERNUS V S900 (except model 200) private read/write settings.
ETERNUS3000 (except model 50)
SN200 MDS(Cisco MDS) Fibre Channel switch . Refer to "4.2.4.1 Settings" for detailed
public read .
settings.
McDATA Fibre channel switch . Refer to "4.2.5.1 Settings" for detailed
public read .
settings.
ETERNUS DX60/DX80/DX90 Refer to "4.3.1.1 Setting” for detailed
ETERNUS DX400 series settings.
ETERNUS DX8000 series
ETERNUS2000
ETERNUS4000 public read
ETERNUS8000
ETERNUS3000
ETERNUS6000
ETERNUS GR series

Fﬂlnformation

For changing the community name to use, change it by referring to "SNMP_COMMUNITY_NAME_FOR_IP" of "C.2 sanma.conf
Parameter".
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|Chapter 4 Environment Configuration

This chapter provides settings and notes required for devices to be managed.

Flow of All Operations

Whether building a new storage system or using this software for an existing storage system, start the environment setup and operation
according to the procedureindicated in the figure shown below. Software can beinstalled and set up on individual devicesin any sequence.

Note that once this software is installed and devices to be managed are registered, fault monitoring and fault recovery are performed for
theregistered deviceswhiletheadministrative server isactive, without having to start the Client window (GUI window). Also, performance
information is stored for devices subject to performance management.

ral i

Administrative
Client

SAN devices
Switches, array disks, eto

Administrative
Server

Server node

ﬂmst)

_ Glient_  Agent ~ Manager Betup of each device
mstallaton mstallanon nstallation {initial settings)

LAN connection

Flowr of operations in the Phyzical resonres mana gement wew to register devices
to be managed

— —

Configuration!

status check

Devwice search Devwice addition

Manual embe dding

Configuration management

The device configuration and status can be checked from the Side riewr,

Correlation riew, and other riews.
Apcess paths can also be checked, defined, diggnosed, and adjusted

Performance manage ment

= [ Az well as ETERNUSIZE and switch performance, the performance of
devices for which performance monitoring has been started from the
Physical regomfes fania gemnent e 1s managed.

Fault management

L | Onece a device is registered in the Physical rescures management wisw,
Manager continues fault monitoring of the derice while the
administrative ssrver is active, without re quiring Client to be started.
Fault data is available in linkage with the main view events,
device events, shells, eto.

4.1 Server Node (Host)
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4.1.1 Solaris OS server node (host)

Two methods are used for managing Solaris OS server nodes: one method installs Agent on the host, and the other does not.

When Agent is installed, the following functions are available: the configuration data is automatically loaded from the server node; the
system fault and status is monitored for Fujitsu's multipath disk control mechanism, mirror disks, and file systems; the line drawing for
FC connection is performed; the access path settings are configured including server node HBA binding (storage affinity). Without Agent
installed, the host can still be registered manually but status reading/access path setting/fault monitoring is disabled.

2, See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For information about products that can be monitored by Agent, see "10.5 Server Node Middleware that can be Managed".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

gn Note

Thelimitationswhen Solaris OS server nodes are managed using the Agent:

+ HBA WWNN (World Wide Node Name) and PID binding (storage affinity) settings are not supported.

The access path is managed automatically in this software using WWPN (World Wide Port Name). Accordingly, if WWNN, PID, or
TID binding has already been set in the server node HBA (host bus adapter), the settings must be changed to WWPN binding before
the device isregistered in this software. Server nodes that are used to perform WWNN, PID, or TID binding cannot be registered in

this software.

+ If devicefiles of more than one controller number are generated

If more than one devicedriver typeis used to access storage of adifferent typefromasingle HBA, devicefilesfor at least 2 controller
numbers may be generated for the single HBA. This software does not support this status.

If thereisaproblem with information gathering or display, manage the server nodes using the manual embedding function. For details
on the manual embedding function, refer to "5.2.6 Registering aManually Embedded Device".)

The methods used to manage Solaris OS server nodesinstalled in SUN-made HBAs and Fujitsu-made HBAs using Agents are different.
These differences are shown in the table below.

Function

Fujitsu-made HBAs

SUN-made HBAs

Access path settings

Specify the target number and LUN when the
access path is set.

Settings are not configured in the settingsfile, so
enter the default values for the target number and
LUN when the access path is set.

The command for enabling recognition of the LUN
must also be entered.

The dialog for entering target number is not
displayed.

Access path color

If the LUN isrecognized, the color changesfrom
Blue to Green.

Thisisaways bluein the normal status.
When the path status of the multipath is not
"normal", access path color isred.

Sideview HBAs Thisis displayed asthe logic HBA number Thelogical HBA number is aways displayed.
before recognition of the LUN, and in Cx format
after recognition of the LUN.

Beacon blinking Possible. Not possible (the menu cannot be selected).

Server Node view server
multipath display

Thisis displayed when there is a multipath
environment. The path can also be displayed by
selecting the multipath instance name.

Information on the multipath driver deviceis not
displayed. Therefore, multipath driver's path
information cannot be displayed.
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Function

Fujitsu-made HBAs

SUN-made HBAs

Resource view server
property multipath
information

Thisis displayed when there is a multipath
environment.

Thisis not displayed (only the option nameis
displayed).

Resource view HBA
property connection
admission WWPN, target
number, and LUN
information

Thisisdisplayed.

The connection admission WWPN and LUN
information are displayed.

The target number is not displayed.

Resource view access path
property connection
admission WWPN, target
number, and LUN
information

The connection admission WWPN, target
number, and LUN information are displayed.

The connection admission WWPN and LUN
information are displayed.

The target number is not displayed.

Element display except for
Relationship Management
window HBA nodes and
HBA ports

Raw devices, multipath devices, andfile systems
(ufs, zfs) are displayed.

A file system (ufs,zfs,QFS/'SAM-QFS/SAM-FS)
will be displayed.

A multipath device (MPxIO) is displayed.
Theraw deviceis displayed.

Relationship Management
window HBA port property
connection admission
WWPN, target number, and
LUN information

Thisisdisplayed.

The connection admission WWPN and LUN
information are displayed.

The target number is not displayed.

Relationship Management
window access path property
connection admission
WWPN, target number, and
LUN information

The connection admission WWPN, target
number, and LUN information are displayed.

The connection admission WWPN and LUN
information are displayed.

The target number is not displayed.

Multipath path display

It is possible to show alight blue color on the
information of the access path and the storage
information area, by selecting and clicking a
multipath device file name on the server iconin
the resource control window.

In the relationship management window, path
and correlated device icon can be displayed in
color by Route Search.

In the relationship management window, the path
from amultipath device to the HBA port can be

displayed.
Additionally, in the relationship management

window, correlated deviceicon can bedisplayedin
color by Route Search.

4.1.1.1 SNIA HBA API library settings

To manage the HBAs that are installed at Solaris OS server nodes, the SNIA HBA AP library that an HBA vendor distributes must be

installed.

For PWOO8FC2A, PWO008FC2-G, PW008FC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1
Install the SNIA HBA API library by installing the driver (FUJTSU PCI Fibre Channel 2.2.1 or 3.0).
When FUJITSU PCI Fibre Channel 2.2.1 isinstalled, it must be patched (by 912069-17 or later).

Note that FUJITSU PCI Fibre Channel 2.2 cannot be used any more.
For Emulex Corporation LP9000/9002S/9002L/9802/10000

Install HBAnyware (SNIA HBA API) according to the instructions in the driver's handbook.
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For SEOX7F11F or SEOX7F12F

After installing the driver (FUJITSU PCI Fibre Channel 4.0 or higher), the SNIA HBA API library must be changed according to the
following procedure.

1. Changethelink from "/usr/lib/libfchba.so" to "'/opt/FISV pfcalshbin/libfchba.so™ to "/opt/FISV pfcalsbin/libfchbal.so".

# rm/usr/lib/libfchba.so
#1n -s /opt/FISVpfcal/lib/libfchbal.so /usr/lib/libfchba.so

2. Reboot.

# [usr/sbin/shutdown -y -i6 -g0

For SEOX7F21F, SEOX7F22F, XSEFC401AF or XSEFC402AF
The SNIA HBA API library isincluded in the driver that is handled in the OS, therefore it has no settings.
For HBAs that their name start by SG-XPCI
Thereisno need to set up SNIA HBA API library, asit isincluded in the driver which is bundled with the operating system.

4.1.1.2 N-port settings

N port setting is needed on the side of HBA when connecting with the Fibre Channel switch. The method of setting the port of HBA as
N port depends on the HBA type. Each method for setting is shown below.

For PWOO8FC2A, PWO08FC2-G, PW0O08FC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1, SEOX7F11F, SEOX7F12F driver
Describe the following port type in the /kernel/drv/fjpfca.conf file in each instance name of fjpfca(Adapter).

port=
"fj pfcal: nport",
"fjpfcal: nport";

For Emulex Driver (LPFC/LPFS driver)

The topology parameter of /kernel/drv/Ipfc.conf or Ipfs.conf fileis set to 2 asfollows:

# topology: link topology for initializing the Fibre Channel connection.
# 0 = attenpt loop node, if it fails attenpt point-to-point node

# 2 = attenpt point-to-point node only

# 4 = attenpt | oop node only

# 6 = attenpt point-to-point node, if it fails attenpt |oop node

# Set point-to-point nobde if you want to run as an N_Port.

# Set |oop node if you want to run as an NL_Port.

t opol ogy=2;

For XSEFC401AF, XSEFC402AF, SG-XPCIE2FC-EM4, SG-XPCIE2FC-EM8 driver
Specify "2" for the emixsX-topology parameter in the /kernel/drv/emixs.conf file.

#

# +++ Fibre Channel specific paraneters +++

#

# topology: link topology for initializing the Fibre Channel connection.
#

# 0 = attenpt loop node, if it fails attenpt point-to-point node
# 2 = attenpt point-to-point node only

# 4 = attenpt | oop node only

# 6 = attenpt point-to-point node, if it fails attenpt |oop node
#

# Set point-to-point node if you want to run as an N_Port.

# Set loop node if you want to run as an NL_Port.

#

# Range: Mn:0 Max: 6 Default:O
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#
enl xs0-t opol ogy=2;
enl xs1-t opol ogy=2;

For SEOX7F21F, SEOX7F22F, SG-XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG-
XPCI1FC-QF4, SG-XPCIE2FC-QF8 driver

N port settings are not required.

4.1.1.3 Database monitoring settings
Note that database monitoring requires the following actions to be taken in advance:
Registering user information

Execute the defusr command, and register the user information necessary for database monitoring. For information about the defusr
command, see"12.5.1.1 User information setting command (defusr)".

For information about particulars specified in the defusr command, see descriptions of monitoring each database.
Monitoring for Symfoware

Define the environment variables necessary for database access (e.g., LD_LIBRARY_PATH) in the sstorageagt.conf file. For
information about the sstorageagt.conf file, see "C.8 sstorageagt.conf Parameter". For information about the necessary environment
variables, refer to the appropriate Symfoware manual. In order to use multiple RDBs, a Symfoware statement must be defined in the
Corrélation.ini parameter. For information about the Correlation.ini parameter, see "C.7 Correlation.ini Parameter”. The registration
of the user information by the defusr command is unnecessary.

Monitoring for Oracle

The JDBC driver is used to access Oracle. In the sstorageagt.conf file, define an environment for using the JDBC driver; and, using
an Oracle statement in the Corrélation.ini parameter, specify the number of the port used for access. For information about the
sstorageagt.conf file, see" C.8 sstorageagt.conf Parameter". For information about the Oracle statement in the Correl ation.ini parameter,
see "C.7 Correlation.ini Parameter”. For information about definitions necessary for the JDBC driver environment, refer to the
appropriate Oracle manual.

The key name of the defusr command must be assigned the instance name subject to configuration management.

4.1.2 Windows server node (host)

This software provides two methods for managing Windows hosts: one method installs Agent on the host, and the other does not.

When Agent isinstalled, the following functions can beimplemented: the configuration datais automatically loaded from the server node;
the line drawing for FC connection is performed; the system fault and status is monitored for Fujitsu's multipath disk control mechanism
or msdsm (the multi path driver that is built into Windows operating system since Windows Server 2008 by the standard). Without Agent
installed, the host can still be registered manually but status reading/access path setting/fault monitoring is disabled.

2, See
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For information about the products that can be observed by Agent, see "10.5 Server Node Middleware that can be Managed"”.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

;ﬂ Note

If the PG-FC105 driver is reinstalled, or the PG-FC105 adapter and other option cards are added , reduced , or replaced, there may be
entriesfor which " (Disconnected)" is displayed for "Emulex Configuration Tool". In this case, del ete the entry according to the procedure
shown below. If this entry is not deleted, invalid information may be displayed in the client window.

1. Click [Start] - [Run].
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2. Enter "elxcfg" and then click the <OK> button.
The Emulex Configuration Tool starts up, and the list of PG-FC105s loaded in the server nodesis displayed in Available Adapters.
The example of the list that is displayed as follows:

Emul ex LP-9000 Adapter, Bus 1 Slot 7 (Present)
Enmul ex LP-9000 Adapter, Bus 1 Slot 8 (Present)

3. Select the entry for which *(Disconnected)" is displayed, click the [File] menu and select [Remove].

4.1.2.1 SNIA HBA API library settings

To manage the HBASs that are installed in Windows server nodes, the SNIA HBA API library that an HBA vendor distributes must be
installed.

For PG-FC105 (Driver v5-2.13a4)
By installing a PG-FC105 driver, the SNIA HBA API library isinstalled.

For PG-FC105 (other than Driver v5-2.13a4), PG-FC106, PG-FC107, PG-FC201, PG-FC202, PG-FC203, PG-FC204, PG-
FCD201, PG-FCD202, Emulex Corporation LP9000, 9002L, 9802, 1050, 1050Ex

Install HBAnyware (SNIA HBA API) according to the user's guide for the HBA card or the driver's handbook.

If PG-FC202 or PG-FCD201 is used, change $INS_DIR\Agent\bin\HBAAPI.dII to another name (for example, HBAAPI.dll.bak).
($INS_DIR means "Program Directory" specified at the Agent installation.)

If HBAAPI.dII does not exist, file name change is not necessary.

For PG-FCD101, PG-FCD102, QLA2340, QLA2342

Copy $INS DIR\Agent\lib\HBAAPI.dIl to $INS_DIR\Agent\bif\HBAAPI.dll.
($INS_DIR means "Program Directory" specified at the Agent installation.)
If the copy destination directory already contains the samefile, the file need not be copied.

For MC-08FC11, MC-08FC31, MC-08FC41, MC-08FC51, MC-08FC61, MC-08FC71, MC-08FC81, MC-08FC91
Install HBAnyware (SNIA HBA API) by referring to the operation manual of the HBA card or the driver manual.

4.1.2.2 N-port settings

To connect Emulex Corporation L P7000, 8000, 9000, 9002L , 9802, 1050, 1050EX, to aFibre Channel switch, N-port settings are required
on the HBA side.

To make up a SAN by connecting Emulex Corporation L P7000, 8000, 9000, 9002L, 9802, 1050, 1050EX to the fibre channel switch, use
the driver parameter in the registry to indicate explicitly that the topology is an N-port. The following indicates the procedure for setting
the topology in the driver parameter:

1. Opentheregistry editor.
Select [Start] - [Run...] from the task bar, and then execute the following:
regedit.exe
2. Open the keyword of the following registry key, and then set the Topology valueto 1:

HKEY_LOCAL_MACHI NE\
System
Current Control Set\
Servi ces\
| pxnds\
Par arnet er s\
Devi ce\
"DriverParaneter" Topol ogy=1
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&' Registry Editor

File Edik WWew Favorites Help

E||:| |p<nds ;I Mame Tvpe | Data
[ Enum (ab](Default) REG_S7 {value ot set)
{1 Parameters _; | B createlnitiatarll  REG_DWORD 000000001 (1)
DriverF‘arameter REG_SZ SirmulateDevice=1; Topal
: -~ PrPInterface B8] MaximumsGList REG_DWORD 0x00000081 {129)
« 0 security | _*lLI @M..mhernmem imsts RFG DWORD MNNNNNNSA (1507

|M';.-' ComputertHEEY _LOCAL_MACHIMEYSYSTEM  CurrentControlSet) ServicesIpxndsiParametersi Device

- TheDriverParameter value depends on the version of thedriver used. The Topol ogy word may not exist depending on the driver
version. In this event, the Topology word must be added. For details, see the readme file supplied with the driver or contact the
HBA vendor.

- If the system accommodates more than one Emulex HBA and you want to connect them to Fibre Channel using different
topologies, follow the above procedure for each HBA. For details, see the readme file supplied with the driver or contact the
HBA vendor.

- The procedure involves changing the registry contents. Take particular care when carrying out the procedure because, if any
part of the registry becomes corrupted as aresult of an operation mistake or an operation that is not in the procedure, restarting
the Windows system may not be possible.

4.1.2.3 Database monitoring settings

Note that database monitoring requires the following actions to be taken in advance:

Registering user information

Execute the defusr command, and register the user information necessary for database monitoring. For information about the defusr
command, see "12.6.1.1 User information setting command (defusr)”. For information about particulars specified in the defusr
command, see descriptions of monitoring each database.

Monitoring Symfoware

Define the environment variables necessary for database access (for example, PATH) in the sstorageagt.conf file. For information
about the sstorageagt.conf file, see " C.8 sstorageagt.conf Parameter”. For information about the necessary environment variables, refer
to the Symfoware manual. In order to use multiple RDBs, a Symfoware statement must be defined in the Correlation.ini parameter.
For information about the Correlation.ini parameter, see "C.7 Correlation.ini Parameter”. The registration of the user information by
the defusr command is unnecessary.

Monitoring Oracle

The JDBC driver is used to access Oracle. In the sstorageagt.conf file, define an environment for using the JDBC driver, and specify
the port number used for access in an Oracle statement in the Correlation.ini parameter. For information about the sstorageagt.conf
file, see "C.8 sstorageagt.conf Parameter". For information about the Oracle statement in the Correlation.ini parameter, see "C.7
Correlation.ini Parameter”. For information about definitions necessary for configuring the JDBC driver, refer to the Oracle manual.
The key name of the defusr command must be assigned the instance name subject to configuration management.

Monitoring SQL Server

To access an instance with a name or to log in with SQL Server authentication, an SQL Server statement must be defined in the
Correlation.ini parameter. For information about the Correlation.ini parameter, see"C.7 Correlation.ini Parameter”. Although any key
name can be specified for the defusr command, it must be identical with the key name described in the SQL Server statement in the
Correlation.ini parameter.
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4.1.3 Linux server node (host)

Thissoftware provides Linux server nodeswith two management methods. In one method Agent isinstalled and in the other method Agent
isnot installed.

When Agent is installed, automatic import of the server node configuration from Manager, FC connection plot, and fault and status
monitoring of the Fujitsu's multipath disk control mechanism become available. Without Agent installed, the host can still be registered
manually but status reading/access path setting/fault monitoring is disabled.

25 See
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For information about the products that can be observed by Agent, see "10.5 Server Node Middleware that can be Managed".
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4.1.3.1 SNIA HBA API library settings

It is necessary toinstall the HBA API library that the HBA vender distributes to manage HBA installed in the Linux server node.

For PG-FC105, PG-FC106, PG-FC107, PG-FC201, PG-FC202, PG-FC203, PG-FC204, PG-FCD201, PG-FCD202
Execute the next item of "Checking whether the HBA API library has been installed".

* Driver version isV1.23a-0/V4200-1
Install the SNIA HBA APl common library (supporting Common HBA APl Version 2.18) as follows.

1. If Just/lib/libHBAAPI.so file exists, saveit.
2. Copy /opt/FISVssage/lib/libHBAAPI.so in /usr/lib/ or create the symbolic link as follows:

# 1n -s /opt/FJSVssage/lib/libHBAAPI.so /usr/lib/libHBAAPI. so

3. Asfor libemulexhbaapi.so (SNIA HBA API vendor library), contact your Fujitsu systems engineer (SE).

* If the driver version is not V1.23a-0 or V4.20g-1
Asfor HBA API library, contact your Fujitsu systems engineer (SE).

Checking whether the HBA API library has been installed

Check whether the following two conditions are met to determine the install ation status. If both the conditions are met, the HBA API
library has been installed.

1. All of thefollowing files exist.
- Jusr/lib/libHBAAPI.so
- usr/lib/libemul exhbaapi.so
- letc/hba.conf

2. Executing the following command resultsin an integer that is 1 or larger. (The command is oneline.)

egrep -c¢ [ :blank:]]+[[:blank:]]+/ usr/lib/libemul exhbaapi.so /etc/hba.conf

For PG-FCD101, PG-FCD102

Execute the next item of "Checking whether the HBA API library has been installed”. Install SNIA HBA APl common library which
corresponds to this software (corresponding to Common HBA API Version 2.18) as follows.

1. If /Jusr/lib/libHBAAPI .o file exists, saveit.
2. Copy /opt/FISVssagt/lib/libHBAAPI.so in /ust/lib/ or create the symbolic link as follows:

#1n -s /opt/FISVssage/lib/libHBAAPI.so /usr/lib/libHBAAPI. so
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3. Asfor libglsdm.so (SNIA HBA API vendor library), contact your Fujitsu systems engineer (SE).
Checking whether the HBA API library has been installed

Check whether the following two conditions are met to determine the installation status. If both the conditions are met, the HBA API
library has been installed.

1. All of thefollowing files exist.
- Jusr/lib/libHBAAPI.so
- Jusr/lib/libglsdm.so
- letc/hba.conf

2. Executing the following command resultsin an integer that is 1 or larger. (The command is oneline.)

egrep -c [ :blank:]]+[[:blank:]]+/usr/lib/libglsdmso /etc/hba.conf

For MC-08FC11, MC-08FC31, MC-08FC41, MC-08FC51, MC-08FC61, MC-08FC71, MC-08FC81, MC-08FC91
Install HBAnyware (SNIA HBA API). The HBAnyware can be obtained by downloading from SupportDesk Web.

4.1.3.2 Using the udev device

_-ﬂlnformation

+ Theudev deviceisaLinux function that always assigns a fixed device name, even if the hardware configuration is changed.

It assigns a device name that starts with "/dev/disk", unlike for existing device names, such as"/dev/sda".
"/dev/disk/by-path/xxxxxxxx" Xxxxxxxx isinformation generated from the disk location information
"/dev/disk/by-idlyyyyyyyy" yyyyyyyy isinformation generated from the disk ID information

In the following explanations, device names that start with "/dev/disk/by-path" are shown as "by-path”, and device names that start
with "/dev/disk/by-id" are shown as "by-id". Existing device names, such as"/dev/sda’, are shown as compatible device names.

If the Linux udev function is used for devices monitored using ESC, use "by-id".
"by-id" is a symbolic link to "/dev/sd?name", therefore the relationship for "by-id" and the compatible device name displayed in this
software can be checked by using the "Is -I /dev/disk/by-id" command.

jJJ Example
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The method shown below checks " by-id" for " /dev/sdb”

# |s -1 /dev/disk/by-id/

Total O

lrwxrwxrwx 1 root root 9 April 3 21:28 scsi-1FUJITSU 300000690000 -> ../../sdb
lrwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690000-partl -> ../../sdbl
lrwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690000-part2 -> ../../sdb2
lrwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU_300000690000-part3 -> ../../sdb3
I rwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU_300000690000-part?7 -> ../../sdb7
I rwxrwxrwx 1 root root 9 April 3 21:28 scsi-1FUJI TSU 300000690001 -> ../../sdc

I rwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690001-partl -> ../../sdcl
lrwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690001-part2 -> ../../sdc2
lrwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690001-part3 -> ../../sdc3
lrwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU_300000690001-part?7 -> ../../sdc7
lrwxrwxrwx 1 root root 9 April 3 21:28 scsi-1FUJI TSU_ 300000690002 -> ../../sdd

I rwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690002-partl -> ../../sddl
I rwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690002-part2 -> ../../sdd2
| rwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690002-part3 -> ../../sdd3
lrwxrwxrwx 1 root root 10 April 3 21:28 scsi-1FUJI TSU 300000690002-part7 -> ../../sdd7




Accordingly, it is possible to determine that "by-id" of "/dev/sdb" is"/dev/disk/by-id/scsi-1FUJITSU_300000690000".
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E) Point
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* "by-path" for the device that is connected to the Fibre Channel switch may change, therefore specify "by-id".

* Linux device nodes are displayed as compatible device name "sd?" in this software. The "by-id" and "by-path" are not displayed.
Check the relationship using the command as shown above.
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4.1.3.3 Database monitoring settings
To monitor databases, the following must have been executed:
Registering user information

Use the defusr command to register the user information that is required to monitor databases. Refer to 12.7.1.1 User information
setting command (defusr) for details of the defusr command. For the contents to be specified in the defusr command, refer to the
explanation for monitoring each database.

Monitoring Symfoware

Define in the sstorageagt.conf file the environment variables (such as LD_LIBRARY _PATH) that are required to access databases.
Refer to "C.8 sstorageagt.conf Parameter”. For the required environment variables, refer to the Symfoware manuals. For multiple-
RDB operation, the Symfoware statement for the Correlation.ini parameter must be specified. Refer to "C.7 Correlation.ini
Parameter”. Note that user information registration by the defusr command is not required.

Monitoring Oracle

The JDBC driver isused to access Oracle. Use the sstorageagt.conf file to define the environment for using the JDBC driver and define
the port number for accessing Oracle in the Oracle statement for the correlation.ini parameter.

Refer to " C.8 sstorageagt.conf Parameter” and "C.7 Correlation.ini Parameter” for details of the Oracle statement for the correlation.ini
parameter. For the required JDBC driver environment definitions, refer to the Oracle manuals. As the defusr command key name,
specify an instance name subject to configuration management.

4.1.4 HP-UX server node (host)

This software provides two methods for managing the HP-UX server node. In one method, Agent isinstalled on the node, in the other, it
isn't.

Installing Agent enables automatic loading of server node configuration data from the manager and displaying FC connectionsin theform
of lines. It also enables system fault monitoring and status monitoring for PV-LINK (afunction of LVM) from the manager. When Agent
isnot installed, nodes can still be registered manually, but status inquiry, setting access paths, and fault monitoring cannot be performed.

2, See
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See "10.5 Server Node Middleware that can be Managed" for information on products that can be monitored by Agent.
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To manage the HBA mounted on an HP-UX server node, the HBA API library must beinstalled. When in doubt, contact your HBA sales
representative.
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4.1.5 Other server nodes (hosts) (AlIX and the like or Solaris OS/Windows/
Linux/HP-UX without Agent)

This software also provides amethod for manually managing server nodes that are not supported by Agent or Solaris OS/Windows/Linux/
HP-UX environments in which Agent is not installed.

Status inquiry or automatic reading of configuration data from a device cannot be performed, but the configuration can be changed by
displaying the devices on the screen and manually editing the configuration.

25 See
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For information on the procedure for registering a managed server without Agent, see "5.2.6 Registering a Manually Embedded
Device".
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4.1.6 Softek Storage Cruiser Agent server node (host)

This software can manage server nodes on which Softek Storage Cruiser isinstalled. It can manage the all versions of the Agent.

!LQ_;, See
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For information on models which Softek Storage Cruiser Agentsupport, see"1.5.1 Hardware requirements” in the " Softek Storage Cruiser
User's Guide".
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The registered server node is managed as managed server node only for monitoring, and deviceicon is displayed in the GUI window.
The functions shown below can be used for server nodes registered in this software. For information about middleware products that can
be managed using correlation window, refer to "1.5.2 Software requirements’ in the "Softek Storage Cruiser User's Guide" for the
appropriate version.

* Resource configuration management
+ Physical resource view

* Correlation window

* Access path management
15 See
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For information on the procedure for registering a serve node, see"5.2.1 Device search”.
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4.1.7 VMware server node (host)

4.1.7.1 VMware Infrastructure 3 Version 3.0

This software installs Agents on the host operating system of VMware Infrastructure 3 Version 3.0 (VMware) server node and manages
them.

The VMware server node is treated the same as the Linux server node in the following manuals.
+ ETERNUS SF Storage Cruiser User's Guide (This guide)
+ ETERNUS SF Storage Cruiser Message Guide
+ ETERNUS SF Storage Cruiser Event Guide

-36-



EL% See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

Refer to "4.1.3 Linux server node (host)" for details of environmental settings.
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& Note

+ This software cannot manage the guest operating system for VMware server node.

+ Thissoftware operates both on the VMware server node and the Linux server node. However controllable middieware differs between
them. For details, refer to "10.5 Server Node Middleware that can be Managed".

4.1.7.2 VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or
VMware ESXi 3.5 (or later)

This software supports VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) and VMware ESXi 3.5 (or later). It
communicates directly with VMware ESX or VMware ESXi without using an Agent, and displays information about the VM host and
VM guests.

Configuration management

This software communicates with the VM host (VMware ESX or VMware ESXi) to acquire information about the VM host itself and
any VM guests (virtual machines and guest operating systems) on the VM host, and graphically displays the relationship between the
VM host and the VM guests in Resource View and Correlation window.

- Deviceregistration

To register a VM host and its VM guests with this software, the IP address, login name and password of the VM host are
required.

By registering aVM host, al of the VM guests on the VM host are automatically registered.

It is not possible to register VM guests by specifying them individually.

- Device deletion

When VM hosts are deleted from this software, the VM guests on the VM host are automatically deleted.
When the VM guest is specified, its VM guest is only deleted from this software.

- Access path management

This software supports setting up, deleting and inheriting the access paths associated with the HBA for the VM host.
This software does not support access path management for VM guests because it does not support HBA management.

When the access path environment modification (setting up, deleting and inheriting) is executed, reboot the VM host or execute
the following procedures by using VMware Infrastructure Client.

1. Select the "Configuration” tab
2. Select "Storage Adapters' from Hardware lists.
3. From Hardware lists, select the device corresponding to HBA that the access path setting was changed.

At this time, select the device of the same name as logical HBA number displayed in the HBA property on the Resource
View.

4. Execute "Rescan" from pop-up menu.
Fault management
- Receiving SNMP Trap
The fault management by using SNMP Trap function is not supported.
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- Devicepolling

This software supports device polling for VM hosts. Device polling can be used to determine whether communications are possible
between the Manager and VM hosts.

If aVM host cannot communicate, its VM guests will aso be treated as though they cannot communicate.

This software cannot detect status changes for VM guests because it does not support device polling for VM guests.

Check the status of VM guests by selecting [Refresh] from the [View] menu.

Changing environment
- Changing the host name or | P address

When the hostname or IP address of aVM host is changed, it is necessary to deleteits VM host from this software and register its
VM host again after changing the hostname or | P address. For details, refer to the following sections.

- "9.1.2.2 Changing the | P address of a server node (host)"
- "9.1.2.4 Changing the name of a server node (host)"

Execute [Refresh], if any of the following have been changed: the virtual machine name of aVM guest, or the | P address or host
name of a guest operating system.

- New creation of VM guest
When new VM guest is created, specify the VM host including new VM guest and execute [Register virtual machines].
- User name and password

When [Refresh] is executed under the condition that user name or password of VM host has been changed, its changing is detected
by this software and the monitoring status of its VM host and VM guest will be "invalid Password". When the user name or
password of the VM host has been changed, select [Change account for device management] from the [Device] menu and set the
new username or password in this software.

Moving VM guest between VM hosts

This software cannot detect automatically for moving VM guest between VM hosts by using VMware VMotion function and
VMware HA function. Moved VM guest istreated as though it cannot communicate. Therefore, execute the following procedures
for moving VM guest.

1. Select the destination VM host for moving VM guest from Side view, and delete its VM guest.

2. Select thetarget VM host for moving VM guest, and execute [Register virtual machines].

4}1 Note

* It isrecommended that VMware Tools be installed on the guest operating system.

+ VMware Tools must beinstalled on the guest operating system in order to display information about the guest operating system (such
asthe |P address, host name, and the type and version of the operating system).

* If VMware Toolsis not running, the virtual machine name will be displayed as the device name for VM guests. When VMware Tools
is started, the host name for the guest operating system will be displayed as the device name for VM guests.

* If VMware Tools has been installed, the device status of VM guests will be "normal” if VMware Toolsis running. If VMware Tools
is stopped, the device status will change to "stop" (even if the guest operating system is running).

+ If VMware Tools has not beeninstalled, thenthe VM guests device statuswill be "normal" if the virtual machineisrunning and "stop”
if the virtual machine is stopped, regardless of the status of the guest operating system.

* Whenitisnot possibleto communicate with the VM host, the monitoring status of VM host and all VM guestsonitsVM host becomes
"unmonitored”.

* When it isnot possible to communicate with the VM host because of inconsistency for user name and password, the monitoring status
of VM host and al VM guests on its VM host becomes "invalid Password".
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4.2 Fibre Channel Switch

4.2.1 SN200 (Brocade) Fibre Channel switch

This software supports ETERNUS SN200 series Fibre Channel switch, Brocade Fibre Channel switch, Fibre Channel switch with
ETERNUS GR740D installed, and PRIMERGY Fibre Channel switch blade.

The settings that must be directly defined on the device side before this software manages these Fibre Channel switches are explained
below. For details, refer to the manual supplied with the respective device.

4.2.1.1 Setting

IP address, subnet mask, and gateway address (required)

Define the |P address, subnet mask, and gateway addressfor aLAN. If the Fibre Channel switch is equipped with an operation panel,
these settings can be defined from the operation panel. If the Fibre Channel switch isequipped with aseria port, define them by issuing
the ipAddrSet command viathe seria port.

User name and password for Fibre Channel switch control

For Fibre Channel switch control, this software is used to log in using telnet to the device. Control requires a user name and password
of the administrator security level. The factory default settings of user name and password are "admin" and "password", respectively.

If the password has been changed on the device side, this software recognizes the change and displays the device icon as awarning
when [Refresh] is selected. Also, the monitoring status of the device becomes "invalid Password".

In order for the setting to match the changed device setting, select the device icon in the domain view of the physical resource view,
and select [Device] - [Change account for device management] from the main menu.

For some types of devices, the change of the password on the device side cannot be recognized automatically, and the status does not
become "invalid Password". Click [Device] - [Change account for device management] in the main menu for these devices as well.

When connected to a cascade, sometypes of devices cannot automatically recognize the changed password; therefore the status doesn't
become"invalid Password". Inthis case, del ete the device and register it again. Refer to "5.2 Registering device" for details on deleting
and registering devices.

Domain name

A domain name is a unique name defined for a Fibre Channel switch in a SAN. Such names are necessary for a cascade connection
of multiple Fibre Channel switches. Since domain names are automatically defined by firmware built into theindividual Fibre Channel
switches, the name need not be considered during definition and management of access paths using this software.

However, the domain names are important el ements in manual port zoning. In such cases, make sure that no identical value is set for
any two Fibre Channel switches in the cascade connection. If a Fibre Channel switch is equipped with an operation panel, a domain
name can be set from the operation panel. If a Fibre Channel switch is equipped with a seria port or if network settings are defined
for the Fibre Channel switch, log in to the switch, and set a domain name by executing the configure command.

SysName (recommended)

Register aswitch namefor Fibre Channel switch control. This software uses this switch name as SysName. SysName should be aname
that is not identical to any other name registered with this software. If the Fibre Channel switch is equipped with an operation panel,
aswitch name can be set from the operation panel. If the Fibre Channel switch is equipped with aserial port or if the network settings
are defined for the Fibre Channel switch, log in to the switch, and set a switch name by executing the switchName command.

Zoning setting
Zoning is recommended. Zoning is not required for the GR740D built-in Fibre Channel switch.

No zoning may be set for Fibre Channel switches. When Fibre Channel switches that are not set the zoning are connected to server
nodes or storage devices, they are placed in a state where their security levels are undefined (which makes all of the Fibre Channel
switches accessible from every server node). To prevent inadvertent access from destroying data on the storage side, recommend to
set the temporary zone as follows. By this setting, it is able to stop all access paths of the Fibre Channel switches. After defining this
setting, connect the server node and storage device to the Fibre Channel switch, and set up an access path using this software. When
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setting up a cascade connection between the Fibre Channel switch and another Fibre Channel switch for which zoning is already set,
you need not define this setting because zoning information is copied. The setting is also not necessary if the default of zoning mode
isset to "No Access' on the Default Zone function of the Fibre Channel switch.

zoneCr eat e" SNM _0001", "00: OB: 00: 00: OE: 00: 00: 00; 00: OC: 00: 00: OE: 00: 00: 00"
cfgCreate”"SNM BCSI ", " SNM_0001"

cf gEnabl e" SNM BCS| "

cf gSave

If the Fibre Channel switches are to be cascaded for operation, cascade the switches before executing the above command. Execute
this command on a Fibre Channel switch where the latest firmware has been installed.

Qn Note

- If this zone has been created, all accesses will be blocked. For this reason, do not implement this measure while the target Fibre
Channel switch environment is operating. Implement this measure either immediately after the Fibre Channel switch environment
has been installed and before operations have started (or while operations are paused).

- Thehost affinity and zoning operation command (storageadm zone) in the"12.1.1.5 Host affinity and zoning operation command
(storageadm zone)" cannot be used for the following Fibre Channel switches. In this cases, set the temporary zone.

- Fibre Channel switches that the temporary zone is not set

- Fibre Channel switches that default of zoning mode is not set to "No Access' on the Default Zone function

SNMP community setting

This software communicates with the Fibre Channel switch by using "public” or "private” for the SNMP Community name. To change
the SNM P Community name, change the settings on the device side, and adj ust the settings of this software accordingly. For information
about changing the Community name, refer to "SNMP_COMMUNITY_NAME_FOR_IP" in the "C.2 sanma.conf Parameter”.

SNMP-MIBsetting

For the SNMP-MIB setting of the Fibre Channel Switch (except for the ETERNUS SN200 model 250M and Brocade AP7420), set
the following by specifying the telnet command snmpMibCapSet. Specify "yes' for the"FA-MIB" and "SW-TRAP" items. Leave the
other items unspecified. Simply press ENTER for these unspecified items.

sn200: adm n> snnpM bCapSet
The SNMP M b/ Trap Capability has been set to support
FE-M B SWM B SW TRAP FA- TRAP
FA-M B (yes, y, no, n): [no] yes
SWTRAP (yes, y, no, n): [yes] yes
FA- TRAP (yes, vy, no, n): [yes]
SWEXTTRAP (yes, y, no, n): [no]
Committing configuration...
done.
sn200: adm n>

The output of the above command may depend on the firmware version of the Fibre Channel switch. Change the settings of only the
"FA-MIB" and the "SW-TRAP" items.

If "FA-MIB" isnot "yes", physical connection information, port zoning information, and port speed (transfer rate) information on each
port of the Fibre Channel switch is erroneously recognized. Additionally, the fault monitoring function does not run if "SW-TRAP"
isnot "yes".

4.2.1.2 Zoning

This software usesthe one-to-one WWPN zoning of the Fibre Channel switch asthe basisfor setting up and removing access paths (logical
paths). However, it also supports other types of zoning settings at their respective levels. The functions that it supports for the different
types of zoning are as follows:



No zoning setting (With this software, this is called the "no security state".)

Thisisastate that has no zoning setting. In this state, the Fibre Channel switch permits access between all ports. It isthe factory default
setting. However, if aFibre Channel switch is connected in cascade to another Fibre Channel switch with azoning setting, the zoning
setting information is copied when cascade connection communication is established.

This software can perform management normally for the Fibre Channel switches without a zoning setting. Also, when registering a
Fibre Channel switch with this software, you can specify whether to set zoning in response to a subsequent software attempt to set up
an access path.

With no zoning setting, the Fibre Channel switch operates with security management delegated to the binding and affinity capabilities
of server nodes and storage devices.

WWPN zoning setting

The WWPN zoning setting is amethod by which zoning is defined based on the WWPN of aFibre Channel port. A WWPN value that
is unique throughout the world is defined for each port. As aresult, no wrong access path is created even if the port connection place
of the Fibre Channel switch is changed.

All access path control functions of this software are effective for access paths defined in the one-to-one WWPN zoning setting. For
other defined access paths, this software can read access and display path information, but it cannot del ete the access paths. To delete
an access path, use the zoning information in the Fibre Channel switch properties, or Fibre Channel switch Management Software, or
the telnet capability of the Fibre Channel switch.

Port zoning setting

The port zoning setting is a method by which zoning is defined based on the specification of the port connection place of the Fibre
Channel switch. A new port zoning setting must be defined if the port connection place of the Fibre Channel switch is changed.

Asfor the access path control functions, this software can read information about access paths for which port zoning is set, display the
paths, and manage their status, but it cannot delete the access paths. To del ete an access path, use the zoning information in the Fibre
Channel switch properties, Fibre Channel switch Management Software, or the telnet capability of the Fibre Channel switch.

WWNN zoning setting

The WWNN zoning setting is amethod by which zoning is defined based on the WWNN of a Fibre Channel port. Though a WWNN
can be shared by several Fibre Channel ports, its definition differs from company to company.

Asfor the access path control functions, this software cannot display or delete access paths for which WWNN zoning is set. However,
it can perform fault management of the Fibre Channel switch.

Different types of zoning settings can be defined for the Fibre Channel switch. To allow this software to provide complete zoning
security, however, changing the existing zoning setting to the one-to-one WWPN zoning setting is recommended.

The zoning setting can be defined in the Zone Administration window of WEBTOOLS of the Fibre Channel switch. Note that settings
in WEBTOOLS are dependent on the device and firmware.

For example, in the WEBTOOL S window of SN200M 40 (v2.4) shown below, WWPNs are the values indicated by blue round disks
on the Member Selection List and WWNNSs are the values displayed next to the folder icons above the blue round disks.
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4.2.1.3 Problem-handling (FAQ)
The device cannot be detected.

- Check whether the SNMP Community settings on the device side agree with the settings of this software. For details, see"SNMP
community setting”.

For devices that do not support [Detect device in subnet] as described in "1.3.7 Support levels®, use [Detect by |P address] with
the IP address specified.

Check whether the Ethernet port communication speed has been set correctly.
- When the SNMP connection authorization list is set up, make sure to include authorization for access from the manager.
The physical connection line of the FC cable is not displayed.

- Check whether all the Fibre Channel switches connected in cascade are registered in this software. Register all the Fibre Channel
switches that have not been registered.

- If the network communication with the device is disabled, the physical connection line cannot be displayed. Make sure that the
device is powered on and there is no problem with the LAN connection. Furthermore, check whether the SNMP Community
settings on the device side agree with the settings of this software. For details, see "SNMP community setting".

- If the network communication is disabled because of device replacement or maintenance, the physical connection line is not
displayed.

A warning for a device is displayed (in yellow).
- Check whether a hardware error (FC port, FAN, power supply, temperature, etc.) has occurred.

- Check whether a monitoring status in device properties is "invalid Password". If so, the password on the device side has been
changed. Refer to "User name and password for Fibre Channel switch control” and change the registration information of this
software.
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- When the deviceis powered on or rebooted, initialization is performed in the device. While the initialization is being performed,
if [Refresh] is executed, a warning message for the device may appear. If no error occurs on the device, execute [Refresh] again
after theinitialization of the device. The display then becomes normal (in green).

A warning for an access path is displayed (in yellow).

- Thereisno zoning setting for configuring the access path.

- If amonitoring status in device propertiesis "invalid Password," see"A warning for adevice is displayed (in yellow).".
An error in an access path is displayed (in red).

- See"The physical connection line of the FC cable is not displayed.”.
A warning for a server node is displayed (in yellow).

- See"The physical connection line of the FC cable s not displayed.”.
When replacing a device

- See"8.2.1 Replacement of Fibre Channel switch".
When changing SNMP Community of a device

- See"SNMP community setting".
When changing the password of a device

- See "User name and password for Fibre Channel switch control”.
When a device disappear from domain view

- If adevice network isnot accessible, the deviceicon will disappear from the domain view. Refer to "The physical connection line
of the FC cable is not displayed.” for details. In this case, the device may be displayed on SAN view.

When PG-FCD101 or PG-FCD102 is not displayed

- Check whether there are zoning settings in the Fibre Channel switch that is connected to PG-FCD101 or PG-FCD102. If there are
no zoning settings, refer to "Zoning setting” and then create atemporary zoning.

4}1 Note

+ The ETERNUS SN200 series, Brocade Fibre Channel switch can define six monitoring device addresses (SNMP Trap transmission
places) per device and a different SNMP Community name for each of these addresses. This software uses "public” for the entry that
is set for the SNMP Community name. If thisentry isalready used, this software overwritesit. If the SNMP Community name on the
device side hasbeen changed from "public" and the settings of this software have been changed accordingly, theentry with the changed
SNMP Community nameis used.

+ The ETERNUS SN200 series, Brocade Fibre Channel switch features the QuickLoop function that accomplishes FC-AL hub
emulation. However, this software does not support Fibre Channel switches for which this function is enabled.

* This software can control access paths to the GR740D (including the Fibre Channel switch). Note that the Fibre Channel switch of
the GR740D cannot be connected in cascade to another Fibre Channel switch.

* This software communicates with the Fibre Channel switch using SNMP and telnet.

* Itisrecommended of Fibre Channel switch redundancy (cascading).

At present, the Fibre Channel switch zoning information cannot be restored from the database of this software. Therefore, multiple
Fibre Channel switches must be connected in cascade to prevent the zoning information stored on the Fibre Channel switches from
being erased. The zoning information is stored separately on each of the Fibre Channel switches connected in cascade. Even if one of
the Fibre Channel switchesfails, the zoning information is stored by the other switches.

The Fibre Channel switch zoning information is changed using the access path setting. When cascade connection is not used, be sure
to save the device configuration information (configUpload file) after making changes in the settings. For details on storing
configuration information, refer to the manuals that come with the device.

However, cascade connections should not be implemented between two or more ETERNUS V S900 model 300.



+ Tomanage Fibre Channel switcheswith this software, all the Fibre Channel switchesthat are connected in cascade must be registered
with this software. If any Fibre Channel switch is connected in cascade but not registered with this software, the SAN environment
cannot be correctly managed.

+ Use the manual embedding function to register the ETERNUS SN200 model 250M and Brocade AP7420 Fibre Channel Switches as
Fibre Channel Hub devices. This registration makes SNMP Trap fault monitoring available to the Fibre Channel Switches.

* In consideration of incompatibility of Fibre Channel switch firmware, this software checks the firmware version number.
If this software detects firmware that it does not support, all functions including the configuration management is restricted.
The following message is output to the event log. (XXXXXX isthe version number of the detected firmware.)
"Unsupported Firmware Version XXXXXX"
Contact your Fujitsu CE or SE because patches need to be applied to this software.

* The FC routing function is not supported.
If a cascadeis connected using the FC routing function, the cascade connection lineis not displayed in the client window.
For this reason, an error is displayed (in Red) for the access path that goes through the cascade connection line, and a warning is
displayed (in Y ellow) for the server node that is used to configure the access path.

* For GbE portsthat are used in the FCIP tunneling function, virtual FC ports are displayed in the client window as follows.

Device Number of virtual FC ports
SN200 model 450M 16
Brocade 7500
Brocade 7800 8
Extension Blade (FC 8Gbps) 20
(Thisisinstalled in Brocade DCX series)

A warning isdisplayed (in Y ellow) in the client window for the FC ports for which the FCIP tunneling function is disabled. Monitor
the occurrence of errors using SNMP Trap.

* This software does not support the Administrative Domain (Admin Domain).

4.2.2 VS900 Virtualization switch

This software supports the ETERNUS V S900 Virtualization switch (a virtualization switch device).

!LQ_;, See
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+ For ETERNUS V S900 model 200, refer to "4.2.6 VS900 model 200 Virtualization switch”.

+ Refer to "4.2.1 SN200 (Brocade) Fibre Channel switch" for information about the items that need to be set up directly on the device
side before these virtualization switches can be managed with this software.

* Refer to the "ETERNUS SF Storage Cruiser User's Guide for Virtual Storage Conductor” for more information about creating
environments and designing operations for virtualization switch devices.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

4.2.3 PRIMERGY Fibre Channel switchblade

For PRIMERGY Fibre Channel switchblade, refer to "4.2.1 SN200 (Brocade) Fibre Channel switch".

4.2.4 SN200 MDS(Cisco MDS) Fibre Channel Switch

This software supports the ETERNUS SN200 MDS fibre channel switch and Cisco MDS fibre channel switch.




The following section explains the settings required beforehand for managing these fibre channel devices on this software. For detailed
information on these items, see the manual supplied with the device.

4.2.4.1 Settings

IP address, subnet mask, and gateway address (required)

Specify the IP address of LAN, subnet mask, and gateway address. Log in to the fibre channel switch device from the serial port, and
specify them using the ip address command. Use the following procedure to specify the IP address.

switch# config t

switch(config)# ip default-gateway [gateway address]
switch(config)# interface mgnt 0O

switch(mgnt 0)# ip address [|I P address] [subnet nask]
switch(nmgnt 0)# exit

switch(config)# exit

SysName (recommended)

Register the device name for the fibre channel switch management. This device nameis used as SysName of this software. This name
should not overlap with other target items for management. Log in to the fibre channel switch, and specify the device name using the
switchname command. Use the following procedure to specify the device name.

switch# config t
swi tch(config)# sw tchname [devi ce nane]
switch(config)# exit

SNMP Community setting

This software uses the fibre channel switch and the Community name "public” for communication. It uses "public” for reading the
device information.

The Community name "public for this fibre channel switch is not registered at factory shipment. Use the following procedure for
registering the Community name.

switch# config t
switch(config)# snnp-server community public
switch(config)# exit

To change the SNMP Community name, change the setting of the device, and also change the setting of this software accordingly. For
information on the settings of this software, refer to "SNMP_COMMUNITY_NAME_FOR_IP" in the"C.2 sanma.conf Parameter"”.

SNMP Trap send destination setting

SNMP Trap is used for error monitoring. However, this fibre channel switch does not support the automatic setting function of the
SNMP Trap send destination address. Register the SNMP Trap send destination address by using the following procedure.

switch# config t
switch(config)# snnp-server host [IP address of the site manager] traps version 1 public
switch(config)# exit

SNMP Trap filter setting

The SNMP Trap filter for this fibre channel switch is set up at factory shipment. However, this software cannot perform proper error
monitoring with the SNMMP Trap filter setting at factory shipment. Change the SNMP Trap filter setting by using the following
procedure.

switch# config t

switch(config)# snnp-server enable traps entity fru
switch(config)# snnp-server enable traps fcdomain
switch(config)# snnp-server enable traps |icense

swi tch(config)# snnp-server enable traps vrrp
switch(config)# snnp-server enable traps |link ietf-extended
switch(config)# exit




4.2.4.2 Problem-handling (FAQ)

When the device cannot be detected

- Check whether the SNMP Community settings on the device side match the settings of this software. See "SNMP Community
setting".

- Check whether the Ethernet port communication speed has been set correctly.
When the physical connection line of the FC cable is not displayed

- If the network communication with the device is disabled, the physical connection line cannot be displayed. Make sure that the
device is powered on and there is no problem with the LAN connection. Furthermore, check whether the SNMP Community
settings on the device side agree with the settings of this software. For details, see "SNMP Community setting".

- If the network communication is disabled because of device replacement or maintenance, the physical connection line is not
displayed.
When a warning for a device is displayed (in yellow)

- Check whether a hardware error (FC port, FAN, power supply, temperature, etc.) has occurred.

- When the deviceis powered on or rebooted, initialization is performed in the device. While the initialization is being performed,
if [Refresh] is executed, a warning message for the device may appear. If no error occurs on the device, execute [Refresh] again
after theinitiaization of the device. The display then becomes normal (in green).

When replacing a device

- See"8.2.1 Replacement of Fibre Channel switch”.
When changing SNMP Community of a device

- See"SNMP Community setting".

QJT Note

+ Use SNMP protocol version 1 for managing the device. For error monitoring with SNMP Trap, also use SNMP protocol version 1.

* The management is performed with SNMP communication only. Y ou don't have to log in to the device through TELNET. When you
register with this software, you don't have to enter your user name or password.

* Use the ping command for polling monitoring.

* Zoning management is not supported. For information on how to display the zoning information or to set up zoning, see the manual
supplied with the device. When the access path is set up, only the settings of server and storage are changed.

+ The operations of cascade connection are not supported. Even if the device is connected in cascade, the information about cascade
connection is not properly displayed. As aresult, the access path through the cascade connection is not properly displayed.

* The access path display of a manually embedded device is not supported.
* On the related management window, the path search function and End to End list display function are not supported.
* The performance information cannot be referenced using Systemwalker Service Quality Coordinator.

* The beacon function is not supported.

4.2.5 McDATA Fibre Channel switch

This software supports McDATA Fibre Channel switch.

The items that must be set in the device to manage these Fibre Channel devices in this software are explained below. For details about
these items, refer to the manual included with the device.
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4.2.5.1 Settings

IP address, subnet mask, and gateway address (required)

The LAN IP address, subnet mask, and gateway address are set. Log on to the Fibre Channel switch device from the serial port, and
configure the settings using the config ip ethernet command. Set the IP address using the following procedure.

switch# config ip ethernet [IP address] [Gateway address] [Subnet mask]

Domain name

A domain name is a unique name defined for a Fibre Channel switch in a SAN. Such names are necessary for a cascade connection
of multiple Fibre Channel switches.

Set avalue that is not duplicated inside the Fibre Channel switch to be cascaded. To use a cascade connection, log on to the Fibre
Channel switch, and configure the settings using the config switch prefDomainld command. Set the domain name according to the
procedure shown below.

switch# config switch prefDomainld [ Domai n nane]

SysName (recommended)

Register the device name used for Fibre Channel switch management. This device name is used as SysName in this software. It is
recommended that you register aname that is not a duplicate of another management target.

Log on to the Fibre Channel switch and configure the settings using the config system name command. Set the device name using the
following procedure.

swi tch# config system name [ Devi ce nane]

SNMP community settings (required)

This software usesthe Fibre Channel switch and the SNMP Community name " public" for communication. It uses"public” for reading
the device information.

The SNMP Trap send destination address must also be specified for the command used to set the SNMP Community name. For this
reason, the settings shown in "SNMP Trap send destination settings' below are al so required.

Set the SNM P Community name using the following procedure.

switch# config snnp addConmmunity [Registration nunber] public enabled [ SNMP Trap send destination
address] 162

To changethe SNM P Community name, change the device settings, and change the settings of this software to match. For details about
changing the settings of this software, refer to "SNMP_COMMUNITY_NAME_FOR_IP" in the "C.2 sanma.conf Parameter".

SNMP Trap send destination settings

Although SNMP Trap isused in fault monitoring, the SNMP Trap send destination address automatic settings function is not supported
for this Fibre Channel switch. Register the SNMP Trap send destination address using the following procedure.

switch# config snnp addCommunity [Registration nunber] public enabled [ SNMP Trap send destination
address] 162

4.2.5.2 Problem-handling (FAQ)

When a device cannot be detected:

- Check whether the SNMP Community settings on the device side match the settings of this software.
For details, refer to "SNMP community settings (required)”.

- Check whether the Ethernet port communication speed has been set correctly.
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When the physical connection line of the FC cable is not displayed:

- If the network communication with the device is disabled, the physical connection line cannot be displayed. Make sure that the
deviceis powered on and there is no problem with the LAN connection.
Furthermore, check whether the SNMP Community settings on the device side match the settings of this software. For details,
refer to "SNMP community settings (required)”.

- Thefollowing occursif the network communication is disabled because of maintenance, for example, for device replacement.
When a warning for a device is displayed (in Yellow):
- Check whether a hardware fault (for the FC port, FAN, power, or temperature) has occurred.

- Initialization processing is performed internally in the device when the device is powered on or restarted.
If the [Refresh] operation is executed during initialization processing, a warning may be displayed for the device.
If an error hasnot occurred inthe device, normal display (in Green) can be achieved by executing [Refresh] again after initialization
processing in the device is complete.

When replacing a device:

- Refer to"8.2.1 Replacement of Fibre Channel switch".
When changing the SNMP Community of a device:

- Refer to "SNMP community settings (required)”.

;ﬂ Note

* Devices are managed using SNMP protocol version 1. SNMP Trap fault monitoring also uses SNMP protocol version 1.

* Since management is only performed using SNM P communication, thereisno TELNET logon to the device. For thisreason, thereis
no need to enter a user name or password when registering the device this software.

* ping is used for the polling monitoring.

* Zoning management is not supported. Before displaying zoning information or configuring zoning settings, refer to the manual
included with the device first. If the access path has been set, only the settings for server and storage are changed.

+ Display of the manually embedded device access path is not supported.

* The path search function and the End to End list display function are not supported in the relationship management window.
* The performance management function is not supported.

+ The beacon function is not supported.

+ 140 ports are used for McDATA Intrepid 6140 Fibre Channel switch, but 144 ports are displayed in the client window. Of these, 4
ports, numbers 128 to 131, are ports that do not actually exist. This port information in the window is all dummy information.

* 12 ports from the 132nd to the 143rd of the McDATA Interpid 6140 are implemented on the back side of the device, but all portsare
displayed in the client window as they are implemented on the front side.

4.2.6 VS900 model 200 Virtualization switch

This software supports ETERNUS V S900 model 200 Virtualization switch.

4.2.6.1 Settings

For the system design and configuration building of the VS900, refer to the "ETERNUS SF Storage Cruiser User's Guide for Virtual
Storage Conductor".



4.2.6.2 Points of concern

* Brocade SMI Agent

SMI-used for V S900 management. SMI-S requires Brocade SMI Agent for V S900 management. Download Brocade SM1 Agent and
the related user's guide from http://storage-system.fujitsu.com/ (Fujitsu Storage System Information site), and then install it on your
system according to said user's guide.

Brocade SMI Agent can be used on the same administrative server as the site manager of ETERNUS SF Storage Cruiser. Brocade
SMI Agent must be started up on every node that constitutes the cluster when using Brocade SM| Agent in a cluster system because
it does not function as a cluster service. To search for aVVS900 device, use the cluster-inherited | P address.

* Fault Management

When Brocade SMI Agent stops, V S900 management and virtual storage management are disabled. Note that using the device polling
function (that enables SNMP Traps to be directly received from the VS900 and ping commands directly executed on the VVS900),
however, makes fault management available.

The events below may be displayed when Brocade SMI Agent stops.
- Unit status changed: OK
- Unit status changed: Warning
- Unit status changed: Error

These events indicate that a device cannot communicate with the VS900 as a configuration management and that a virtual storage
management, but can communicatewith theVV S900 viathe device polling function. M oreover, when adevice can communicatedirectly
with the VS900, said device can also receive SNMP Trap events from the V S900.

The event below may be displayed regardless of whether Brocade SM1 Agent is running.
Note that this event indicates that a device cannot communicate directly with the VS900 or receive SNMP Trap events.

- Connection Timeout
* proxy Switch

Brocade SMI Agent communicates with a certain Fibre Channel Switch in afabric (or group of Fibre Channel Switchesin a cascade
connection). This Fibre Channel Switch is called a proxy switch.

Brocade SMI Agent is used to select and set a Fibre Channel Switch as a proxy switch. To manage multiple fabrics, specify as many
proxy switches as the number of fabrics to be managed.

If a proxy switch fault or related abnormality causes a communication error between Brocade SMI Agent and a proxy switch,
configuration management and virtual storage management are disabled just like when Brocade SMI Agent stops.

If acommunication error occursbetween Brocade SM1 Agent and aproxy switch, you must first removethe cause of the communication
error, and then restart the Brocade SMI Agent program.

The same symptom occurs when a cascade connection of Fibre Channel Switchesin the fabric is broken by a disconnected FC cable
or FC port fault. Restore the connection and restart the Brocade SMI Agent program.

* SNMP Trap Event

The VS900 supports SNMP Traps through Fibre Alliance MIB. For details of SNMP Traps, refer to "2.7.1 Explanation of Fibre
Alliance MIB Support Device Events' in the "ETERNUS SF Storage Cruiser Event Guide”.

+ The cascade connection line

The physical connection line between the VV S900 Virtualization switchesis not displayed.

4.2.6.3 Problem-handling (FAQ)
The device cannot be detected.

- Please confirm whether neither Internet Protocol address of the server that Brocade SMI Agent is installed nor information on
Brocade SMI Agent (NameSpace and L ogin account and Login password and Port Number etc.) are wrong. Thereisapossibility
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that the problem solves if Internet Protocol address that you specified for the device detecting is changed. (When the server in
which Brocade SMI Agent is installed has two or more Internet Protocol addresses.)

- Please confirm Brocade SMI Agent has started. Moreover, the device might be detected by restarting Brocade SM| Agent.

- Please confirm whether information set to Brocade SMI Agent is correct. To make set information effective, you should restart
Brocade SMI Agent.

- Please refer to Installation Guide on Brocade SMI Agent for the setting of Brocade SMI Agent.
The device cannot be registered.

- Please confirm whether information on V S900 set to the hosts file of the administrative server is correct. The hostsfileisin the

following.
OS Type Full path name of hosts file
Windows %SystemRoot%\system32\drivers\etc\hosts
Solaris OS, /etc/hosts
Linux

- Please confirm whether information on the administrative server is correctly set to VVS900. It is necessary to reboot VV S900 to make
set information effective.

- Please refer to "ETERNUS SF Storage Cruiser User's Guide for Virtual Storage Conductor” for the setting of the administrative
server concerning VS900. Please refer to "ETERNUS VS900 Model 200 System Build Procedure” for the system construction
procedure of VS900.

;ﬂ Note

* The software does not support a function to set an access path to the VS900. To build a SAN environment including the V S900, use
the Zone Administration window of WEBTOOLS of the V S900 or the telnet command for zone setting.

* Among V S900 zoning information, only WWPN zoning information can be displayed. If any zoning other than WWPN zoning is
configured, access paths and zoning information cannot be displayed.

* This software does not support afunction for automatically setting a SNMP Trap send destination address for the VS900. To set such
an address, use WEBTOOLS or the telnet command.

+ This software does not support a function to monitor V S900 performance.
+ This software does not support a'V S900 beacon function.

* This software does not support a"Detect device in subnet” function for the VS900. Therefore, use the "Detect by I P address’ function
with an | P address specified instead.

4.3 Disk Array

4.3.1 Disk array ETERNUS DX60/DX80/DX90, ETERNUS DX400 series,
ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000,
ETERNUS8000, ETERNUS3000, ETERNUS6000, ETERNUS GR series,
ETERNUS VD800
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4.3.1.1 Setting

To managethe ETERNUS DX60/DX80/DX 90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000,
ETERNUS8000, ETERNUS3000, ETERNUS6000 and ETERNUS GR series with this software, set up devices while keeping in mind
the points listed below. Read the term "ETERNUS VD800 disk array unit" in this manual as"ETERNUS3000".

ii_P.',See

For settings details, refer to the ETERNUSMgr/GRmgr User's Guides supplied with ETERNUSmMgr/GRmgr of each device, such as the
"ETERNUSmMgr User's Guide," "GR710/GR720/GR730 GRmgr User's Guide," and "GR740 GRmgr User's Guide".

For the GR820 or GR840, GRmgr must be purchased separately.

1. root password setting
Set the root password for logging in to ETERNUSmMgr/GRmgr.
2. Community setting in SNMP (Agent) environment settings

This software communicates with the GR/ETERNUS product by using "public" for the Community name at an initial value.
Therefore, the Community name setting on the GR/ETERNUS product side must be either of the ones explained below a and b.
Note that the Community name can be changed. For information on changing the Community name, see below ¢ and
"SNMP_COMMUNITY_NAME_FOR_IP" parameter in sanma.conf at "Appendix C Customization".

a Any Community isnot set. (initial)
"Public" (Access: read Only, address: al hosts, and view: all Object) is set by an initial value.

b. Specify "public" for the Community name explicitly.
In this case, specify either the IP address of the administrative server on which Manager is installed or 0.0.0.0 (to receive
messages from al hosts) asthe | P address.

C. Specify other than "public" for the Community name explicitly.
The administrative server is specified with the Community name and the administrative server's | P address. However, when
the manager isrunning in acluster system, the manager communicates with ETERNUS/GR by using the physical |P address
of the cluster system, therefore the Community setup are described by the same number as the physical |P addresses.

jJJ Example

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCO0COCOCOCOCOCO0CIOCOCOCIOCIEOCIEOCIOCEOTE

"ssc” isthespecified Community namefor SNM P communication with the oper ation management server (IP Address:
10.10.10.10):

community ssc 10.10.10. 10

"ssccom” is the specified Community name for SNMP communication with the operation management server
operating as a cluster system operation (physical IP_A: 10.10.10.11, physical IP_B: 10.10.10.12):

comunity ssccom 10.10. 10. 11
conmmuni ty ssccom 10. 10. 10. 12

© © 0000000000000 00000000000000000000000000000000000000000000000000C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCIOCOCEOTE

3. Trap setting in SNMP Agent Configuration Setting

Since the manager's SNM P Trap receiving modul e has not judged this Community name, all SNMP Traps sent to the administrative
server can be received. Even in an environment where the Community name is specified other than "public”, it is not necessary to
change this community name in trap setting. The Community name of the trap destination is recommended to be set as "public”,
not same as the Community name of SNMP Community under the consideration of security.

If the maximum number of SNMP Trap transmission places of the ETERNUS/GR is aready registered, no new |P address can be
added. Therefore, make sure that the number of SNMP Trap transmission places is |ess than the maximum number.

4. Device name setting (SysName) in SNMP (Agent) environment settings

Register a nickname for storage management. This software uses this value as SysName.
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5. Network environment settings (excluding the GR740, GR820, GR840)

If the administrative server resides outside the location indicated by the IP address, subnet mask, gateway, and subnet, the subnet
of the opration management server must be registered as the destination network address.

E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

When an administration server isin a cluster:

If you specify the IP address of an administration server as a destination network address, specify both physical |P address of each
node on administration serversin a cluster and | P address taken over.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

6. Logoff

After completing definition of the settings with ETERNUSmMgr/GRmgr, be sure to log off from ETERNUSMgr/GRmgr. In the
ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000,
ETERNUS8000, ETERNUS3000, ETERNUS6000 or ETERNUS GR710/GR720, the registration of devices in this software and
use of the Storage V olume Configuration Navigator device setup function are only possible when not logged onto ETERNUSmgr/
GRmgr.

4}1 Note

Access paths can be set from this software even while a user is logged in to ETERNUSmMgr(ETERNUS4000 models 80 and 100,
ETERNUS3000, ETERNUS6000)/GRmgr. If achange to access path settings is made simultaneously from both ETERNUSmMgr/GRmgr
and this software, configuration information of the device may be destroyed. Therefore, when changing access path settings from this
software, make sure that no setting change operation isin progress on the ETERNUSmMgr/GRmgr side.

. Plinformation

For this software, the host access control function of ETERNUS disk array devicesand GR seriesdevicesiscalled "host affinity function”,
and zone numbers are called "AffinityGroup numbers". Defining them with more global names such as these makes it possible to address
future multivendor device management needs. For definitions of other names, see"A.1 Notational Conventions of Window Elements and
Abbreviations"'.

To use this software to set the server node and storage access path (the SAN environment containing the Fibre Channel switch), refer
t0"6.3.3.1 Preparations’. The following settings must a so be configured in the device.

RAID settings

RAID group/Logical Volume setup i s executed using Storage V olume Configuration Navigator or ETERNUSmgr/GRmgr. For storage
devices not supported by Storage Volume Configuration Navigator, execute the setup using ETERNUSmgr/GRmgr.
For details about Storage Volume Configuration Navigator, refer to "11.1.5 Operation procedure”.

Affinity Group/Zone settings for storage

AffinityGroup/Zone is created in the storage device using Storage Volume Configuration Navigator or ETERNUSmMgr/GRmgr. For
storage devices not supported by Storage Volume Configuration Navigator, create AffinityGroup/Zone using ETERNUSmMgr/
GRmgr.

For details about Storage Volume Configuration Navigator, refer to "11.1.5 Operation procedure”.

The setting method by using ETERNUSmMgr/GRmgr is as follows.

Storage device Setting method

ETERNUS DX60/DX80/DX90 ETERNUSmMgr Set up acommon Affinity Group within the storage.

By using the [Configure LUN Mapping] menu from the
[Volume Settings] - [Host I/F Management] menu.
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Storage device

Setting method

ETERNUS DX400 series ETERNUSmMgr Make AffinityGroup settings common within a storage
ETERNUS DX8000 series system by using the [Set AffinityGroup] menu from the
[Configuration] - [Setting Host] menu.
ETERNUS2000 ETERNUSmMgr Set up acommon Affinity Group withinthe storagefrom
the "Host Affinity."
In ETERNUSMgr for the ETERNUS2000, awizard
format is used to set up from the AffinityGrop all the
way to HostAffinity. However, the "HostAffinity" in
" Step5: Select HBAS' will be set up asnon-selection (no
HBA allocation).
ETERNUS4000 models 80 and 100 ETERNUSmMgr Make Affinity Group/Zone settings common within a
ETERNUS3000(except model 50) GRmgr storage system by using the [Append/Delete Zone(s)]
menu from the [Setting RAID/Setting Host] menu.
ETERNUS4000 models 300 and 500 ETERNUSmMgr Make AffinityGroup settings common within a storage
ETERNUS8000 models 700, 900, 1100 and 2100 system by using the [Set AffinityGroup] menu from the
ETERNUS6000 [Setting RAID/Setting Host] menu.
ETERNUS4000 models 400 and 600 ETERNUSmMgr Make AffinityGroup settings common within a storage
ETERNUS8000 models 800, 1200 and 2200 system by using the [Set AffinityGroup] menu from the
[Configuration] - [Setting Host] menu.
ETERNUS3000 model 50 ETERNUSmMgr Make Affinity Group settings that are based on the port
ETERNUS GR710/GR720/GR730 GRmgr setting or LUNM apping settings. To specify a port,

select the port by using the [Set Host Interface Mode]
menu from the [ Setting] menu. To make LUNMapping
settings, use the [Zone management] menu from the
[Addressing mode] menu. Before making Affinity
Group settings, make settings for [Host-Zone
management].

Connection topology settings

Make the Fabric Connection setting (N port) for the FC-CA port to be connected with the switch.
The setting method by using ETERNUSmMgr/GRmgr is as follows.

Storage device

Setting method

ETERNUS DX60/DX80/DX90

ETERNUSmgr

1. From the [Volume Settings] - [Host I/F
Management], select a[Set FC Port Parameters]
menul.

2. select aport from the port setting window.
From [Connection],select the [Fabric] and click
the <OK> button.

ETERNUS DX400 series
ETERNUS DX8000 series

ETERNUSmMgr

1. From the [Set CA Parameters] menu in the
[Configuration] - [Setting Host] menu, select the
FC-CA to be used for the SAN.

2. From [Connection Topology], select [Fabric
Connection], and click the <Set> button.

ETERNUS2000

ETERNUSMgr

1. From the[Port] tab in the [Settings] menu, select
aport from the port tree on the left window.

2. From the [Connection Topology], select the
[Fabric Connection] and click the <OK> button.
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Storage device

Setting method

ETERNUS4000 models 80 and 100
ETERNUS3000(except model 50)

ETERNUSmgr
GRmgr

. From the [Set CA Port] menu in the [Setting

RAID/Setting Host] menu, select the FC-CA to
be used for the SAN.

. From [FC Connection Settings], select [Fabric

Connection], and click the <Set> button.

ETERNUS4000 models 300 and 500
ETERNUSB000 models 700, 900, 1100 and 2100
ETERNUSG000

ETERNUSmMgr

. From the [Set CA Parameters] menu in the

[Setting RAID/Setting Host] menu, select the FC-
CA to be used for the SAN.

. From [Connection Topology], select [Fabric

Connection], and click the <Set> button.

ETERNUS4000 models 400 and 600
ETERNUS8000 models 800, 1200 and 2200

ETERNUSMgr

. From the [Set CA Parameters] menu in the

[Configuration] - [Setting Host] menu, select the
FC-CA to be used for the SAN.

. From [Connection Topology], select [Fabric

Connection], and click the <Set> button.

ETERNUS3000 model 50
ETERNUS GR710/GR720/GR730

ETERNUSmgr
GRmgr

. From the [Set Host Interface Mode] menu in the

[Setting] menu, select the port.

. From [FC Connection Settings], select [Fabric

Connection] (N port setting), and click the <Set>
button.

ETERNUS GR740/GR820/GR840

GRmgr

. Fromthe[CA Setting] menu, select the FC-CA to

be used for the SAN.

. Disable loop connection.

Host interface settings

Make the host affinity setting (recommended) for the FC-CA. If "Affinity Group/Zone settings for storage" is executed using Storage
Volume Configuration Navigator, the host affinity settings are essential.
The setting method by using ETERNUSmMgr/GRmgr is as follows.

Storage device Setting method

ETERNUS DX60/DX80/DX90 ETERNUSmMgr 1. From the [Volume Settings] - [Host I/F
Management], select a[Set FC Port Parameters]
menu.

2. Select aport from the port setting window.
From [Host Affinity], select [Enable] and click
the <OK> button.

ETERNUS DX400 series ETERNUSmgr 1. From the [Set CA Parameters] menu in the
ETERNUS DX8000 series [Configuration] - [Setting Host] menu, select the
FC-CA to be used for the SAN.
2. Set [Affinity Mode] to ON (recommended), and
click the <Set> button.
ETERNUS2000 ETERNUSmgr 1. From the[Port] tab in the [Settings] menu, select

aport from the port tree on the left window.

2. Check the [Affinity Mode] box of the [General
Setting] and click the <OK> button.

ETERNUS4000 models 80 and 100 ETERNUSmMgr 1. From the [Set CA Port] menu in the [Setting
ETERNUS3000(except model 50) GRmgr RAID/Setting Host] menu, select the FC-CA to
be used for the SAN.



Storage device Setting method

2. From [Addressing Mode Settings], select [Host
Table Setting Mode].
Since this software automatically makes settings
for [Append/Delete Authorized Host(s)] in [Host
Table Setting Mode], no such setting need be
made here.

3. Lastly, click the <Set> button.

ETERNUS4000 models 300 and 500 ETERNUSmgr 1. From the [Set CA Parameters] menu in the
ETERNUSB000 models 700, 900, 1100 and 2100 [Setting RAID/Setting Host] menu, select the FC-
ETERNUS6000 CA to be used for the SAN.

2. Set [Affinity Mode] to ON (recommended), and
click the <Set> button.

ETERNUS4000 models 400 and 600 ETERNUSmgr 1. From the [Set CA Parameters] menu in the
ETERNUSB000 models 800, 1200 and 2200 [Configuration] - [Setting Host] menu, select the
FC-CA to be used for the SAN.

2. Set [Affinity Mode] to ON (recommended), and
click the <Set> button.

ETERNUS3000 model 50 ETERNUSmMgr 1. From [Set Host Interface Mode] in the [Setting]
ETERNUS GR710/GR720/GR730 GRmgr menu, select a port for this setting.

2. If [Zone Management] in the [Addressing Mode]
menu is enabled, check [Authorized hosts only]
to enable it (recommended). If [Host-Zone
management] is enabled, another setting need not
be made. In both addressing modes, this software
automatically makes the setting for [Authorized
hosts only] and HostAffinity setting (if [Zone
Management] is selected, this software
automatically specifies values only when
[Authorized hosts only] is enabled).

ETERNUS GR740/GR820/GR840 GRmgr 1. Fromthe[CA Setting] menu, select the FC-CA to
be used for the SAN.

2. Enable (recommended) the security function.

Note that this software automatically sets and deletes the Host WWN definitions and Host WWN-Affinity Group/Zone definitions of
ETERNUS disk storage systems, and thus settings need not be made manually.

Date-time settings

To set the date-time for the device, perform the procedure shown below. If the date-time is set during performance monitoring, briefly
stop performance monitoring and then restart it.

1. Stop performance monitoring of the device for which date-timeis set.

2. Set date-time for the device.

3. After the date-time settings are complete, restart performance monitoring of the device.
Device configuration changing

To change the configuration for the device, the device configuration information kept by performance management must be updated.
Updeate the configuration information according to the procedure in "7.2.11 Updating configuration information”.

WWPN changing of CA port
If the WWPN of CA port is changed by storage migration function, refer to "D.4.8 Using the storage migration function”,
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4.3.1.2 Problem-handling (FAQ)

Unable to detect ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000,
ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000 or ETERNUS GR series

- This software uses SNMP communication to find devices. Therefore, a storage device whose SNMP function is inactive cannot
be detected. The storage device's SNMP function must be started.
Press the <Set> button in the ETERNUSMgr/GRmgr SNM P environment setting window. The SNMP function is started by once
pressing the <Set> button. Therefore, if the <Set> button is not pressed at all, the SNMP function remains inactive.

- If the server running the manager is not defined as a destination server on the server running SNMP trap transmission, auto-
detection may not work. If thisisthe case, check the SNM P trap transmi ssion settings and make surethe server running the manager
is defined.

- If the SNMP community name is changed and Manager is in the cluster environment, settings on the storage device side may be
incorrect. See "Changing SNMP community name" given below.

- Check the network environment, access authorization and communication mode settings referring to section "4.3.1.1 Setting” for
details. Make sure that one communication mode is not set to "Auto Negotiation™ while the other is set to "Full (full duplex)"

Unable to detect ETERNUS GR740/GR820/GR840

- Check whether GRG (GRGateway) is active on the maintenance PC. If it isinactive, execute GRG.exe. Also, register GRG.exe
in the Startup menu.

- If the SNMP community name is changed and Manager isin the cluster environment, the settings on the storage device side may
be incorrect. See "Changing SNM P community name" given below.

Changing SNMP community name

Thissoftwareimplements SNM P communi cation using the community name public by default. If * Set SNM P Agent Environment”-" Set
Community" isnot set at all for ETERNUS and GR storage devices, "public” (access: readOnly, address: all hosts, view: all objects)
has been set as the initial value. If at least one community is set, this software communicates with only the specified community
Settings.

When the SNMP community name for the ETERNUS and GR storage devices is to be changed, storage device settings are required.
See"2. Community setting in SNMP (Agent) environment setting” in "4.3.1.1 Setting".

Timeout occurs in communication.

Check the communication settings and make sure that one communication mode is not set to "Auto Negotiation" while the other is set
to "Full (full duplex)”.

4.3.2 Disk array ETERNUS SX300, ETERNUS SX300S

This software supports fault management (SNM P trap monitoring only) of the disk array ETERNUS SX300, ETERNUS SX300S. Follow
the procedure below to register the disk array as a manually embedded device:

1. Registering the SANtricity installation server

SNMP traps of ETERNUS SX300 and ETERNUS SX300S are sent from the server on which the device management software
SANtricity isinstalled.

The SANTtricity installation server must be registered with this software to perform SNMP trap monitoring.

Register the SANTtricity installation server with this software by using either of the following methods:

- Install ETERNUS SF Storage Cruiser Agent on the SANtricity installation server, and then register the server as a managed
server node.

- Use the manual embedding function to register the SANtricity installation server as a manually embedded host
(Be sureto enter the | P address of the server node).

2. Registering the ETERNUS SX 300, ETERNUS SX300S device

Use the manual embedding function to register the ETERNUS SX300, ETERNUS SX300S device with this software.
The following information must be set for the registration:
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3.

4.4

- Specify the device name marked in SANtricity in "Device name". (E.g. SX3RF2B-000001)
Note that monitoring cannot be performed correctly if the device name isincorrect.

- Enter the IP address of the SANTtricity installation server in "I1P address".
SNMP trap setting

Set the trap transmission destination on the SANTtricity installation server so that SNMP traps of ETERNUS SX300, ETERNUS
SX300S will be sent to the operation management server.
If the operation management server is defined as a cluster, the logical 1P address of the cluster needs to be set.

Tape Library Devices

4.4.1 Tape library devices LT270, LT250 and LT160

This software supports all functions of the LT270, LT250 and LT160 except performance monitoring. Note that this software does not
have a function to automatically detect LT270, LT250 and LT160 devices. The LT270, LT250 and LT160 devices can be detected by
specifying their |P addresses for Device Search.

1

Connection to a network

Make the settings to connect the LT270, LT250 and L T160 to a network, and then connect the devices to the network. At the same
time, start up the SNMP Agent function. For details of how to make these settings, refer to the manuals supplied with the LT270,
LT250 and LT160 devices.

Setting Community for SNM P Environment setting

Select "public" asthe Community name (GET). The Community name can be changed as desired. To change the Community name,
see "Appendix C Customization".

Name (SysName) of adevice for SNMP (Agent) Environment setting

Specify a nickname for the LT270, LT250 and LT160 device for management purposes. This software uses Sysname for said
nickname value.

SNMP Trap setting

Manager does not add the SNMP Trap transmission place that was set at the device's registration to the device. Therefore, use the
LT270, LT250and L T160 M anagement Softwareto specify the SNMP Trap transmission place asthe | Paddress of theadministrative
server on which this software runs. When the administrative server is defined by acluster, thelogical |P address of the cluster must
be specified.

Setting and displaying an access path

Thissoftware doesnot usethe HostAffinity setting of theLT270, LT250 and L T 160, but displaysaccesspathsby using SwitchZoning
or StorageAffinity of the server node.

4.4.2 Tape library devices LT120, LT130, LT200, LT210, LT220, LT230, HP

Surestore Tape Library, and Overland Storage NEO 2000 Tape Library

This software supports the collaboration of Fault Management and the Management Software of the following tape library devices. The
connection configuration is edited on-screen.

+ ETERNUSLT120, LT130, LT200, LT210, LT220, LT230

+ HP Surestore Tape Library

+ Overland Storage NEO 2000 Tape Library
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1. Connection to a network

Make the settings to connect the tape library device to a network, and then connect these devices to the network. Similarly, make
the settings to connect the built-in bridges of the ETERNUS LT130 and NEO 2000 Tape Library to the network, and then connect
these bridges to the network. For details of how to make these settings, refer to the manuals supplied with the tape library device.

2. SNMP Trap setting

Use the Management Software of the tape library device to specify the SNMP Trap transmission place as the |P address of the
administrative server on which this software runs. When the administrative server is defined by a cluster, the logical 1P address of
the cluster must be specified. After making this setting, restart the devices.

3. Collaboration of Management Software

Usethe M anagement Software (provided with thetapelibrary device) for device management of such itemsasdetailed device status
and the various settings of the ETERNUS LT120, LT130, LT200, LT210, LT220 and LT230. The Management Software can be
invoked directly by the Device Icon. Register each device in the resource view. From the Properties of Device Icon, select
[Management Software] and click <Change> button. Specify the following names for the Management Software:

- ETERNUSLT130, LT200, LT210, LT220, LT230 and NEO 2000 Tape Library:
"http://1 P-address-of -1 P-address"

- ETERNUS LT120 and Surestore Tape Library:
Refer to the manual supplied.

4.5 Bridge

4.5.1 Bridge device Crossroads

This software supports Automatic Device Recognition, Status Management, Management Window Correlation, and Draw FC Connection
Lines of the bridge device Crossroads. Note that this software only supports "Initiator mode".

1. Connection to a network
a. Network environment setting
Set the | P address, subnet mask, and gateway address by referring to the user's manual supplied with the device.
b. User name and password for controlling the bridge device

The device uses user name "root" and password "password" by factory default. Change these values as desired. The user
name and password are required for "*Add Device" operation in the GUI window.

C. Setting Community for SNMP Environment setting

Select "public” asthe Community name (GET). The Community name can be changed as desired. To change the Community
name, see "Appendix C Customization”.

2. SNMP Trap setting
The SNMP Trap settings function is not available.
3. Detailed settings inside the bridge device

This software collects and displays part of the physical configuration and the device status. For the other detailed management
information, use the Web-based management tool. Thistool can beinvoked directly from thissoftware by clicking the Bridge Device
icon.
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4.5.2 Tape encryption device

This software supports Status Management, Management Window Correlation, and Draw FC Connection Lines of the tape encryption
device.
However, when the tape encryption device is connected with the library, it is not possible to draw in the FC connection Line with the
library.

1. Connection to a network

Make the settings to connect the tape encryption device to a network, and then connect said device to the network. For details of
how to make these settings, refer to the manuals supplied with the tape encryption device.

2. SNMP Trap setting

Use the Management Software used for SNMP Trap setting to the SNMP Trap transmission place as the IP address of the
administrative server on which this software runs. When the administrative server is defined in a cluster, the logical 1P address of
the cluster must be specified. After making this setting, restart the device.

3. Detailed settings inside the tape encryption device

This software collects and displays part of the physical configuration and the device status. For other detailed management
information, use the Web-based management tool. This tool can be invoked directly from this software by clicking the Tape
Encryptor icon.

4.6 Network Disk Array and Cache Server NR1000

This software supports fault management and linkage to the Management Software for network disk array devices and the cache server
NR21000. Embed a device and register its | P address by seeing "5.2.6 Registering a Manually Embedded Device".

1. Connecting to the network

Make the required settings for the cache server NR100O to connect to a network, and then connect to the network.
For details on how to connect to a network, see the manual that comes with the NR1000 unit.

2. Activating SNMP

The device palling function uses SNM P to acquire the device status of the NR1000 series. Enable the SNMP function so that device
information can be acquired using SNMP. For detailed information on making settings, see the manual that comes with the NR1000
unit.

"Public" is used as the default Community name, but any name can be set. To change the Community name, see "Appendix C
Customization”.

3. SNMP trap setting

Make the required settings on the NR1000 unit so that SNMP traps of the NR100O unit will be sent to the operation management
server.
If the operation management server is defined as a cluster, the logical 1P address of the cluster needs to be set.

4. Management software cooperation

Use the attached management software for device management such as checking the detailed device status of the NR1000 unit and
the various settings. The management software can be called directly from the NR100O icon. After registering the device in the
resource view, select the <Change> button of [Management Software] from the properties menu displayed after right-clicking the
deviceicon to set the program pathname for the device management software to one of the following:

- NR21000C: "http://device | P address:3132/"
- NR2100OF: "http://device | P address/na_admin/"

4.7 VD800 Virtual Disk Controller

This software supports fault management and management software linkage for the VD800 virtual disk controller.
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1. Hierarchical control processor settings

Softek Storage Cruiser 1.2.1 (hereafter referred to as SSC) Agent is installed on the hierarchical control processor (server node)
contained in the VVD800.

To monitor the hierarchical control processor as a server node monitored by this software, make the following settings to register
the hierarchical control processor with this software:

a. Makeasetting in /etc/services.

SSC Agent communicates with the operation management server through LAN port number 4917 by default.
Therefore, include this port number in the /etc/services file as shown below to declare use of the port number.
If no port number is specified, SSC Agent is started with port number 4917.

jJJ Example

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCO0COCOCOCOCOCO0CIOCOCOCIOCIEOCIEOCIOCEOTE

Contents of /etc/servicesfile setting

# service name port nunber/ protocol name
sscrui sera 4917/ tcp

© © 0000000000000 00000000000000000000000000000000000000000000000000C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCIOCOCEOTE

If the port number is already being used, change the port number to one that is not.
If changing the port number, however, use the one corresponding to the same service name set on the operation management
server.

b. Make asetting in the /etc/hosts file.

Include an IP address that enables communication with the operation management server (manager).
In an environment in which | P addresses are converted (such as NAT), specify an |P address that enables communication
from the operation management server, instead of the IP address of a server node.

jJJ Example

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCO0COCOCOCOCOCO0CIOCOCOCIOCIEOCIEOCIOCEOTE

Example of /etc/hosts file setting:

10. 10. 10. 10 spm 0- ext

© © 0000000000000 00000000000000000000000000000000000000000000000000C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCIOCOCEOTE

C. Specify the SSC Agent startup | P address.

Specify an |P address that enables communication with the operation management server (manager).
Specify the |P address defined in the /etc/hosts file of b. as the startup address in the following command:

# /opt/FJSVssagt/bin/setagtip -i startup |P address

After executing the above command, stop and restart SSC Agent.
Execute the following commands to stop and restart SSC Agent.

Stopping SSC Agent:

# [ opt/ FJSVssagt/ bi n/ pst or ageagt
Starting SSC Agent:

# /[ opt/ FJSVssagt/ bi n/ sst or ageagt

d. Search for and register the hierarchical control processor.

Select the base domain of the resource view, right-click in the base domain view, and select [Register] - [Register a
server].

In the displayed view, specify the |P address (Agent startup IP address) used for communication with the manager of the
hierarchical control processor, and click the <OK> button.

When search and registration processing is completed, the hierarchical control processor (server node) icon is displayed in
the base domain.
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2. Fibre Channel switch, disk array device, and tape library device contained in the VD800
[Device settings]

Construct and set up the environment for the Fibre Channel switch, disk array device, and tape library device contained in the
VD800, as described in this manual.

[Device registration]

Refer to "5.2.1 Device search” to register the devices.
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IChapter 5 Startup and Setting

This chapter explains device definitions and operation flowcharts required for operating this software.

5.1 Opening and Closing

5.1.1 Opening the resource view

5.1.1.1 Client window transitions

Transitions of the Client window are as follows:

5.1.1.2 Login

1. Onthe administrative client, take one of the following actions:
- Select [Programs] - [ETERNUS SF Storage Cruiser] - [Storage Cruiser] from the Start menu
- Double-click the Storage Cruiser icon on the desktop



2. The login window shown below is displayed. Enter the administrative server address (IP address/node name) where Manager is

operating, and the user name/password, and then click the <Login> button. If at this point, you want to change the communication
port number to the administrative server, click the <Port> button and change the port number.

£~ Storage Gruiser — Eclipse Platform

=10 %
Eile  Edit Mavigate Search Projpct Bun  Window Help

- |9 |- |7 e 7

F| {§Storage Cruis. ~ »

- .
Storage Liruiser X

= |

Please enter the adminstrative server name or [P address. user name and password

Admin server name: fi =] Delete |
Ltzer name: I
Password: |

Loein | Port. |

All Rights Reserved. Copyright{C) FUJITSU LIMITED

}_ﬂjlnformation

© 0 0000000000000 000000000000000000000000000000000000000000000000C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCOCIEOCIEOCETOCITTES

- Note that the user registration, password, and access authority can be changed. Refer to 5.4 Setting Up a Login Account".

- Administrative server information (IP address/node name) is managed from a personal computer on which Client isinstalled.
To not use any item of administrative server information, select the name of the applicable server, and select <Delete> button.

- If at this point, you want to change the communication port number to the administrative server, click the <Port> button and
change the port number.

Port x|
Enter the adminiztrative server port number.

EEEE

| (] 8 I Cancel

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000

3. Theclient window is displayed.
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5.2 Registering device

Flow of operation s in the Physica resource view
to register device s to be managed

— —»

Dewvice search Device addition Confipuration!

status check

MManual ermbe dding >

When monitored server nodes have duplicated server node names or monitored storage devices have the same SysName, device names
assigned for finding, adding, or manual embedding of the corresponding devices may aready exist in the management database.

In this case, the device name may be registered with trailing ".suffix-number".
A suffix number is assigned in ascending order from O.
Example: ServerNode.0, ServerNode.1, and ServerNode.2 ...

5.2.1 Device search

For device management using this software, it is necessary to first conduct a device search and then display the devices to be managed on
an GUI window. There are two methods for conducting a device search.

+ Detecting for devices in the same subnet as the administrative server automatically
- Detecting a device by specifying | P address

Iconsindicating detected devices are placed in the undefined state, and these deviceiconsare displayed in violet. Once adeviceis detected,
itsicon is recorded as undefined in the database. To delete thisicon, delete the corresponding device.

F-ﬂlnformation

* Thefollowing devices are added automatically when devices is detected.
- SMI-Sdevice (ETERNUS VS900 model 200, etc)
- ESC Agent, SSC Agent
- The VM host and VM guest on the following environment.
- VMware Infrastructure 3 Version 3.5 or |ater
- VMware vSphere 4 or later
- VMware ESXi 3.5 or later
+ When detecting devices, the ESC and SSC agent automatically adds the device.

* For the device in SAN catagory which is classified as SAN device, it may not be displayed in domain view after executing device
search. To display the device, choose the device type from tree or SAN category.

Detecting for devices in the same subnet as the administrative server automatically

On the tree, select main view item or the base domain in the storage category and then select [File] - [Detect SAN devices] - [Detect
device in subnet]. Either of these operations displays the icons of those devices that are supported by Manager and that are subject to
the automatic detection function. SNMP-based broadcast processing is performed internally, and the icons of the devices supported
by this software are automatically displayed. The automatic device detection function can be used for other subnets as well, by the
changing of the definition file. (For details, see "Appendix C Customization”.) However, note that this function is supported only in
those environments where broadcast transmission passes through other subnets.



Qf[ Note

- When [View] - [Change] and [List View] is selected, device search from the physical resource view cannot be performed.
- If [Detect device in subnet] does not work, make a check as follows:

- For devices that do not support [Detect device in subnet] as described in "1.3.7 Support levels," use the method described
below "Detecting a device by specifying |P address’.

- For each device, check the SNM P communi cation settings. If the SNM P Community name on thedevice side hasbeen changed,
also change the settings of this software accordingly (see "Appendix C Customization”.)

- "Detect device in subnet" fails when |IP address on the Slave CM side is set with ETERNUS. Please refer to "D.4.10 No
detection of device in the subnet is possible" for the coping process.

Detecting a device by specifying IP address
- To detect ESC Agent or SSC Agent

Select main view item or the base domain in the server category on thetree, and then select [File] - [Register] - [Register aserver].
Alternatively, right-click anywhere in the map view, and select [Register] - [Register a server] from the pop-up menu displayed.
When the device search window is displayed as shown below, enter an IP address, such as "10.10.10.10", and click the <OK>
button.

Reeizster a server x|

Enter a [P address for device search.

COption X |

2 | Cancel | Help |

- To detect the VM host and VM guest (VMware Infrastructure 3 Version 3.5 or later, VMware vSphere 4 or later, VMware ESXi
3.5 0r later)

Select main view item or the base domain in the server category on thetree, and then select [Fil€] - [Register] - [Register aserver].
Alternatively, right-click anywhere in the map view, and select [Register] - [Register a server] from the pop-up menu displayed.
Then, select [Option >>] in the displayed window.

When the following window is displayed, enter an IP address of the VM host, such as "10.10.10.10". Then, enter the user name
and password used to login the VM host, and click the <OK> button.

Register a server x|

Enter a IP addrezs for device search.

I Option <<

[ hware ESH =l
Whdware ESH

ser name: |

Pazzwiord: |

(0] | Cancel | Help
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Fﬂlnformation

- By registering aVM host, al of the VM guests on the VM host are automatically registered.

- For VM guest that is set up after registering VM host, select an icon of VM host including its VM guest in Main view and
register it. Registering method is as follows:
(1) Select Main view from tree, or select Base domain in the Server category
(2) Select [File] - [Register] - [Register virtual machines] or select [Register] - [Register virtual machines] from the pop-up
menu displayed by right-clicking anywhere in the map view.

- Toregister aVM host (and its VM guests) with this software, the |P address, login name and password of the VM host are
required.

- Itisnot possible to register VM guests by specifying them individually.

- To detect any device other than above devices

Select main view item or the base domain in the storage category on thetree, and then select [File] - [Detect SAN devices| - [Detect
by IPaddress]. Alternatively, right-click anywhere in the map view, and select [ Detect SAN devices] - [Detect by |P address] from
the pop-up menu displayed. When the device search window is displayed as shown below, enter an IP address, such as
"10.10.10.10", and click the <OK> button.

Automatic detection

This function is used to search for devices except SMI-S device. Enter an |P address (such as "10.10.10.10") and click the
<OK> button.

x4
Enter a netwark address for device =earch.

I futamatic detection j

0] | Cancel | Help |

Detection by type specification

Thisfunction is used to search for SMI-S device.
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g
Enter a nebwark address For device search,

|Sm1S Switches =]
~SMI-5

MameSpace |

Login accounk I

Login passwiord |

Paort Mumber IEQEE

K | Cancel | Help

For detection of a SM1-S Switch device (Searching for ETERNUS V S900 model 200), from the pull-down menu, select "SMIS
Switches", enter the following information, and then click the <OK> button.

Input information Description

IP address information Enter the|P address (such as"10.10.10.10") of the administrative server on which SM1 Agent
isinstalled to manage the ETERNUS V S900 model 200.

When the cluster system uses SMI Agent, specify the cluster-inherited |P address.

NameSpace Thisis name space information used to access SM| Agent.

Enter "root/brocadel"”.

Login account Enter an account name with which you can log in to the administrative server on which SMI
Agent isinstalled. Thisis not an account name used to log in to a switch device.

Login password Enter a password with which you can log in to the administrative server on which SMI Agent
isinstalled. Thisis not a password used to log in to a switch device.

Port Number Enter the port number of SMI Agent.

The default port number is 5988.

If another application is using 5988 on the administrative server on which SMI Agent is
installed, changethe port number of SMI Agent by referringtothe”SMI Agent User'sGuide,”
and then specify a new port number.

Devices that are successfully detected are automatically added. If this automatic addition fails, said devices must be added
manually. For details of how to add devices, see"5.2.2 Adding a device (changing from the violet icon state to the registered
state)".

When asked for a user name and a password, enter the Login account and Login password indicated above.

QJT Note

* If such a search for a product in the ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series,
ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000 or ETERNUS GR series fails, check the
following items:

- The SNMP environment has not been set up from ETERNUSmMgr/GRmgr since installation of the device:

The SNMP agent of the deviceis not active. Set up the SNMP environment as instructed in "4.3.1 Disk array ETERNUS DX 60/
DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000, ETERNUSS000,
ETERNUS3000, ETERNUS6000, ETERNUS GR series, ETERNUS VD800".
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- Inthe case of ETERNUS DX60/DX80/DX90

For the device detection, specify the |P address on the Master CM side. If the IP address on the CM slave side was specified for
detection when the device was registered, access path settings and settings in Storage VVolume Configuration Navigator are not
possible.

- Inthe case of ETERNUS GR740/GR820/GR840:

Check whether the GRG (GR Gateway) isrunning on the maintenance PC. If not, register GRG.exe from the Windows start menu,
and activate it.

* If such asearch for ESC or SSC Agent fails, check the following items:
- Check whether ESC or SSC Agent is activated. If not, activate ESC or SSC Agent.

- Check the binding of the storage affinity. If the storage affinity is set to the WWNN, PID, or TID binding, set the storage affinity
to the WWPN binding.

5.2.2 Adding adevice (changing from the violet icon state to the registered
state)

To enable management of undefined devices whose icons are displayed in violet, the devices must be registered with this software.

1. Take one of the following actions:
- Select theicon of adeviceto beregistered and then select [File] - [Register] - [Register SAN devices], or

- Right-click the device icon and select [Register] - [Register SAN devices] in the pop-up menu.

(.:n Note

When [View] - [Change] and [List View] is selected, device addition cannot be performed from the resource view.

2. When the "Register SAN devices' dialog described below is displayed, enter necessary data in each field.

Register SAN devices _ﬁl

fire wou sure you want to register thiz device®

Additional Device Mame: SikWorm2250 5

Uszer Mame: ||

Pazsword: |

Enable fault monitoring via SMMF traps on this device
’7 [w When thiz device is registered, modify itz internal configuration to forward SHMP traps to the administrative server,

ok | Cancet | Hep |

When the adding deviceisETERNUS V S900 model 300, the check box that setsto start the virtualization switch function displayed
in the "Register SAN devices' dialog as follows. Please add a device in the condition that "When this device is registered, the
Virtualization Switch function is started.” box is checked.
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Register SAN devices

Are wou sure yau want to register this device?

fdditional Device Mame: Switch_i

Uzer Mame: il

Password: |

—Enable fault monitoring via SHMP traps on this device
v ‘hen this device is registered, modify its internal configuration to forward SHMP traps to the administrative server.

—oet the uge of the Virtualization Switch function
v ‘hen this device is registered, the Yirtualization Switch function is started.

2 Cancel Help

- User name and password
To manage the device, this software must recognize the user name and password associated with the device.
Since each device requires different information, the items displayed in the dialog change accordingly.
<Required information>

- For SN200 (Brocade) fibre channel switch and the PRIMERGY fibre channel switch blade, auser name and password with
administrator rights will be required.

- For SN200MDS (Cisco MDS) Fibre Channel switch, there is no required information.
- For Crossroads, specify the account name and password registered by the user.
- For the ETERNUS3000 model 50 and ETERNUS GR710/GR720, specify the password of the root account.

- For the ETERNUS3000 (except model 50) and ETERNUS GR series other than the above, no user name and password are
required.

- Check box of "Enable fault monitoring via SNMP traps on this device"

When a device is added, this software automatically sets the SNMP Trap transmission place address for the device so that it
can monitor for faults by using the SNMP Trap. For information about the device types for which the address automatic setting
function can be used, see "1.3.7 Support levels®. This setting is usually automatically made. However, when fault monitoring
using this software is not necessary, this function can be disabled by unchecking the check box in the dialog.

_ -ﬂlnformation
- If thefunction isdisabled and if the SNMP Trap setting is made manually, the "Event Notification function setup” field on
the displayed list will become "Un-setting up". If the administrative server has multiple IP addresses, verifying that the
correct |P addressis set as the SNMP Trap transmission place for each managed device is recommended after using this
function.

- For information about fault monitoring required for an added device after the function is disabled, see "5.2.4 Function for
setting event notification destinations'. For a detailed explanation of the automatic setup, see "5.2.5 SNMP Trap
transmission place automatic setting function".

- Thecheck box of "Enablefault monitorinig viaSNMP trapson thisdevice" isinvalid for the device which does not support
the function of automatically setting SNMP Trap transmission place.

- Check box of "Set the use of the Virtualization Switch function”

Set up ETERNUS V S900 model 300 to either operate as anormal switch or avirtualization switch. To operate an ETERNUS
V S900 model 300 asavirtualization switch, select the" Set the use of the Virtualization Switch function™ check box. To operate
an ETERNUS V S900 model 300 as anormal switch, clear this check box.
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3. Selecting the <OK> button registers the device.

4. When aFibre Channel switch is embedded for which no zoning setting is defined (no security state), the window shown below is
displayed.
Check "Do not configure WWPN_Zoning on the switch when access paths are created.” to start the operation without security. In
such a case, when an access path is set from this software, no zoning is set for the Fibre Channel switch.
Check "Configure WWPN_Zoning on the switch when access paths are created.” to set WWPN zoning when an access path is set
from this software. Considering the security of the Fibre Channel switch, the recommended selection is[Configure WWPN_Zoning
on the switch when access paths are created] (bottom selection box).
Clicking <Initialize> button resets " Do not configure WWPN_Zoning on the switch when access paths are created.” and " Configure
WWPN_Zoning on the switch when access paths are created.” to their initial settings.

Reeister 5AN devices

anw=ag0310
The device has been regiztered.

Thiz =witch iz a security rizk because zoning has not been configured. All portz can be accessed.

% Do not configure WWPN Zoning on the switch when access paths are created.

" Gonfigure 'WWPN_Foning on the switch when access paths are created,

If wou configure WWPM_Foning, there may be a temporary interruption to current accesses.

]9 Ihitialize Help

Qn Note

If a device to be managed cannot be accessed, or if it isin any of the states described below, it cannot be registered.
* Fibre Channel switch

- Telnet was used to login to the target device.
Action: Log out, and then perform the registration process.

+ ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUSA4000,
ETERNUSB000, ETERNUS3000, ETERNUS6000, ETERNUS GR series

- User islogged into ETERNUSMgr/GRmgr of the target device.
Action: Log out, and then perform the registration process.

During the device registration process, if telnet is used to login to the Fibre Channel switch connected to the device to be registered, the
physical line between the Fibre Channel switch and the device cannot be displayed because information cannot be obtained from the Fibre
Channel switch. In this event, log out and execute [Refresh].

5.2.3 Deletion

Deleting devices other than the virtualization switch

This function cancels the registration of a device being managed by this software, thereby deleting that device from the range of
management. It is used in such cases as when a device has been removed.

_-ﬂlnformation

Individual VM guests for VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or VMware ESXi 3.5 (or later)
can be deleted from the management target for this product by first deleting the VM guest using VMware management software and then
deleting the VM guest using this procedure. If the VM guest is still on the VM host it will be registered again automatically.
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Qn Note

When VM hosts (VMware Infrastructure 3 Version 3.5 or later, VMware vSphere 4 or later or VMware ESXi 3.5 or later) are deleted
from this product, the VM guests on the VM host are automatically deleted.

1. Take one of the following actions:
- Click theicon of the target device, and select [Fil€] -[Delete] from the menu, or

- Right-click the device icon to display a pop-up menu, and then select [Delete].

QJ] Note
When [View] - [Change] and [List View] is selected, device deletion cannot be performed from the resource view.

2. Clicking the <OK> button deletes the selected device.

3. If adialog such as the one shown below opens, access path settings associated with the target device can be deleted. For example,
when aserver node is removed, the switch zoning setting and affinity setting for the device become unnecessary. This software can
automatically delete such unnecessary security settings. When "Del ete the access path” is selected in this dialog, all of the access
path settings for the deleted device are deleted. If the access path settings must remain, such as if you want to continue to use the
device while placing it outside the range of management, select "Do not change the access path".

Delete Device x|

swzagL040
@ fre vou sure you want to delete fire280-17

OF ] Gancel | BLEE I

The deleted device is displayed when it is detected again by the automatic device detection function of this software.

Deletion of a virtualization switch device
1. Take one of the following actions:
- Click the Virtualization Switch icon, select [File] - [Delete] from the menu, or
- Right-click the device icon and select [Delete] from the pop-up menu.
2. When the virtualization switch device contains no virtual storage configuration information, perform ordinary deletion.

3. When the virtualization switch device contains virtual storage configuration information, the following message dial og box appears
on the Client window.

These message dialog box appear, when the deletion device is virtualization switch device and the device contains configuration
information of the virtualization switch and virtual storage devices.
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- When the deletion device is ETERNUS V S900 model 300
sevsclhlh |

szveclblh

The wirtual storage resources relevant to the specified wirtualization switch ex
igte. When wou perform virtualization switch exchanege, please perform again afte
t invalidating the specified wirtualization switch. Flease perform again after d
eleting all the regources of wirtual storage relevant to the specified wirtualiz
ation switch, when performing wirtualization switch delete.

Replace or delete the virtualization switch by following the messages that are displayed.

- When the deletion device is other device

szveclbld

The specified device iz deleted from devices subject to management of a storaee
rezource.Please click a [delete] buttonwhen you perform device exchanege. Please
perform again after deleting all the resources of virtual storage relevant to th

e zpecified devicewhen not performing device exchange.
Delete | Help |

Implement one of the following procedures, depending on the condition. For details, refer to the virtualization switch manual.

Conditions Procedures
To delete the virtualization switch 1. Click the <Cancel> button in the message dialog box to stop device
without replacing it deletion.

2. From the menu on the Client window, select [Filg] - [Virtual Storage
Window] - [View and Create], start up the Virtualization Switch Display
And Create window, and then delete all virtua storage configuration
information of the switch device.

3. Repeat deletion of the virtualization switch.

To replace the virtualization switch 1. Click the <Delete> button in the message dial og box.
Save the virtual storage configuration information and delete the target
virtualization switch device.

5.2.4 Function for setting event notification destinations

If fault monitoring is required for a device after the SNMP Trap transmission place address automatic setting function is disabled for the
device during the device addition process, follow the procedure given below.

1. Select adevice from the Main view, Domain view or SAN view of this software. Then, right-click the device in the map view of
the main view, domain view or SAN view and select [Event Notification function setup] from the pop-up menu.

Thelist display function is useful for checking whether an event notification and transmission destination is set. Check the "Event
Notification function setup” field in the list. For a device with "Un-setting up" indicated, an event notification and transmission
destination is not yet set.
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_-ﬂlnformation

Note that in automatic SNM P Trap setup, the deviceis placed in the "Un-setting up” state. The field becomes blank for amanually
embedded or unregistered device.

2. A diaog such as the one shown below is displayed. When the <OK> button is clicked, this software automatically sets an SNMP
Trap transmission place address for the device to enable fault monitoring using the SNMP Trap. For a detailed explanation of
automatic setup, see "5.2.5 SNMP Trap transmission place automatic setting function".

Event Notification function setup B x|

swzag2l24
@ Are you sure vou want to configure SMMP traps on this device™

Cautions
The address that SHMP traps are zent to is determined automatically.
If the adminiztrative server has twao or more IP addreszes check that

the dezired addrezs haz been uzed, or elze configure the device manually.

Ok | |l Help |

5.2.5 SNMP Trap transmission place automatic setting function

The SNMP Trap transmission place automatic setting function, which is executed at the time of a device search or device addition, and
its accuracy are explained with the figures below.

Administrative server with only one IP address
Thissoftware automatically identifies|P address A of the administrative server and sets"IPaddress A" asthe SNMP Trap transmission
place for each managed device.

Administrative server

Manager automatcally

sets the IF address indicated *.. ..*

by the arrowl ----=4» ] = T
IP address B | 3 | 1P address
SNMF Trap ransmission place SMNMF Trap transmission place
Managed device 1 Server nodelhost)2

Administrative server with two or more IP addresses
Such an administrative server hasacluster or redundant LAN configuration or is connected to multiple subnets, and it has two or more
IP addresses.
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From the multiple I P addresses of the management server, this software selects the one that is most suitable as the transmission IP
address for each device. However, this logic does not work in all cases. In the environment shown in the figure below, for example,
this software may set "IP address D" as the SNMP Trap transmission place for Managed device 1. This is because addresses cannot
be automatically detected in some cases dueto the nature of current LAN technology. In such an environment, therefore, it is necessary
to check the SNMP Trap transmission place setting of each device after the device addition process and, if required, set SNMP Trap
transmission places directly on the device side.

In the figure below, specify "IP address A" as the SNMP Trap transmission place for Managed device 1, and "Logical |P address F*
as the SNMP Trap transmission place for Server node 2. For information about how to set SNMP Trap transmission place addresses
of server nodes manually, see "2.1 Receiving SNMP Traps".

Administrative serrer
Logical IP address F

IF address 4 1P address D | | IF address E
IP address B IF address ©
SWNMP Trap transmissionplace SNMP Trap transmission place
Managed device 1 Server nodelhost)2

B Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

In order for the server node to send the SNMP Trap, agent must be installed on the host.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

5.2.6 Registering a Manually Embedded Device

Some devices (such as managed servers without an agent, tape units, and NAS devices) cannot be retrieved by device search. Register
these devices with this software by using the manual embedding function.

1. Open the Main view or SAN view window, select [File] - [Manua Configuration window] from the menu, or select [Manual
Configuration window] from the pop-up menu to display the Manual Configuration window.
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2. Select [Operation] - [Create New Device] from the menu or select [Create New Device] from the pop-up menu in the Manual
Configuration window.

¢ Manual Embadding Windoms

_Eil=_ Device | Operaticndll Hele

ﬂ I E ::l'\-.'“'r\- Rerirtened Dvicre |
mLmL'_

Server hode Device.

=t e Device P Siopses Device
Prorsical Line P Library Device.

SOET [ Eridps Device_

Fiouser Device.

= Hub Device..
o E [ Eipl
- -

I

A e e =

o | Hew |

3. Select the devicetype from the submenu (listing the types of devicesthat can be selected for addition). Server node, Storage, Library,
Bridge, Router, or Hub can be selected for the device type. Select Storage for the NR1000.

4. A dialog box for entering the product type appears. Select the product type. If no product types listed are applicable, select "Other".
The following is an example of selecting Storage for the device type.

Register New Device x|

smzag2hll
Gelect a product type:

1R 000F

EMC Compaty (RAID)

| (0] 4 I Oancell Help |

MR 000C J
HITACHI Company (RAID
=
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5. A dialog box for entering device information appears. Be sure to enter the storage type becauseit is used as an important key during
internal processing. An icon that is displayed for this product on the window can be selected using "Display Icon Setup”.

i Register New Storage Device x|

snzagLals
Pleaze enter the information far the dewvice to be registered:

Ernbedding Infarmation (Required) | opti.;.nl Display lcan Setupl
Cevice Mame

Storage Type Array LI

(0] 4 I Gancell Help |

- "Embedding Information (Required)"

- For "Device Name", specify a unique name that can be used to manage the device. This software uses the name as a key
for identifying the device. For this reason, the name must be different from the names of other devices and server nodes
within SAN management. For ETERNUS SX300, ETERNUS SX300S units, be sure to set the device name marked
SANTtricity.

- When Storage has been selected for the device type, select the storage type from the drop-down list for "Storage Type"
from among Disk, Tape, Array, Robot, and Other. Select "Other" for the NR1000.

- When Bridge for a device other than a tape encryption device has been selected for the device type, specify the number of
SCSI bussesconnected to the bridgefor " Number of SCSI bus* and select [SCSI Bus Setup]. Dial og box swsag2504 appears.
Enter the initiator number on the bridge side of the SCSI bus, and select <OK> button. Dialog box swsag2506 appears.
Specify information on the devices to be connected to the SCSI busin the SCSI ID/LUN part, and select <OK> button. If
2 or alarger number is specified for the number of SCSI busses, the procedure from swsag2504 is repeated for the number
of busses.

- When Router has been selected for the device type, "Number of FC Ports' and "Number of WAN Ports" are automatically
set if templateis selected for the product type. If "Other" is selected, enter data according to the router device configuration.

- When Library has been selected for the device type, "Number of Bridge" and "Number of Drive" are automatically set if
template is selected for the product type. If "Other" is selected, enter data according to the library device configuration.

- "Option"

- For "Manufacture Name", "Product Name", "Serial Number" (for Storage type only), "OS Type", and "OS Version" (for
Server Nodetypeonly), specify appropriateinformation onthedevice. Thisinformation isdisplayed asproperty information
for this software.

- For"IP Address', specify the I P address of the device when the deviceis connected to aLAN. If the |P addressis specified
here when the device supports the SNMP Trap transmission function, this software receives SNMP Traps from the device
and displays them in the event log and device event information (in the device properties). The device is also subjected to
the device polling function and automatically monitored with ping (or SNMP depending on the device).

For the LT120/LT130/LT200/LT210/LT220/LT230, NR1000, and Edge, be sure to specify the IP address of the device
here. However, do not specify the IP addressif the device is not connected to aLAN. If the IP addressis specified here for
adevice not connected to aLAN, the device is put in the communication disable state by the polling monitoring function

-76 -



and cannot be restored until it is connected to aLAN. For ETERNUS SX300, ETERNUS SX300S, enter the | P address of
the SANtricity installation server in "1P address'.

- For "Management Software", specify how to execute software used to manage the device. Doing so enables the specified
software to be called directly from the properties displayed for the device icon on the GUI window. If the Management
Software can be started from the Web client, specify the corresponding URL beginning with http:// or https.//. If the

Management Software is an application that runs on the client, specify the full path to the executable file (c:\test\test.exe,
for example).

- "Display Icon Setup”
Select an icon to be used for the device.
6. The embedded deviceis displayed as alight-color icon.
7. Exit from the Manual Configuration window.
Select [Fil€] - [Exit] or select the <OK> button on the lower part of the screen.

8. After the Manual Configuration window is changed, adialog box appears asking " Do you want to update the administrative server
with the latest information?' Select the <OK> button to update information.

smzag2hlh
Do wou want to update the administrative server with the latest information®

Cancel Help

5.3 Checking Management Status

Check whether the setup is correct. Use the following steps to check the setup:

[Test 1] Check whether every device (excluding the server node agent) can correctly receive SNMP Traps

This software receives generic traps 0 to 5, which are SNMP Traps not unique to a specific vendor, and it decodes their contents and
displaysinformation about each event (that does not use Systemwal ker Centric Manager linkage or Shell/bat linkage.) Asoneof generic
traps 0 to 5, a COLD START trap isissued by an ordinary device. When using this trap to test whether the software can correctly
receive an SNMP trap.

A device sends the COLD START trap and other traps by turning OFF and ON the device to be managed, performing a variety of
setup tasks (setup of the SNMP environment for ETERNUS/GR), doing other such work. Check whether the event is displayed with
regard to the above operation and trap.

However, generic traps 0 to 5 are not normally required, so after the test is completed, you can disable display of generic traps0to 5
by using the following method:

Edit the following definition file:

Platform of Manager File location
Windows $ENV_DIR\Manager\etc\opt\FISV ssmgr\current\sanma.conf
($ENV_DIR means "Environment Directory" specified at the Manager installation.)
Solaris OS, [etc/opt/FISV ssmgr/current/sanma.conf
Linux

Edit one description as follows (0=Hide, 1=Show): DISPLAY_SNMP_STANDARD_EVENT =0;.

Select [Tool] - [Option] - [Re-read Definition File] from the physical resource view to incorporate the definition file into a program.
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[Test 2] Check whether server node (agent) can correctly receive SNMP Traps

The server node (Agent) provides the following command that issue SNMP Trap for the test.

Platform of Agent Command location
Windows $INS_DIR\Agent\bin\traptest [ /p-address
($INS_DIR means "Program Directory" specified at the Agent installation.)
Solaris OS, /opt/FISV ssage/bin/traptest [ /p-address
Linux,
HP-UX

In case that server node has more than 1 | P address, please input the | P address which is communicate with the admin server.
Please make sure the IP address input is correct, if the event can not be received correctly.

If the IP addressis set correctly, the following event will be output when the command is executed.

) Status I Date Dievice Ma... I Manitor | EwventiC | Event rRE]IIrtEd message ]
- Info Oct B, 2003 162616 FM_ | Swichi 88C | Ad smtcii__

£ |nfi | Oct 8 2003 152617 PM | Switch2 [ 88C [ Add swilch =
ﬁl Info Oct 8 2003 15:2%00 PM Swatch2 s55C I Set SMMP Trap Transmission Address 11=

'l ¥

SNMP Trap test command cannot linkage to Shell/bat. Please modify the SNMP definition if necessary.
To modify SNMP Trap definition, please modify ESC agent SNMP trap definition file which is located

action for thistrap. For SNMP Trap definition file, please refer to "C.6 SNMP Trap XML Definition File".

_-ﬂlnformation

For the following environment, the fault monitoring function by receiving SNMP Trapsis not supported. Therefore, it isno necessary
to execute this test.

- VMware Infrastructure 3 Version 3.5 or later
- VMware vSphere 4 or later

- VMware ESXi 3.5 or later

[Test 3] Check Systemwalker Centric Manager linkage and Shell/bat linkage of events.

Events cannot be linked with Systemwalker Centric Manager or Shell/bat for the standard SNMP Trap. To test the Systemwalker
Centric Manager linkage and Shell/bat linkage of an SNMP Trap from adevice, execute atentative SNMP Trap command for the test.
This command changes internal information of an SNMP Trap so that the SNMP Trap seems to have been sent from a device being
monitored, and it sends such an SNMP Trap to the system's own port for receiving the SNMP Trap. Since descriptions of events are
linked to Systemwalker Centric Manager and Shell/bat, Systemwalker Centric Manager linkage and Shell/bat linkage can be tested.
To test the Shell/bat linkage of an SNMP Trap of the server node agent, use the method described in [Test 2].

For the IP address of an argument, specify the |P address of a device (ETERNUS/GR or Fibre Channel switch) registered with this
software. The contents of this simulated SNMP Trap are loaded into the event log and reflected in device events (in device properties).
Todisplay theeventlog, click [Refresh] onthemenu displayed by the GUI, or pressthe[F5] key. (L oading and reflecting theinformation
may take along time.)

The commands shown below are executed to generate asimulated SNMP Trap for the ETERNUS DX60/DX80/DX90, ETERNUS DX400
series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000, ETERNUS GR
series device registered with this software. Using these commands, the manager creates the simulated trap, receives the same trap, and
checkswhether the displayed event and shell/bat linkage are correct. Here, the simulated trap isafan fault with "public" asthe Community
name. This simulated trap has arbitrary test information that is distinct from actua trap information.

Also, the ETERNUS disk storage systems (except model 50) can issue an SNMP trap from the device by using the "SNMP trap sending
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test" function of ETERNUSMgr. Though the test uses a simulated trap, its results are the same as those from a test that sends areal trap
and checks the response, since the trap is sent from an actual ETERNUS disk storage systems.

Platform of Manager Command location
Windows $INS_DIR\Manager\opt\FJISV ssmgr\bin\grtraptest /p-adadress
($INS_DIR means "Program Directory” specified at the Manager installation.)
Solaris OS, /opt/FISV ssmgr/bin/grtraptest /p-address
Linux

The commands shown below are executed to generate a simulated SNMP Trap for a Fibre Channel switch registered with this software.
(A simulated error that isa port fault isissued.):

Platform of Manager Command location
Windows $INS_DIR\Manager\opt\FJSV ssmgr\bin\swtraptest /p-address
($INS_DIR means "Program Directory" specified at the Manager installation.)
Solaris OS, /opt/FISV ssmgr/bin/swtraptest /p-adadress
Linux

5.4 Setting Up a Login Account

ESC define login account by user unit, the user account access is privileged (authorization). This chapter describes how to change the
authority level. Since ESC has many functions that can effect on the server node job, such as access path setting, please take care of user
account setting.

5.4.1 Access authority

The management account has the following type.

These authorities are exclusive to Storage Cruiser, and not related to operating system authorities.

Table 5.1 Administrators and their access authority

Authority level Resource management Access authority
Privileged . .
. Ent All funct
administrators ntire system unction
Non-privileged . . . Ref ly. No authority to ch th
on. p.r Vil Monitor the entire system, but can not change the setting. erence (_)n y. Noafhortty to changethe
administrators system setting
The operations each administrator can perform are as follows.
Inthetable, "A" means "available’, "N/A" means "not available".
. - - Non-privileged
Operation Privileged administrators .p. 9
administrators
Change the account authority level A N/A
Display account authority information A A
Move theicon A A
Device search A N/A
Device registration A N/A
Device delete A N/A
Access path setting A N/A
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Operation Privileged administrators gg:qﬂglrlzgﬁg
Access path delete A N/A
Access path inheritance A N/A
Call management software A A
Display device property A A
Display version information A A
Show help A A
Correlation management A A
Performance management setting A N/A
Performance date display A A
Manually embedded device A N/A
Set SNMP Trap transmission A N/A
Change property of manually embedded device A N/A
Delete zoning information from switch property A N/A
Create application A N/A
Delete application A N/A
Set relation information to an application A N/A
Delete relation information to an application A N/A
Change application's property A N/A

5.4.2 Login Account setting

5.4.2.1 How to create a management account
1. Select [Tool] - [Authentication] in the logical resource view.
The "Attestation setup” window will appear.
2. Click <Registration> button.
3. Specify the following information in the "L ogin account registration” window:
User name

The name must start with an alphabetic character and can be up to 16 aphanumerical characters (including underscores, "_",

periods, ".", and hyphens, "-") long.
Password (confirm password)

The password is a string of alphanumerical characters and symbols, up to 16 characters long.
The password cannot start with "{".

Authority level
Either Privileged Administrator or Non-privileged Administrator is selected.

4. Clicking <OK> button creates the management account.
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_-ﬂlnformation

The user name of login account cannot be changed. If you want to change it, delete it once and create a new account again.

5.4.2.2 How to change the authority level
1. Select[Tool] - [Authentication] in the logical resource view.
The "Attestation setup” window will appear.

2. Select amanagement account in which the authority level must be changed in the " Attestation setup” window, then click <Change>
button.

The "Change registered user information” window will appear.
3. Click <Authority-level change> button.

The "Authority-level change" window will appear.
4. Change the authentication level.

5. Clicking <OK> button completes authentication level change. The completion notification message dialog will appear.

Qn Note

If the management account was used to log in to another client before changing the authority level, it is necessary to exit the client and
login again using the same account.

5.4.2.3 How to delete a management account
1. Select[Tool] - [Authentication] in the logical resource view.
The "Attestation setup” window will appear.
2. Select the management account, and then click <Delete> button.
The confirm dialog will appear.

3. Clicking <OK> button on the confirm dialog will complete management account deletion.

5.4.2.4 How to change the password
1. Select[Tool] - [Authentication] in the logical resource view.
The "Attestation setup” window will appear.
2. Select the management account, and then click <Change> button.
The "Change registered user information™ window will appear.
3. Click <Right-to-password change> button.

The "Right-to-password change" window will appear.
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4. Specify the following information:
User name
Specify the management account you will change.
Current password
Specify the current password.
New password (new password confirmation entry)

Enter the new password.
The new password is a string of alphanumerical characters and symbols, up to 16 characterslong.

The password cannot start with "{".

Fﬂlnformation

- If privileged administrators change the password of the other management account, it is not necessary to enter the current
password.

- The password isvalid only in this software and therefore does not affect users of the operating system and other software.

5. Clicking <OK> button completes password change. The completion notification message dialog will appear.

Qn Note

If the management account was used to login to ancther client before changing the authority levd, it is necessary to exit the client and
login again using the same account.
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IChapter 6 Operation

Configuration management is made by using each view of the resource view and the Correlation window. This chapter explains how to
use each window.

6.1 Resource View

The resource view consists of the following views:

Main View

The view shown by click the first menu at the left tree.
Category View

There are three categoriesin the MainView tree; they are Server, Storage and SAN.
Domain View

When adomain icon isdouble-clicked in the server category or storage category view, deviceiconsrelated to adevicethat isregistered
in that domain are displayed.

SAN View

When aSAN devicetypeisselected from the SAN category view, devices of that device type that can be accessed with alogin account
are map-viewed.

Side View

The view shown by click server domain view, storage domain or double click the devicein SAN View.

6.1.1 Main view

Thisview isusedtodisplay all the devicesthat areregistered ontheresourceview. The category iconsof themanaged devicesaredisplayed.

When adeviceisconnected with aFibre Channel, aphysical connection lineisautomatically displayed. Evenif two physical Fibre Channel
cables are connected, one lineis indicated.

By clicking [View] - [Refresh], the latest SAN status of all devices isloaded and displayed.
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File Device OperationiS) View Tool Help IE
SR ain' hain view: Main'visw
[:5 Server
Storage
05, SAN
fineZan.z
! ! !
OFCaT EEK E2x_Moo0 10253 237 44 DVTH13 DTH12
Statuz | Date | Device Mame | Monitar | EventID | Event log Infarmation | =]
Qplnfo May 9, 2006 90915 &M SilkWorm2400.3 350 Add smitch
Q:]Info May 9, 2006 20222 M Silkwiorm24003 S50 Set SNMP Trap trangmission address 1020828227
@Info May 10, 2006 3:21:36 PM 550 Delete Access Path
Qplnfo May 10, 2006 32216 PM EBK_MI0O 350 Celete WAAPMN=100000000E248E4E from Host WAWN List
Qplnfo Maw 10, 2005 3:2347 PM Solaris S50 Delete zerver node j
156 Object I {Icon Information) € fatal @ error /8, warning [ stop 7 unknown [ normal [ timeout [l undefined I_

Each deviceicon can befreely positioned. It should be positioned in an easy-to-manage location. Thedeviceicon in each view isdisplayed
depending on the device status as follows.

Table 6.1 Device status indications

Icon state Color Icon Description Action to be taken
normal Green The device is operating normally. None
warning Yellow & An attention-level error was Replace the faulty part, and
detected in the device. execute recovery processing.
Resources can be available. ->"8.1 Windows Displayed in
the Event of a Fault and
Troubleshooting"
error Red @ An error was detected in the device | Replace the faulty part, and
though the cause is not found. execute recovery processing.
Resources are not available. ->"8.1 Windows Displayed in
the Event of a Fault and
Troubleshooting"
stop Green (m ] Stop status. None




Icon state Color Icon Description Action to be taken
fatal Red p 4 Faulty parts are detected in this None
resource.
Resources are not available.
unknown Grey "? Status unknown None
timeout Gray The device isdefined in this The power supply of the device
software, but it cannot recognizeit. | may be off or Agent may not be
The device properties displayed by ;)peratl ng; aI;o, aL AN error may
the GUI are the values that were ave occurred.
retrieved the last time that the If you changed the | P addresses
devicewasrecognized. However, if | manually, also refer to "9.1.2
thedeviceisaFibre Channel switch | Changing the operating
that enters the timeout state, the environment" and perform
GUI does not display the Fibre operations to reflect the changes
Channel physical line under the of the IP addresses.
Fl b.re Channel switch. The GUI If the device uses the SNMP
indicates errors for all access paths -
. . ) protocol for communication, the
using the Fibre Channel switch . .
. community name of the device
because this software cannot check )
the stat  th ath may differ between the target
© Stallises of these paths. device and admin server. If the
community name of the target
device has been changed, set the
community name by referring
to "C.2 sanma.conf Parameter",
and reflect the setting file on this
software.
-> Check the device status, and
select [Refresh] from the menu.
undefined Violet The device isundefined in this Define the device.
software.

Revolving light icon lights when there is a change in the state of the displayed device. Revolving light icon is displayed as follows:

Table 6.2 Revolving light icon state

Icon (Color) State Description Action to be taken

.@ (Green) Information The state change occurs. Click the revolving light icon and update to latest
information.

.@ (Yellow) Warning Thetrouble at thewarning level | Click the revolving light icon and update to latest

occurs. information and recover.

->"8.1 Windows Displayed in the Event of a Fault and
Troubleshooting"

Ig (Red) Error The trouble occurs. Click the revolving light icon and update to latest
information and recover.
->"8.1 Windows Displayed in the Event of a Fault and
Troubleshooting"

Normal Thereis no state change. None.
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This software automatically analyzes and displays the connection status of each Fibre Channel physical line between devices, such asthat
between a server node and a Fibre Channel switch and that between a Fibre Channel switch and storage.

The current version of this software automatically displaysthe connection status of Fibre Channel physical lines between the deviceslisted
in the following table.

Table 6.3 Fibre Channel physical lines whose connection status can be automatically read

HBA Solaris OS Windows Linux HP-UX
PWOO8FC2A, LP-9000, PG-FCD101, LP-9000, PG-FC10x, ABT795A,
PWOO08FC2-G, LP-9002S, PG-FCD102, LP-9002L, PG-FC20x, A5158A,
PWOO8FC3, LP-9002L, QLA2340, LP-9802, PG-FCD10x, ABB26A,
GP7B8FC1A, LP-9802, QLA2342 LP-1050, PG-FCD20x, AB378A/B,
GP7B8FC1-G, LP-10000, LP-1050EX, MC-08FCx1 AB379A/B,
GP7B8FC1, SEOX7F21F, PG-FC10x, AD299A,
SEOX7F11F, SEOX7F22F, PG-FC20x, AD355A,
SEOX7F12F XSEFC401AF, PG-FCD20x, AH401A
XSEFC402AF, MC-08FCx1
HBAs that their
name start by SG-
XPCI
Fibre Channel | Yes Yes Yes Yes Yes Yes
switch
Fibre Channel | Yes(*1) No Yes(*1) No No No
hub
One-to-one Yes No Yes No No No
connection
(FC-AL
topology)

*1: These are converted to individual lines connecting several HBAs and a CA.

.-ﬂlnformation

For VMware Infrastructure 3 Version 3.5 (or later), VMwarevSphere 4 (or later) or VMware ESXi 3.5 (or later) environment:

* Displaying the device status

The device status of VM host and VM guest is displayed as an icon. On the Main view and Domain view, the device status for both

VM host and VM guest is displayed in the VM host icon.

For details of the device status, refer to "Device Status' of "B.7.2 Server node (VM host) properties’ or "Device Status' of "B.7.3
Server node (VM guest) properties’.

View

Displaying the device status

Main view
Domain view
(map-view)

VM host

Displays by using an icon of VM host.
Theicon of VM host displays the device status of itself and VM guest. The device status
of VM guest is displayed on the right-bottom areain an icon of VM host. The meaning

of icons displayed on the right-bottom is as follows. For details, refer to "Device Status'
of "B.7.3 Server node (VM guest) properties’.

Icons

Meaning

fatel

error

warning

Q=X

stop
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View Displaying the device status

Icons Meaning

? unknown

Not displayed normal

The display examples are asfollows.

[Display example 1]

'ﬂ"@m

=0
The status of VM host is "warning" (&), and the status of VM guest is "error” (@).

[Display example 2]
it
are
1>
The status of VM host is"normal”, and the status of VM guest is "unknown" ('?).

The device status of VM host is not influenced by the device status of VM guest. For
example, theicon of VM host is displayed as "normal" (green color) when the status of
VM host is"normal” and the status of VM guest is"error". In this case, the icon of VM
host isnot displayed as"error" (red color). Theicon of VM host isdisplayed as"normal"

(green color) and @ icon is displayed on the right-bottom in the icon of VM host.

VM guest | Thedevice status of VM guest is displayed on the right-bottom in the icon of VM host.

Side view VM host Displays by using an icon of VM host.

VM guest Displays by using an icon of VM guest.

Tree VM host Displays by using an icon of VM host.

VM guest Displays by using an icon of VM guest.

List view VM host Displaysin "Device Status' of the display items.

VM guest | Not displaysthe VM guest information.

+ Tree

The VM host is displayed under the [MainView] - [Server] - [Base domain]. The VM guests are displayed under the VM host that
manages their VM guests.

=888 Main'isw
= [ Setver
=[5 Base domain
""" NEN Hosth
~ T GuestA-1
""" wgr! HoztB
- [ GuestB-1
“ 7 GuestB-2

[ Storage
-2 SAM
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The status of VM guest is displayed according to the display priority level of the upper class (MainView, Server and Base domain)
without VM host. The order of the display priority level is"error", "warning", "unknown" and "normal".

- 58 Mainiew

EIEE Server
= iof Base domain

£1 Hoztd

""" wlja_ﬂr! HoztB

------ 3 GuestB-1

“ gl GuestB-2

L5 Storage
el SaN

In the above case, the status of the upper class for the VM guest (GuestB-2) is as follows.

Class Status

VM guest (GuestB-2) The statusis"error”. Thisinformation is not reflected on VM host (HostB).

VM host (HostB) Displays the status of VM host only. The status of VM guests managed by this VM host is not
reflected.

Base domain Displays the highest priority level in the VM host (HostA , HostB) and VM guest (GuestA-1,
GuestB-1, GuestB-2) and host (HostC, HostD).

Server The status of the Base domain is reflected.

MainView Displays the highest priority level inthe "Server" and "Storage” and "SAN".

6.1.2 Category view

When a category icon is double-clicked on the resource view, or SAN device type registered in the category (server, storage, or SAN) is
displayed in the map area.
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335G
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When the SAN category is selected, al devicesthat can be accessed with alogin account are displayed on the tree.
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6.1.3 Domain view

When abase domainiconisdouble-clicked inthe server category or storage category view, deviceiconsrelated to adevicethat isregistered
in base domain are displayed. (Even if two physical Fibre Channel cables are connected, one line is displayed.)

By clicking [View] - [Refresh], the latest status of adevice that is managed in the base domain is displayed.
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Each device icon can be freely positioned. It should be positioned in an easy-to-manage location.

25 See
For the following environment, refer to "6.1.1 Main view" for the displaying the VM host and VM guests.
+ VMware Infrastructure 3 Version 3.5 or later

* VMware vSphere 4 or later

* VMware ESXi 3.5 or later

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

6.1.4 SAN view

When a SAN device type is selected from the SAN category view, devices of that device type that can be accessed with alogin account
are map-viewed.
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@Info May 10, 2006 32347 PM  Solaris 550 Delete server node

T

2 Object Iﬂcnn Information} $ fatal @ error /v warning [ stop ? unknown [0 normal B8 timeout [l undefined

6.1.5 Side view

Double-clicking a device icon in the main view, domain view or SAN view displays a view showing Fibre Channel port details such as
the access paths, physical lines, HBAs, and CAsof deviceslogically related to the selected device. Thisview can be used to manage access
paths and check the statuses of HBAs and CAs.

1

Flinformation
et

For VMware Infrastructure 3 Version 3.5 (or later), VMwarevSphere 4 (or later) or VMware ESXi 3.5 (or later) environment:

When aVM host is specified, its VM host and all VM guests on its VM host are displayed.
When aVM guest is specified, its VM guest and a VM host including its VM guest are displayed.
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kel

QT Note

Note that double-clicking a switch icon disables the display and setting of an access path.
In the virtual storage environment, this view screen shows no device that is logically related to each device.

Table 6.4 Host bus adapter (HBA) status indications

Icon state

Color

Description

Action to be taken

normal

Green

The server node hasthe HBA.

None

warning or error

Yellow (*1) or red

All access paths of the HBA are
blocked, the FC cableisloose,
or one other such error has
occurred inthe HBA.
(Theicon state depends on the
notification information from
the HBA driver. For example,
if the FC cableisloose, theicon
stateis"Error" for certain
HBAs)

Replace the faulty part, and
perform recovery processing.

->"8.1 Windows Displayed in
the Event of a Fault and
Troubleshooting"
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Icon state Color Description Action to be taken
timeout Gray The previously recognized If the HBA isin a state other
HBA is not recognized. than the timeout state, check if
the HBA is correctly installed
in the device. If the HBA has
already been removed from the
device, select the HBA, and
click [Delete HBA].
The access path must be Yellow (*2) This software detected Reconstruct access paths
inherited. replacement of the HBA. (An | according to the WWPN of the
HBA with a different WWPN new HBA.
is mounted in the same slot of ->"6.3.5 Access path
the server node.) . . .
inheritance

*1: Be sure to check the status because thisicon color is the same as that indicating "This access path must be inherited".
*2: Be sure to check the status because thisicon color is the same as that indicating "Warning".

Table 6.5 Storage CA (channel adapter) and Fibre Channel switch port status indications

Icon state Color Description Action to be taken

normal Green The CA is properly mounted. None

error Red CA operation has degraded. Replace the faulty part, and
execute recovery processing.
->"8.1 Windows Displayed in
the Event of a Fault and
Troubleshooting"

timeout Gray The previously recognized CA | The power supply of the device

cannot be recognized. may be off or Agent may not be

operating; also, aLAN error
may have occurred.

The following devices are displayed as numbers to agree with real machine indications.

Device Displayed port number
ETERNUS SN200 model 320 0to 15
Brocade 12000
ETERNUS SN200 model 340 Oto15
Brocade 24000
ETERNUS SN200 model 540 0to31
Brocade 48000
Brocade DCX series 0to 47

However, if an error occursin aport, the port serial number is displayed asindicated below. It is, therefore, difficult to determine which
port failed. To solve this problem, port numbers in the switch port information to be list-displayed are displayed using serial numbers to
make it easy to determine real machine port locations from the event information.
The operation is explained below.

;ﬂ Note

In the device in which the FCIP function is supported, the relation between GbE port and VE port is as follows. When the trouble is
occurred in the VE port, confirm the status of its VE port and the related GbE port.




Device GbE port number in real machine Displayed port number
(1Gbps)
SN200 model 450M 0 16-23
Brocade 7500 1 2431
Brocade 7800 0-5 It applies to the setting of real
machine (NOTE)
Extension Blade (FC 8Gbps) 0-9 12-21
(Thisisinstalled in Brocade DCX series)

NOTE: The relation between GbE port and VE port is not fixed. For the conclusion of GbE port that relates with a VE port, it is
necessary to confirm the device setting.

1. Information that indicates a port error is displayed in the event log display.
In the event log, the information is displayed by using the serial number of the port.

2. Using the event information, open the side view for the switch of the port where the error occurred.

= 8 g I 1 s i 13 3 1
o e
=1 [ [ e
| v L
_mmmmmmmlmmmmgnum
([
CEEEEE e Il B

switchi

4] ' |
Evient log Informmation

F
| Part Mo Ofline
]III DUPLICATE_EMTRY WARMING - Duplicate entries inzanedes) specification,

in Information! 2 fatal @) emoe 0 wamine [0 stop 7 unknown I pormal B timecut [ undefined
3. Select [View] - [Change] - [Map/List View] from the menu.
[Map/List View] does not need to be selected if it is already selected.
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4. The switch port information is displayed in the list view.
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zte router
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o IMFO21 11 Besite manaeer started
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5. From the port number list in the switch port information, find the port number that is reported by the event.
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switchi

~Switch Port Information

evice Marme

Device Status

Current FC Port Typ

Py | D
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gmtichl nior mal F -
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3 gmtichl nior mal F
4 gtichi ot mal F
\ ] f suutichl nior mal F
A smtichl niot mal F _ILI
Kl 3
armation | A|

nect Access Path
erl

6. Select the row of the port number that is reported by the event.

The port in the map that corresponds to the port number is selected to be displayed.
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7. Fromthedot location and port number of the port that is selected in the map, the real machine port location where the error occurred
can be recognized.

6.1.6 Editing the lines indicating physical connections of a manually
embedded device

This section explains how to edit the lines indicating physical connections of manually embedded devices.

1. Open the Manual Configuration window.

SwitchtotheMainview, SAN view and select [Fil€] - [Manual configurationwindow] from themenu or select [Manual configuration
window] in the pop-up menu. All of the Fibre Channel switches, bridges, or routers are displayed.

2. Embedding a Fibre Channel switch port in amanually embedded device.

An UnknownFC port among Fibre Channel switch ports displayed in the Manual Configuration window indicates port connection
place information that cannot be recognized. Click the UnknownFC port, and drag and drop it on the manually embedded device.
(This operation cannot be performed by selecting [Physical Ling] - [Edit] from the [Operation] menu.) A dialog then appears, and
you can enter port information in this dialog. Enter port information, including options that can be recognized, in the dialog.
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The left part of the figure below shows the status before an UnknownFC port of a Fibre Channel switch is dropped on a manually
embedded test device. Theright part shows the status after the UnknownFC port was dropped on the device.

L

3. Embedding an UnknownFC port of a Fibre Channel switch in alibrary or tape encryption device or bridge device (including the
connection between the bridge and library devices).

Click the UnknownFC port of the Fibre Channel switch, and drag and drop it on the library device (upper FC port of the LT series)
or bridge device. (This operation cannot be performed by selecting [Physical Lin€] - [Edit] from the [Operation] menu.) A dialog
then appears, and you can enter port information in this dialog. Enter port information, including options that can be recognized, in
the dialog.

When connecting the bridge device to the library device, click the device icons such as the robot or tape icon, displayed on the
bridge device, and drag and drop them as though they are on the library device.

The connection between the library and the tape encryption device cannot be done.

The two figures below show an example of dropping port 2 (UnknownFC port) of Fibre Channel switch Switch on LT120 library
device aa and an example of dropping port 0 (UnknownFC port) of Fibre Channel switch Switch on the boulder bridge. In these
examples, the robot icon and tape icon of the bridge boulder are also dropped on the golden library.
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4. Canceling manua embedding of an UnknownFC port.

To restore the UnknownFC port to its original state, right-click the set port/adapter, and select [Delete Registered Device] on the
pop-up menu.

5. Closethe Manual Configuration window.
Select [Fil€] - [Exit] or select the <OK> button in the lower part.

6. When achange is made in the Manual Configuration window, a dialog box "Do you want to update the administrative server with
the latest information?" is displayed. Select the <OK> button to refresh the information.

x|

swsag2hlh
Do wou want to update the adminiztrative server with the latest information?

Cancel Help

6.1.7 Physical line editing of one-to-one connection (only the HBAs that do
not support automatic read), router device

This software cannot be used to automatically secure connection information for most FC-AL 1 to 1 connections or router devices. For
this reason, it provides a function enabling editing and management of physical lines. The Manual Configuration window is used for the
editing of physical lines. One-to-one connectionsrequire that each device port be recognized in advance and that the Manual Configuration
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window be displayed. Therefore, amanually embedded server node cannot be connected to a manually embedded storage system without
aFibre Channel switch.

1. Open the Manua Configuration window.

SwitchtotheMainview, SAN view and select [Fil€] - [Manual configurationwindow] from themenu or select [Manual configuration
window] on the pop-up menu. Manually created devices and their related devices and devices with an UnknownFC port connected
are displayed.

2. Devicesrelated to this operation are displayed in the Manual Configuration window.

Select [Operation] - [View Device] - [Add] from menu or [View Device] - [Add] from the pop-up menu. The dialog for selecting
devices to be displayed appears. Devices registered with this software are displayed in the |eft frame of the dialog. Select a target
device, and click the <>> Add> button to move the device to the right frame.

£ Add Device 5 x|

aw=ag2185
Select devices to be shown.

~Available Devices ~Devices to Show

al fire280-1 2
g Ea000M200
&= E3000MS0
E4KMS00 s |
EGKM300
GR730-000002 == Delete |
150
DVTR#1 3
LeT-00 |
DY TA24R |

QF I Gancell Help |

3. Change the sizes of all device icons to be used to the port display size.

Select adevice icon, and set [Change Detail View] to [ON] from the pop-up menu.
4. Change the edit mode to physical line edit mode.

Select [Operation] - [Physica Ling] - [Edit] from menu.
5. Connect ports that are actually connected.

To connect aport that is actually connected but whose connection is not displayed in the window, click the port to select it, drag it
to the corresponding remote port, and drop it there. (This operation must be performed in physical line edit mode.)

6. Close the Manual Configuration window.
Select [Fil€] - [Exit] or select the <OK> button in the lower part.

7. When achange is made in the Manual Configuration window, a dialog box "Do you want to update the administrative server with
the latest information?" is displayed. Select the <OK> button to refresh the information.

Bl

snzagLhlh
Do wou want to update the administrative server with the latest information®

Cancel Help
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Qn Note

The router device can connect aphysical line only between switch devices. Moreover, only one physical line can be connected between
one router device and one switch.

6.1.8 Editing the physical lines between ETERNUS3000 model 50, GR710

with port extension mechanism and server nodes without the
automatic display lines

If the physical line between HBA port of aconnected server node and FC-CA port of storageisnot automatically displayedin port extension
mechanism (hub) connection environment, execute the editing of the connected physical line by the following procedure:

1. Embedding the port extension mechanism (hub) by the manual embedding function of this software.

Display port extension mechanism (hub) unit by the manual embedding function in this software.

a. Switch to the Main view, SAN view and select [File] - [Manual configuration window] from menu to display the Manual

Configuration window.

Select [Operation] - [Create New Device] - [Hub Device] from menu or [Create New Device] - [Hub Device] from the pop-
up menu.

# Manual Embedding Window

File Device | Operation{C) Help

ﬁ | n | E Delete Resiztered Dewvice

Create Mew Device b Server Mode Device
i Device b Storage Device
Phyzical Line b Library Device
EhEl b Bridee Device

Fouter Device
Hub Device

C. Select "Others' in the dialog tofill in the product type.

Register Hew Device x|

snzag2hll
Select a product type:

Gadzoox Company

Vixel Compaty

K I Gancell Help |

Specify thefollowing informationin thedialogtofill in deviceinformation. The specified informationisdisplayed as property
information of this software.

Embedding information tag: Specify an arbitrary device name in the device name and select "4" as the number of ports.
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i Register New Hub
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Pleaze enter the infarmation for the dewvice to be registered:

Ernbedding Infarmation (Required) | Op‘tiunl Display lcan Setupl
Device Mame HUE 1

mumber of pors 4

] I Gar‘n::ell Help |

Option tag: Fill in the product company name and the product name (optional) and don't fill anything in for the IP address.
Hub is displayed by clicking the <OK> button.

Because a port extension mechanism (hub) physically includestwo port units (hubs), each with four ports, re-execute the stepsfrom
b to create and display atotal of two hubs (device names should be different). In the following example, two hubs are created:

£ Manual Embedding Window

File Device Operation{C) Help

308 a|ala

[ [i] 2
1 I 3 I
i 2 HUB 2
1 I 3 I
HUB_1
0] Help

2. Connecting the lines with the manual embedding function in this software.

Draw the physical lines between the created port extension mechanism (hub), HBA ports and FC-CA ports.

a. Display the device connected with the port extension mechanism (hub)

On the Manual Configuration window, select [Operation] - [View Device] - [Add] from menu or [View Device] - [Add] from
the pop-up menu and choose server nodes and ETERNUS3000 model 50, GR710 devices which connected with the port
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extension mechanism (hub) from the " Availavle Devices' frame and then add them on the other side of the " Devicesto Show"

frame.

i fdd Device

amzag2lsh
Select devices to be shown,

~Availahble Devices
E3000mr200

E3000ms0
i E4rmson
| | WS
I| cR730-000002
£ te0

i ovTas
§ LoToo
i ovTazaR

== Acdd

== Delete |

~Devices to Show
il fire2a0-1

(0] 4 I Gancell Help |
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b. The added devices are displayed in the Manual Configuration window by clicking the <OK> button.

Manual Embedding Window x|
le Device Operation(C) Help

Fis/s|=|=

Fi

E3000mM50

] Help

C. Select [Operation] - [Physical Lineg] - [Edit] from menu. It is not necessary to select, if the check mark is aready displayed
at [Edit]. The physical lines can be edited while the check mark is displayed at [Edit].

4 Manual Embedding Window

File Device | Operation(C} Help
ﬁ n E Delete Regiztered Device

Create Mew Device
Niew Device

Physical Line EditipL
Cannect

Delete (Bl
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d. Select the port that isto be connected, drag and drop it to draw the physical line to the destination port.

£ Manual Embedding Window EI

File LCevice Operation{C) Help

dli|@|s|a|a

E3000mM50

] Help

The physical line connected to the destinotion port is displayed after drag and drop operation.
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£ Manual Embedding Window x|
File DCevice Operation{C) Help
i@ =]
o] 1]
1 3
HUEB_2
[ coa
CM# | Ca
[u] [u]
1 1
2 2
3 3
E3000mM50
0] Help

The physical connection between a port and other port can be created by selecting the source port and destination port, and
selecting [Physical Lineg] - [Connect] from pop-up menu. The physical line created as described is between the port extension
mechanism (hub) and the storage FC-CA port or the HBA port of the server node. If the port number of the port extension
mechanism (hub) differs from the actual port number of the device, thisis not a problem. The created physical line can be
deleted and another physical line can be drawn. To delete the physical line, select it, right-click it, and select [Physical Lineg]
- [Delete].

. Createall thephysical linesof portsthat should be connected to the port extension mechanism (hub), then select [Fil€] - [ Exit]
inthe menu of theManual Configurationwindow or select the<OK > buttoninthelower part to closethe Manual Configuration
window.

- 109 -



f. A dialog box "Do you want to update the administrative server with the latest information?"' is displayed. Select the <OK>

button.

swzagehlh
Do wou want to update the administrative server with the latest information?

Cancel |

The created physical lines and port extension mechanism (hub) are displayed by the click of the <OK> button.

Thefollowing figure showsthe Side view of storage. The storage connection environment includes port extension mechanism
(hub) devices (two manually embedded hub devices), an ETERNUS3000 model 50, and two server nodes. The physical lines

of their connections were created and edited in the Manual Configuration window.

Host 1

Host_2
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6.1.9 Calling Management Software

Call Management Software corresponding to a device icon of this software. Select and right-click the device icon to display a pop-up
menu. Selecting [Call management software] on this pop-up menu calls the Management Software.

If the device that you want to manage is not an ETERNUS3000 or GR device, you can change the Management Software call method.

To change the Management Software call method, edit the method by clicking the button that opens the Management Software Change
dialog from "Property" of the each device. (This software supportsboth URL call and direct command execution.) Thetelnet can be started
from the Management Software by describing it by the following formats.

Example: telnet://connected-server-name (Or, connected-server-| P-address)

6.1.10 Device recognition method (beacon function)

This software provides the Beacon function that causes the LED(s) of a device to blink as away of determining which device actualy
corresponds to the selected device icon. This function can be used even while devices are in operation.

Double-click adeviceicon of this softwareto display the Side view of the device. Select and right-click the deviceslisted in the Side view
to display their pop-up menus. Select [Blink Beacon] - [Start] from each pop-up menu so that the Beacon LED(s) of a device blinks for
three minutes. No menu with this selection isavailable for devicesthat do not support thisfunction. To stop blinking, select [Blink Beacon]
- [Stop] from the appropriate pop-up menu.

Use of this method for recognizing devices and support of the function are explained below.

Recognized devices Supported function
Fibre Channel switch LEDs of all the ports blink in turn.
Fibre Channel hub (Gadzoox) The power indication LED blinks.
HBA (GP7B8FC1A, GP7B8FC1-G and GP7B8FC1) | Thetwo LEDs (LINK and CHK) of the host bus adapter (HBA) blink at the
sametime.

HBA (PWOOSFC2A, PW0OSFC2-G, PWO0OSFC3 and | The LINK LED of the HBA blinks,
SEOX 7F11F)

HBA (SEOX7F12F) The selected host bus adapter (HBA) port LINK LED blinks.

6.1.11 Unregistering CA and HBA (FC adapter) icons

CA and HBA (FC adapter) icons (including a manually embedded device) can be deleted. An access path cannot be inherited for deleted
CA and HBA (FC adapter) icons.

1. Click the CA or HBA icon to be unregistered, and select [Fil€] - [Delete] from menu. Alternatively, right-click the CA or HBA icon
to display a pop-up menu, and select [Delete].

2. Click <OK> button to continue unregistration.

3. When the dialog shown below appears, access path settings of the selected CA or HBA (FC adapter) can be deleted. For example,
if aCA or HBA (FC adapter) isremoved, switch zoning and storage affinity settings of the CA or HBA (FC adapter) are not required.
This software can automatically delete such unnecessary security settings. If "Delete the access path” is selected in this dialog, all
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of the access path settings are del eted from the device to be del eted. If access path settings must be kept because you want to continue
operation outside management of this software, select Do not change the access path”.

Delete Device x|

= snzag2i40
@ fre wou sure vou want to delete GhY

AccessFPath Elimination Mode ID::: ot change the access path. _I

OF [ Caneel [ Help |

6.1.12 Other useful functions

* Wallpaper function

The following file created as a JPG file can be used as wallpaper for the map view of the GUI window Main view (when the entire
configuration is displayed). The $INS_DIR means "Destination Folder" specified at the Client installation.
The client must be restarted to reflect the wallpaper.

$INS_DIR\Client\eclipse\plugins\com.fujitsu.systemwalker.rcnr.client_x.x.x\icons\san_backimage.jpg
(x-x.x will be different depending on the product version.)

6.1.13 How to control the Eco-mode

This software can use the Eco-mode that controls the ON/OFF status for the disk drive spindle rotation for storage devices. While the
RAIDGroup that is being used from the server is being verified, the disk drive spindle rotation ON/OFF status for the RAIDGroup can be
controlled.

There aretwo Eco-modes: the " storage device Eco-mode" and the"RAIDGroup Eco-mode". The ON/OFF status can be set for each. When
the storage device Eco-mode is set to ON, the "E" mark showing that the storage device Eco-modeis ON is displayed as following.

F|gure 6 1 Display example of "E" mark in the Main view

L _E2000#1 E]

When the storage device Eco-mode is set to ON, the RAIDGroup Eco-mode can be set to ON/OFF.

When the RAIDGroup Eco-mode is set to ON and its schedule is set to "External”, the spindle rotation of the disk drive that is used to
configure the RAIDGroup can control the ON/OFF status. However, the Eco-mode operation for the "Uncontrollable RAID groups' can
not be done.
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The method for controlling the Eco-mode is explained below.

To enable the Eco-mode, log in as a privileged administrator (ensuring that the device has been registered in advance). The details of the
information displayed in window, refer to "B.7.12 Storage properties”.

Procedure to set the storage device Eco-mode to ON
1. Select either the Main view or Side view.

2. Click the deviceicon for the storage device for which the storage device Eco-mode is to be set to ON, and then perform either
of the following:

- Selects[Fil€] - [Property] from the menu.
- Right-click it, and select [Property] from the pop-up menu.
3. Click the [Eco-mode information and set] tab in the displayed property window.

4. When [Current Eco-mode setting] is OFF, click the <Change...> button.
When [Current Eco-mode setting] is ON, thereis no need to perform the following tasks since the storage device Eco-mode has
aready been set to ON.

5. A change Eco-mode settings dialog is displayed. Click the <OK> button.
This completes the procedure to set the storage device Eco-mode to ON.
Procedure to set the storage device Eco-mode to OFF
1. Select either the Main view or Side view.

2. Click the deviceicon for the storage device for which the storage device Eco-mode isto be set to OFF, and then perform either
of the following:

- Selects[File] - [Property] from the menu.
- Right-click it, and select [Property] from the pop-up menu.
3. Click the [Eco-mode information and set] tab in the displayed property window.

4. When [Current Eco-mode setting] is ON, click the <Change...> button.
When [Current Eco-mode setting] is OFF, there is no need to perform the following tasks since the storage device Eco-mode
has already been set to OFF.

5. A change Eco-mode settings dialog is displayed. Click the <OK> button.
This completes the procedure to set the storage device Eco-mode to OFF.
Procedure to set the RAIDGroup Eco-mode to ON
1. Select either the Main view or Side view.

2. Click the deviceicon for the storage device for which the RAIDGroup Eco-mode is to be set to ON, and then perform either of
the following:

- Selects[Fil€] - [Property] from the menu.
- Right-click it, and select [Property] from the pop-up menu.
3. Click the [Eco-mode information and set] tab in the displayed property window.

4. When [Current Eco-mode setting] is OFF, set the storage device Eco-mode to ON according to "Procedure to set the storage
device Eco-mode to ON".

5. After the storage device Eco-mode has been set to ON, click the <Eco-mode ON...> button.

6. A RAIDGroup Eco-mode ON settings dialog is displayed. Select the RAIDGroup for which the RAIDGroup Eco-modeisto be
set to ON, and then click the <OK> button.
The RAIDGroups for which the Eco-mode is set to ON and its schedule is "External” are not displayed in this dialog.

7. A confirmation dialog is displayed. If there are no problems, click the <OK> button.
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This completes the procedures to set the RAIDGroup Eco-mode to ON and to set the schedule to "External”. Asaresult, it is possible
to control the Eco-mode by software.

Procedure to set the RAIDGroup Eco-mode to OFF
1. Select either the Main view or Side view.

2. Click the device icon for the storage device for which the RAIDGroup Eco-mode is to be set to OFF, and then perform either
of the following:

- Selects[File] - [Property] from the menu.
- Right-click it, and select [Property] from the pop-up menu.
3. Click the [Eco-mode information and set] tab in the displayed property window.

4. When [Current Eco-mode setting] is OFF, set the storage device Eco-mode to ON according to "Procedure to set the storage
device Eco-mode to ON".

5. After the storage device Eco-mode has been set to ON, click the <Eco-mode OFF...> button.

6. A RAIDGroup Eco-mode OFF settings dialog is displayed. Select the RAIDGroup for which the RAIDGroup Eco-mode is to
be set to OFF, and then click the <OK> button.
The only RAIDGroups for which the Eco-mode is set to ON and its schedule is "External” are displayed in this dialog.

7. A confirmation dialog is displayed. If there are no problems, click the <OK> button.
This completes the procedure to set the RAIDGroup Eco-mode to OFF.
Procedure to start the disk drive that is used to configure the RAIDGroup
1. Click the <Start of disk...> button.

2. The"Start of disk" dialog is displayed. Check the [Device that permits access] field, and verify that there are no problemsif the
disk driveis started. Next, select the RAIDGroup for which the disk drive isto be started, and then click the <OK> button.

3. A confirmation dialog is displayed. If there are no problems, click the <OK> button.

A dialog showing that arequest was made to the deviceto start the disk driveisdisplayed. It takesawhileto start the disk drive.
To verify the status, check the [Status] field of [Eco-mode information on RAID Group]. At that time, it is possible to update
to the latest information by clicking the <Refresh> button.

Procedure to stop the disk drive that is used to configure the RAIDGroup

1. Set the Eco-mode of the RAIDGroup for which you want to stop the disk drive to ON according to "Procedure to set the
RAIDGroup Eco-mode to ON".

2. Click the <Stop of disk...> button.

3. The"Stop of disk" dialog is displayed. Check the [Device that permits access] field, and verify that there are no problemsif the
disk drive that is started is stopped. Next, select the RAIDGroup for which the disk drive is to be stopped, and then click the
<OK> button.

4. A confirmation dialog is displayed. If there are no problems, click the <OK> button.

A dialog showing that a request was made to the deviceto stop the disk drive isdisplayed. It takes awhileto stop the disk drive.
To verify the status, click the <Refresh> button.

_-ﬂlnformation

The stopping and starting of the disk drive that is used to configure the RAIDGroup can aso be performed using a command. For the
using method of its command, refer to as follows.

+ SolarisOSversion : "12.1.1.7 Disk control command (storageadm spindie)"
+ Linux version: "12.2.1.7 Disk control command (storageadm spindle)”

* Windows version: "12.3.1.8 Disk control command (storageadm spindle)”
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_-ﬂlnformation

When the following operations are executed, the control status for the RAIDGroup becomes to "stop request”.
* The power supply of storage device isturned off and on.
* The Eco-mode of the RAIDGroup is changed from OFF to ON.
* The Eco-mode schedule of the RAIDGroup is changed to "External".

+ The Eco-mode of storage device is changed from OFF to ON.

6.2 Correlation Window

Thiswindow displays correlation configurations in detail for a device. The Correlation window can display physical configurations such
as FC cable connections between devices as lines between devices. It can also display logical configurations such as Logical Volume and
RAID Group as elements (explained in a subsequent section).

6.2.1 Correlation window

The Correlation window can be invoked in one of the following three manners.
+ Clicking [Fil€] - [Corrélation Window] from the menu bar
* Double-clicking the device framed in black in the Side view

* Selecting the device in the Main view, Domain view or SAN View and executing [To Send] - [Correlation Window] on the pop-up
menu

The following explains how to view detail information on devices invoking the Correlation window.

Starting from the menu bar

Select [File] - [Correlation Window] from a view of the resource view or select [Correlation Window] in the pop-up menu of the Main
view, Domain view or SAN View. The Correlation window as shown on the lower right is then displayed.
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Dragging a device icon from the Main view, Domain view or SAN View and dropping it on the Correlation window displays detailed
information of the selected device in the Correlation window.

However, Fibre Channel switches, hubs, routers, and ports cannot be dropped on the Correlation window.

Starting from the side view

When the icon of adevice is double-clicked in the Main view, Domain view or SAN view, the Side view of that device is displayed. In
the Side view, the frame of the device selected in the Domain view or SAN view is displayed in black. The device with this black frame
isto be the currently selected device. When the device with the black frame is double-clicked in the Side view, the Correlation window
opens to display details of that device. At this point, the double-clicked deviceis displayed by selecting [Change Detail View] - [ON]. If
the Correlation window has already been opened, details of the device are additionally displayed in that window. When a device with no
black frameisdouble-clicked in the Side view, the Side view of that device opensto display that device with ablack frame. Fibre Channel
switches, hubs, routers, and boards are not displayed in the Correlation window. The following illustrates the flow of windows switched
with double-click.
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Several deviceicons can be selected in the Main view, Domain view or SAN view and dragged in the window. A device icon can be also
dragged to an existing Correlation window to add the device to it.

Starting from the pop-up menu

Click theicon of adeviceintheMain view, Domain view or SAN View to display the pop-up menu. By executing [To Send] - [Correlation
Window], the Correlation window is started and the detail information on the device isdisplayed in the Correlation window. The selected
deviceisdisplayed by selecting [Change Detail View] - [ON]. When the Correlation window is already active, the detail information on
the device is added and displayed in the current Correlation window. However, Fibre Channel Switches, hubs, routers and ports can not

be displayed on the Correlation window. The following flowchart illustrates the procedure after [To Send] - [Correlation Window] is
executed.
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Related management display check

When the Correlation window starts up, the dialog box below appears. Select a display method and |ocation where to acquire information,
and then click the <OK> button.

Related management display check |

@ ~The display method

% Related equipment is also displayed.

™ Only eguipment is displayved.

~Information acguisition place
" Systern equipment (the newest information)

¥ a management server {existing infarmation: mare high-speed than System equipment)

Gar‘n::ell Help |

The amount of detailed correlation information depends on the configuration used, so several minutes may be required to obtain detailed
correlation information. In particular, it takes along time to obtain detailed correlation information from a real device. However, once
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obtained, detailed correlation information is stored on the admin server. If "amanagement server" is selected astheinformation acquisition
placein this dialog for the next time the Correlation window is opened, correlation information is displayed relatively quickly, based on
the information stored on the admin server instead of that on areal device.

Moreover, the relating device is not able to be displayed by selecting "Only equipment is displayed" in the method of the display in this
dialog. To check the latest system device status in the Correlation window opened with this state, select [View] - [Refresh] from the
Correlation window menu.

The admin server does not have data when the Correlation window is first opened. Therefore, at this time, information is obtained from
real device regardless of the selection (management server or system equipment).

Correlation window
To display the Correlation window, drag & drop the device to the Correlation Window, double-click the device icon on the Side view, or
right click the deviceicon then select [To Send)] - [Correlation Window] to select [Change Detail View] - [ON].

Flle wiew Element Help
Dadslacaz oarn | |aSB AR D A A

L

i | ®
Davicassd  (Elemant Information) ¢ tatal @) eror ¥ waming D stop P uno 2ol | |

Selecting [Fil€e] - [New creation] from themenu inthe Correlation window clearsthe client window device datadisplayed inthe Correlation
window.

In the Correlation window, you can move icons easily. After operations in the Correlation window, you can return the window to the
default display by using [View] - [Zoom] - [Fit] or [View] - [Layout]. (For details, see "B.8.2 Menus'.)

Also, the UnknownC port is displayed as one device.
Notethat devices such asinternal bridge devices are displayed as externally independent devices of devicessuch asthe LT120 and LT130.

'_'_ﬂunformation
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For VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or VMware ESXi 3.5 (or later) environment:

When aVM host is specified and "Related equipment is also displayed.” is selected, all VM guests on its VM host are not displayed.
When aVM guest is specified and "Related equipment is also displayed.” is selected, its VM guest and aVVM host including its VM guest
are displayed.
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6.2.2 Displaying elements in a device

Selecting a device icon and then selecting [Element] - [Detail] - [Expand] in the Correlation window displays detailed information about
the selected icon. Alternatively, selecting [Detail] from the pop-up menu of a selected icon displays the same detailed information. The
window below shows detailed information of devicesin the server node. The detailed items of devices displayed in the window are called
elements.

Flle Wiew Element Help
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To return the display from detailed information to the original device icon, select the frame of the device, and then select [Element] -
[Detail] - [Collapse] inthe Correlation window; select [Detail] - [Collapse] from the pop-up menu, or double-click the frame of the device.

Select [Select] from the toolbar and double-clicking an area without an element (in the above figure, pale blue portion of [Inside Frame]
for adevice) displays the selected devicesin the full Correlation window, shown as below.

-120-



Flle wiew Element Help
Dadajaazm oagn:|vasR AR D 4 4|

@'; s e

B —— ) e B —— ) e B —— ) e B —— ) e

Ll

il | ®
D el !(EIementlnrurmMiun) M tatal @erm ¥ waening O step 7 ung | Angle | |

To display the original window, double-click an area without an element in the window.

Displaying details (detail information) of device icons makes the Correlation window seem complicated because the number of elements
becomes very large. For this reason, this software supports the show element function (see"6.2.7 Show element", for details) and element
integration function (see "6.2.8 Element integration”, for details) for a clearer window. These functions are as follows:

Theinitialization of the show element function are as follows:
* For the server node
Displays except MultiPath Driver (Slice) and Raw Device (Disk).
* For storage
Displays CA (Port), Affinity Group, LUN, Logical Volume, RAID Group, and Disk.
Elements which can be integrated are as follows:
* For the server node
DBMS (File type), DBMS (File), File System (Space), Mirror Driver (Volume), MultiPath Driver (Disk), Raw Device (Disk)
* For storage
LUN, Logical Volume, and Disk

Each device icon and each element icon in the Correlation window indicates the status of a device or element, as described in the table
below.

Icon state Color of icon frame Icon Description Action to be taken
normal Transparent or The deviceis operating None
green normally.
warning Yelow An warning-level error was Replace the faulty part, and

detected on the device.

The degraded level differs
depending on the unit type
and element type. For details,
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However, if amiddleware
element on the server nodeis
faulty, recover it while referring




Icon state Color of icon frame Icon Description Action to be taken

see "B.7 Resource View to the general description of the
Properties’. respective product.

->"8.1 Windows Displayed in
the Event of aFault and

Troubleshooting"
error Red @ An error was detected on the | Replace the faulty part, and
device. execute recovery processing.

However, if amiddieware
element on the server node is
faulty, recover it while referring
to the general description of the

The degraded level differs
depending on the unit type
and element type. For details,
see "B.7 Resource View

Properties’. respective product.
->"8.1 Windows Displayed in
the Event of aFault and
Troubleshooting"
stop Green ﬂ Theresourceis stopped and None
not available.
fatal Red b4 An error occurred in this None
resource, and the resource is
not available.
unknown Grey "? The status cannot beobtained. | None
timeout Gray The deviceisregistered with | The power supply of the device

this software but cannot be may be off, or Agent may not be
recognized by the software. operating, or aLAN error may

The device properties have occurred.

displayed by the GUI contain | If you changed the IP addresses
the values retrieved the last manually, also refer to "9.1.2
time the device was Changing the operating
recognized. If aFibreChannel | environment" and perform
switch enters this state, the operations to reflect the changes
GUI does not display any of the IP addresses.

Fibre Channel physical line
under control of the Fibre
Channel switch. In addition,

If the device uses the SNMP
protocol for communication, the
community name of the device

the sowaare does not ath may differ between the target
re(.:ognlz.e ar.1y accessp device and admin server. If the
using this Fibre Channel

community name of the target
device has been changed, set the
community name by referring
to "C.2 sanma.conf Parameter",
and reflect the setting file on this
software.

switch. Accordingly, the GUI
indicates errors for all such
access paths.

->Check the device status, and
click [View] - [Refresh].

undefined Violet Theunit (device) isundefined | Define the unit (device) in the
in this software. resource view.

Detailed information about each element can be displayed in the Properties dialog. The storage system status can easily be determined
because the Properties dialog can be displayed for all elements. In the examples shown below, the MultiPath Drive element and
ETERNUS3000 RAID Group element are selected for the Properties dialog.

After selecting an element to display detail information, select [Property] from the pop-up menu or double-click the element.
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Each property valueis explained in "B.9 Correlation Window Properties’.
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6.2.3 Displaying path statuses

Y ou can determine the current statuses of the access path and multipath from their colors.

For access path status display, see "6.3.2.4 Access path status display”.
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The multipath statusis displayed as follows:

Multipath status Color Description Action to be taken
normal Black The multipath is operating. | None
warning Yellow The multipath is stopped or | If the multipath isin this status, use of one of the
is not operating under access paths making up this path resultsin an
multipath management. error. Take appropriate action for the access path
error accordingto "8.1 Windows Displayedinthe
Event of aFault and Troubleshooting”.

6.2.4 Registering and unregistering application elements

Agent cannot recognize user business processes running separately and other applications operating on a server. For this reason, this
software supports a function that enables applications to be created manually. Application elements are elements displayed in the
Correlation window.

Y ou can manually create application elements and associate them with DBM S (Data Base), file system, and raw device, etc. Y ou can aso
select several elements and register an application. Select the elements that you want to associate, and then select [Creation] - [Create
application] from the pop-up menu. The following Creating Application dialog appears:

[} Create application b x|
Creation infarmation

Mame of Application ||

Administratar infarmation: I

Management Software :I

Memo infarmation:

]34 Cancel Help

For Name of Application, specify an application name related to the selected element (required).

For Administrator information, specify amanager namefor thisapplication (optional). The specified manager nameisreflected in property
manager information about the element.

For Control URL, specify the URL for starting Management Software of this application or acommand execution method (optional).

For Memo information, enter memo information (optional). The memo information entered here is reflected in element property memo
information.

These settings (except Name of Application) can be changed with the change button which existsin the property of the application element.
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Y ou can delete aregistered application. Select the application to have to be deleted, and then select [Delete] - [Delete application] on the
pop-up menu.

You can aso add a link between an application and an element. Dragging the element and dropping it on the application displays the
dialog shown below. Selecting <OK> button in this dialog adds a link between the application and element.

Confirmation X

@ Haz a link with the application been configured?

Oancell Help |

Conversely, to delete the link between an application and an element, select the link, and then select [Delete] - [Related deletion with an
application] from the pop-up menu. Y ou can delete several links from the same application.

Q{ Note

If information about associated elements (e.g., DBM S (database) or file system) cannot be obtained when reread information is registered
after application registration, the application icon is displayed in the warning color. Each element that uses old database information and
cannot obtain the current information is displayed in gray.

In such cases, check for why theinformation could not be obtained (e.g., whether DBM Sis operating normally and whether thefile system
configuration of the server node containing access paths and other configurations are correct). The elements of this status can be associated
with the application.

If an element is unnecessary because of a change in operation or other reason, delete thelink to it or the related application.

If an admin server name or an | P addressis changed, application information isnot inherited. In such cases, register the application element
again.
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6.2.5 Route search

By clicking the Route Search Execution icon on the toolbar on the Correlation window while selecting a device icon or element, this
displays al of the correlated device icons, element icons, and links in distinct colors. A device icon or element selected is displayed in
different colors from the corelated device icons, element icons, and link. Clicking the Route Search Clearance icon on the on the toolbar
clears the route. The following shows examples of the operation:
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The upper figure above shows a Correlation window displayed after the Route Search Execution icon on the toolbar is clicked. The lower
figure above shows a Correlation window displayed after the Route Search Clearance icon on the toolbar is clicked. Even if the device
icon display is changed to the device detailed information display, an integration icon is changed to a table element, or alayer is added
with the show element function, the display of the route can be kept up. The following shows examples of operation.
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The upper figure above shows a Correlation window displayed after atableis selected from table elementsfor Logical Volume of storage
and the Route Search Execution icon on the toolbar is clicked. The lower figure above shows a Correlation window displayed after an
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LUN integrationicon of storageisdisplayed asatableelement. Asshowninthefigure, sinceroutesearchisstill effective, simply expanding
the LUN integration icon into atable element providesinformation on LUN correlations. Thefollowing explainsthese features using some
operation examples.

[Check all the disk related to a certain application]

To determine the disk and storage that contains the disk area used by the application, select the application and click the Route Search
Execution icon from the toolbar in the Correlation window. A window opens to show the related element icons and links in the colors
shown below. Y ou can now easily determine which disk of which storageis being used.

g._z] Note

In aLinux server node equipped with PG-FC 105 (driver version V4.20q.1), PG-FC 106 (driver version V4.20g.1), PG-FCD101 or PG-
FCD102, you cannot determine the disk areas that are used by the application because routes beyond the HBA port cannot be searched.

|0
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fpplication =election A
lﬁ PP .

£l 14
= e
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which it waz %\K_
indecated by 4

- :
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uzed i1

[Checking the multipath configuration]

To determine a multi-path configuration, select a multi-path driver element and click the Route Search Execution icon from the toolbar
in the Correlation window. A window opens to show the related element icons and links in the colors shown below. Y ou can now easily
determine which path and route are being used.

g__z] Note

In aLinux server node equipped with PG-FC 105 (driver version V4.20q.1), PG-FC 106 (driver version V4.20q.1), PG-FCD101 or PG-
FCD102, you cannot determinethe multi-path configuration beyond the HBA port because routes beyond the HBA port cannot be searched.
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[Check all the applications related to a certain disk]

To determine the application of the server node using the disk, select adisk element and click the Route Search Execution icon from the
toolbar in the Correlation window. A window opens to show the related element icons and links in the colors shown below. Y ou can now
easily determine which application of which server node uses the disk.

In aLinux server node equipped with PG-FC 105 (driver version V4.20g.1), PG-FC 106 (driver version V4.20q.1), PG-FCD101 or PG-
FCD102, you cannot determine which application uses the disk because routes beyond the HBA port cannot be searched.

It turns out that
the applization by
which it was

indecated by the
color influences

Broken disk
zelection

When AffinityGroups are linked to ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series,
ETERNUS2000, ETERNUS4000, ETERNUSB000 or ETERNUSG000, the AffinityGroup not used is not subject to aroute search. Thus,
the element icon of the AffinityGroup not used is not displayed in color. If aroute search is executed by selecting the element icon of the
AffinityGroup not used, only the specified icon is displayed in color.
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6.2.6 End to End list display

The End to End list is displayed at the bottom of the Correlation window when selecting [View] - [List] from the menu bar of Correlation
window. TheEnd to End list displaysthelist of correlated el ement. When the check on[View] - [List] from the menu bar of the Correlation
window is removed, the End to End list becomes non-display. Default is non-display. When select the device and display Correlation
Window, select "Related equipment is also displayed.”(The display method) in adialog of "Related management display check".

The display form of the list is different according to connected pattern of the access path. Therefore, select the tab to switch the display
of End to End list. Connected pattern which can be displayed is as follows:

*Access path connection between a HBA port and a CA port

+Access path connection between aHBA port and other HBA port

*Access path connection between a CA port and other CA port

*Access path connection between a HBA port and a UnknownFC port
*Access path connection between a CA port and a UnknownFC port

*Access path connection between a Unknown port and other UnknownFC port

The tab of thelist isn't display when the list does not exist. Moreover, End to End list isn't displayed when the al lists don't exist even if
the [View] - [List] menu is checked. [List] menu of the menu bar is displayed in the gray.

Figure below isthe End to End list of the system which connects the access path between the HBA port and the CA port and between the
HBA port and the UnknownFC port. It is the example of the display when the tab between the HBA port and the CA port is selected.

HBAPor-CAPort | CAPor-CAPart
Kind of AccessPath File Systern (Mount Paint) | File Systerm (Dormain) | Mirrar Drive (Waolurme)
fipfcal-CAdx12:Port0 sfxfs fgdsivoll META wolurme0d001 |
fipfcal-CAdx12:Port0 sfxfs fgdsivoll META wolurme0d001 —
fipfcal-CAdx12:Port0 sfxfs fgdsivoll DATA, wolurme0d001
fipfoal-CAQx12: PortO sfyfs fydsiealdl DATA, volurme(001 b
] »

Selecting [File] - [CSV preservation of alist] from the menu bar in the Correlation window saves the End to End listin aCSV file.

Selecting [Visible] from the header pop-up menu provides ON/OFF check boxesto turn visibility of itemsin the End to End list on or off.
However, it cannot set all itemsinvisibility. All items are saved when the list is saved to aCSV file, regardless of whether display or non-
display is selected for items.

6.2.7 Show element

Displaying details (detail information) of device icons makes the Correlation window seem complicated because the number of elements
becomes very large. For this reason, this software supports the show element function that provides a clearer Correlation window.

The show element function specifies whether to display the elements on each layer. Select [Element] - [Visible] from the menu bar in the
Correlation window, or select [Visible] from the pop-up menu. The dialog box shown below on the left appears. In the dialog box, select
the elements to be displayed. The following dialog box has the default displayed element settings when the server node is selected. All
check boxes except those of MultiPath Driver (Slice) and Raw Device (Slice) are selected. The Correlation window displayed at thistime
is as shown below on the right.
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AS shown below on the left, removing the check of check boxes of File System and Mirror Driver layers hidesthe selected layers as shown
below on theright.
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Likewise, you can check and uncheck any check boxesin the Show and Hide dial og to adjust the elements displayed in the window. Check
box selection is disabled in cases where the minimum amount of information, such as an HBA (port) data, is displayed as required; and
in such cases, the contents displayed cannot be controlled.

Settings of this check box are saved to the client. When all the same kind of Unit is selected in Reflection in the dialog of Layer Property,
the settings are reflected in all the same kind of units. When only this Unit is selected, the settings are reflected only in the unit currently
selected. It classifies it as homogeneous Units is sorted by OS for the seven node and by product name for the storage.
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6.2.8 Element integration

Displaying details (detail information) of may make the Correlation window seem complicated because the number of elements becomes
very large. For thisreason, this software supportsthe element integrati on function that providesaclearer Correlation window. Theelements
integration function integrates and displays elements that can be integrated. The elements which can be integrated are as follows:

* For the server node

Raw Device (Disk), MultiPath Driver (Disk), Mirror Driver (Volume), File System (Space), DBM S (Database), DBMS (File), DBMS

(File Attribute)

* For storage
LUN, Logica Volume, Disk

Element integration icons are bigger than other icons. To distinguish element integration icons from other icons, a positive sign (+) is

added to the upper left of element integration icons.

The integrated elements can be displayed as the following table (table element) when selecting [ Table Element] - [ON] from the pop-up

menu while selecting the element integration icon or double clicking the element integration icon.
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By integrating elements, more easily viewable screen can be displayed. However, this setting is not saved. The element integration icon

is displayed when the Correlation window is reactivated.

To return the table element, to the element integration icon, select [Table Element] - [OFF] from pop-up menu while selecting the table

element.

Select the element integration icon which wants to be displayed and select [Property] from pop-up menu to display detailed information
on each element. For information about each property, see "B.9 Correlation Window Properties”. The following example is properties of

DBMS Files (Oracle).
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File Mame File Status | Status Das-::riptinn[ Log Group Number
export/disk2foracle/OraHomel foradatahop/controld]. il narmal CURRENT
fexport/disk2foracle/OraHomel /oradatahop/control02. cil normal CURRENT
export/disk2ioracle’OraHome foradatahop/controllE. ctl normal CURRENT
exportfdisk2foracle/OraHomel foradatahop/cwmiite0l dbf normal OMLINE
export/disk2foracle/OraHome 1 foradatahop/draye01. dbf | normal ONLIME
exportfdisk2foracle/OraHomel/oradata/hopfezampledl.dbf.  normal OnNLIMNE
exportidisk2foracle’OraHome foradatahopsdind«d01 . db{ narmal ONLINE
export/disk2foracle/OraHome foradatahopfodm0. dbf normal ONLIME
fexport/disk2foracle/OraHome 1 /oradatahopdsy stem1. dbf normal SYSTEM
farnndidisk MaracleNraHamal faradat ahanftanlaNt dkf rrr al Mkl IMIFE I

0k |

To correlate the element in the element integration icon with the application, first, execute the operation to display the element integration
icon as the table element. Next, select the elements (element table) that first make are to be correlated as follows and select [Creation] -
[Create application] from pop-up menu. It is aso possible to select two or more tables as shown in figure below.

File Wiew Element Help
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To display the correlation between the application and the table element is, click the application whose correlation is to be displayed and
click the Route Search Execution icon from the toolbar, and the correlating table is displayed in the color. For information about route
search, see "6.2.5 Route search”.

To search the route of the element in the element integration icon, first, execute the operation to display the element integration icon as
the table element. Next, click the [Route Search Execution] icon from the toolbar. Then, when selecting the element which wants to be
displayed from the table, the correlated elements are displayed in the color.
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When searching the route, the color of the correlated table, which isin the table element, is changed when the element integration icon is
displayed as the table element. Which element correlates can be easily recognized.

When large-scale configuration storage such as ETERNUS DX 400 series, ETERNUS DX8000 series, ETERNUS4000, ETERNUS8000
or ETERNUS6000 is displayed on the Correlation window, the Correl ation window can ook complicated though it depends on the model
and the configuration. For that reason RAID Group Integration function is supported as a function to make the screen look simple. By
using thisfunction, the number of the displayed element can be decreased and the display timefor the Correl ation window can be shortened.
If the large-scal e configuration storage exists in the system, it is suggested that RAID Group integration mode should be switched on.

2, See

For setting of RAID Group integration mode, see "C.11 RAID Group Integration Mode Definition File".

The following figures show the Correlation windows in case that RAID Group integration mode is OFF and ON.
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Figure 6.3 Display example when RAID Group integration mode is OFF
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Figure 6.4 Display example when RAID Group integration mode is ON
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6.2.9 Disk allocation

Thisisafunctionthat can display thelocation of disk all ocation of storage. Sel ect the storage which hasto be displayed and select [ Element]
- [Action] - [Disk Map] from the menu bar. The following disk allocation is displayed:

-137 -



[EY Disk Map

Device name Basze Rack | Expansion Rackl
ES000MC-0000000022 Up (DEDxOC ~ DEOxOF) | Genter (DE0x0S - DEOxDEY | Down (DE0x04 — DE0xOT)
Digks RAIDGroup = = ~|
Tatal | a RAID Lewel
Assigned | a7 Slat 10
Mot Assiened| 12 = = = &=
RAIDGroup
Dizk Details RAID Level
Swstem Disk | a2 S
Data digk | 50 @ a a a
Hot Spare | 15 RAIDGroup
D. Hot Spare| = RAID Level
Rack Image Slota a a‘ @
RAIDGroup
RAID Lewe|
o [ e
RAIDGroup
RAID Lewel
IIII ["]I][I Slot a a
IIII RAIDGraup
RAID Lewe|
GE
nﬂuﬂ Slot S a a
Baze Extl RAIDGraup
RAIDGroups (A (o
Group Level TPP | MHum| Color Slot 4 rﬁ.' rﬁ.' r,_\.- rﬁ,
0=0007 FAIDT - 2 ~ H E E E
0=0008 RAIDT+0 0x0004 | 4 RAIDGroup ot s Hot & Hot 5 Hot 5
0x0009 RAIDS 0x0005 | 4 RAID Level ol S oo o eReE
0000 & RAIDT+0 Ox0004 | 4 s
0x000E RAIDT+0 O=0004 | 4
O000C RAIDE Ox0008 | 4 RAIDGroup g a a a
System 32 RAID Lewel ]
Hot Spare 15 5 DE-ID 0=0C DE-ID 00D DE-ID 0:0E DE-ID D:0F
< g

ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000 and
ETERNUS GR740 may be offered in aformat that one case is equipped with several racks. To make it clear how disks are deployed on
respective racks, information is displayed on each tab by rack. Selecting the tab of arack you want to view displays disk information
corresponding to the rack.

The device name indicates the name of a selected storage device.

Assigned disk information indicates the number of disks assigned to RAIDGroups. System disks (displayed as system) are classified as
assigned disks. Hot sparesand Dedicated Hot Spare are classified asassigned diskswith disk iconsdisplayed asHS. A common RAIDGroup
isidentified in the same color. The disk locations can easily be recognized on this window. Unassigned disk information indicates the
number of disks mounted on the storage but not assigned to RAIDGroups. A disk icon displayed in white represents an unassigned disk.

The total number is the sum of assigned and unassigned disks. The locations of disks that are not mounted on the storage are indicated
with disk iconsin gray.

Groupsin RAID information indicate RAID groups. Levelsindicate the RAID levels of the corresponding RAID groups, TPP indicates
the TPP numbers belonging to the RAID groups, the number indicates the number of disks making up the corresponding RAID group,
the color schemes indicates the corresponding RAID groups.

If no TPP belong to a RAID group, then ahyphen (-) is displayed instead of a TPP number.

The disk arrangement corresponds to the actual device deployment. Slots are deployed from the left to right for GR series and from the
right to left for ETERNUS series. DE-ID on the |€eft indicates the drive enclosure ID.
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A dedicated hot spare isindicated by a disk icon and the text "HS", with the assigned RAID group number displayed at the top and "D.
Hot Spare" displayed at the bottom.

If adisk fails, the frame of that disk isdisplayed inred. If this disk is aternated with a hot spare, the hot spareis displayed in the assigned
color. Placing a mouse on afailed disk brings up the detailed error information.

TheRAID group information and disk arrangement windows correl atewith each other. SelectingaRAID group in RAID group information
causes that the disks related to the RAID group are displayed in distinct colors on the disk arrangement window. Selecting a disk on the
disk arrangement window causes that all disks in the RAID group configuring the disk and the RAID group in RAID information are
displayedindistinct colorsaswell. When aselected RAID group belongsto arack currently hidden, tabsfor therelated disks are displayed.

;ﬂ Note

The disk allocation function does not support the following devices.

+ ETERNUS DX90, ETERNUS DX400 series, ETERNUS DX8000 series

+ Theenclosure for 2.5 inch drive

*+ The model upgraded device

6.2.10 Initialization of each display

Theinitialization of the Correlation window is shown below. The End to End list isan initial display when the access path between HBA
port and CA ports is connected.

Element name End to End list Show Element Description
element integration

Business (Application) Yes Yes - Indicates an application. This element can be
created manually.

DBMS (Data Base) Yes Yes Yes Indicates a database unit.

DBMS (Filetype) Yes Yes Yes Indicates a database file type.

DBMS (File System) Yes Yes Yes Indicates a database file.

File System (Mount Yes Yes - Indicates the mount point of the file system.

Point)

File System (Domain) Yes Yes Yes Indicates the space (area) used by the file system.

Mirror Driver (Volume) Yes Yes Yes Indicates amirror disk volume.

Mirror Driver (Group) Yes Yes - Indicates amirror disk group.

Mirror Driver (Disk) Yes Yes - Indicates amirror disk.

Mirror Driver (Class) - Yes - Indicates amirror disk class.

Multipath Driver (Slice) Yes - - Indicates a multipath slice.

Multipath Driver (Disk) Yes Yes Yes Indicates a multipath disk.

Raw Device (Slice) Yes - - Indicates a Raw device slice. However, only the
slices used from DBMS, File System, Mirror
Driver, and MultiPath Driver are displayed.

Raw Device (Disk) Yes Yes Yes Indicates the Raw device disk of storage
connected from an HBA.

HBA Yes Yes - Indicates the FC-HBA card of a server node.

HBA (Port) Yes Yes - Indicates the port installed in an FC-HBA card.

Switch (Port) Yes Yes - Indicates a Fibre Channel switch port.
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Element name End to End list Show Element Description
element integration
CA (Port) Yes Yes - Indicates the port where a storage channel adapter
isinstalled.
CA Yes Yes - Indicates a storage channel adapter.
CM Yes Yes - Indicates a storage controller.
10B - Yes - Indicates a storage | F unit.
Router - Yes - Indicates a storage router.
DA - Yes - Indicates a storage device adapter.
Affinity Group Yes Yes - Indicates a storage affinity group (= zone).
(also called ZONE)
LUN Yes Yes Yes Indicates the LUN number of alogical volume
defined in a storage affinity group (= zone).
Logical Volume Yes Yes Yes Indicates alogical volume (= LUNV, OLU) of
(=LUNV, OLU) storage.
Thin Provisioning Yes Yes - Indicates a physical disk pool of storage.
Pool (=TPP)
RAID Group Yes Yes - Indicates a RAID unit of storage.
Disk Yes Yes Yes Indicates a single disk unit of storage.
DE - - - Indicates a storage disk enclosure.
Battery/Capacitor - - - Indicates a storage battery/capacitor.

6.2.11 Other useful functions

* File handling

Selecting each menu in [File] from the Correlation window menu bar enables you to read the configuration data displayed in the
Correlation window from afile and save the data to afile.

Menu command name Description

Open Readsand displaysconfiguration data. Thedatadisplayedinthecurrent Correlation
window is cleared.

Save Saves the configuration data displayed in the current Correlation window to the
currently specified file.

Save As Savesthe configuration datadisplayed in the current correlation window ina* .ccw
filewith anew name.

CSV preservation of alist Saves the contents displayed on the End to End list to the specified filein the CSV
format. Other applications can use the saved contents because the contents are in
the CSV format.

* Print

Selecting [File] - [Print] from the Correlation window menu bar enables the Topology map (frame where the device is displayed) to
be printed in the format specified in Page Setup.

Asfor the size of the form and the layout when printing, a specified value in [Page Setup] is given to priority.
* Page Setup

Selecting [File] - [Page Setup] from the Correl ation window menu bar displaysthefollowing dialog in which you can set apage format
for printing:
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Page Setup
¥ Print Entire Graph = Print Current wind. . ™ Print Current Select...
—Scale By —hargins (inches)

= Pages Fage Columns: |1_ Left: |EI.5 Right: ID.5
" Actual Size Page Rows: |1_ Top: IEI.E Bottom: ID.E

" Zoorn Level ~Multipage Printing
¥ Print Page Mumbers

~Caption

v Print Crop Marks
[ Print Caption Font... | g p

Untitled ~Other

Al
ll [~ Print Backgrounc
|

Fosition: |Bottom Right [ Print Grid

¥ Print Border Caolar... |

Cancel | Default Fage Setup...

(Print range)
- Print Entire Graph
Prints all objects (including undisplayed objects) on the Topology map.
- Print Current Window
Prints only the objects displayed on the Topology map.
- Print Current Selection
Prints only the objects currently selected on the Topology map.
[Scale By] (Scaling)

_Pwes

Prints the map on pages measuring "Page Columns (horizontal) x Page Rows (vertical)".

Note: The map is not printed if 0 is specified for Page Columns and Page Rows.

- Actual Size

Prints the map with the default icon size as areference.

Note: The map is not printed if 0 is specified for Page Columns and Page Rows.

- Zoom Level

Prints the map in the currently displayed size.

Note: The map is not printed if 0 is specified for Page Columns and Page Rows.

[Caption] (Title)
- Print Caption
Adds thetitle displayed in the text area.
- Font...

Sets thetitle font.

- 141 -




Note: If thedialog is closed and then opened again after the font has been changed, the font setting is reflected in the text area.
- Position
Sets the title position.
[Margins(Inches)] (Margin)
[Multipage Printing] (Setting for printing multiple pages)
- Print Page Numbers
Prints the page and the coordinates at which the page is located on the map.
- Print Crop Marks
Prints the page including only the edges and border lines of adjacent pages, if they are contained in the screen.
[Other] (Others)
- Print Border
Prints the page including the page margin and the border lines of adjacent pages between screens.
- Color...
Specifies a border line color.
- Print Background
Prints the background. (Unsupported)
- Print Grid
Prints ruled lines. (Unsupported)
(Lower button)
- Default
The setting of this "Page Setup” dialog is returned to default.

- Page Setup...
A common page setting dialog to Windows is displayed.

+ Overview

Selecting [View] - [Overview] from the Correlation window menu bar displays the Overview. The Overview displays the whole
correlation structure in the window. The Overview linked with the Correlation window. The red frame in the Overview indicates the
range of display intheactive Correlation window. When thered framein the Overview ismoved, therange of display inthe Correlation
window is moved accordingly. In addition, when the red frame of the overview is scaled, the range of display in the Correlation
window is scaled accordingly.
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* Marquee

Marquee is used to display only the portion selected in the Correlation window. By selecting [Marquee] on the Correlation window
toolbar and specifying the range of display, you can display the selected portion in the entire Correlation window. In the following
figure, the range of display of the selected portion is specified with the toolbar Marquee icon selected. However, when the mouse
cursor is moved to the table element, it is changed from the [Marquee] to the [Select]. Move the mouse cursor to other than the table
element, and select the range again.
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As shown in the following figure, the portion within the specified range is displayed in the entire Correlation window:
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* InteractiveZoom

To magnify or reduce the display in the Correlation window, use InteractiveZoom together with the mouse. To magnify the display
in the Correlation window, select [InteractiveZoom] on the Correlation window toolbar, and move the mouse down while holding
down theleft mouse button. M oving the mouse up reducesthedisplay inthe Correl ation window. Thefollowing figure showsmagnified
and reduced displays in the window. However, when the mouse cursor other than the table element, it is changed from the
[InteractiveZoom] to the [Select]. Move the mouse cursor other than the table element.
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+ Cadl management software
The Management Softwarefor each element can beinvoked from the Correl ation window. In each property, the Management Software
is displayed asfollows.
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i Basic information .I mirrorDiskyolumelnformation-1 | MirrorDiskvolumelnformation-2 |
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Status Description:  [PRIVATE

Wersion: |50t Basic Software 4.1.1
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Ok |

Clicking the URL displayed for "Management Software" displays related Management Software as shown in the following figure:
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* Layout

Deviceicons and element icons can be displayed with different layout logic (algorithms). To use the function, select alayout icon on

the toolbar.

The hierarchical layout (Hierarchical) is usualy selected. Selecting other layouts, however, enables you to check the relationship
between devices from different perspectives.
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* Orthogonal Line Mode

The element arrangement is displayed by orthogonal line mode when selecting [View] - [Orthogonal Line Mode] from the menu bar
of the Correlation window, and the display of the portrait can be shortened. Thewindow displayed in orthogonal linemodeisdisplayed
as follows. However, the orthogonal lineis not displayed between device icons.
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+ Table Element Display Magnification Setting

When [Table Element Magnification] of [Element] is selected from the menu bar of the Correlation window, the dialog of the table
element display magnification setting is displayed. The magnification to which the table element is displayed can be set in thisdial og.
Thedisplay magnification which can be set to therange 1-100. All the tabl e elements displayed in the Correl ation window aredisplayed
at the set display magnification.

Moreover, the default of the display magnification istwice. The display magnification set in thisdialog is saved in the client. Even if
the display magnification of the table element is enlarged, the screen size does not grow. Therefore, even if the display magnification
of the table element is enlarged more than a current value, the table element might seem not to be displayed greatly. However, the
element icon and an integrated element icons other than the table element are actually displayed small.

+ Correlation Window Unit Start

In the Correlation window, the function (SaveAs) to save the composition data displayed in a present Correlation window in the file
and the function (Open) to read this composition data and display is supported. The saved composition data can be displayed on the
window of the client which exists in another place by using this function. However, when the administrative client which existsin
another place is not connected with the admin server, the saved composition data cannot be displayed on the window. Therefore, a
Correlation window unit start is supported in this software.

When saved composition data (CCW file) is double-clicked, the Correlation window is started. This operation becomes the same
operation as the selection of the file from the Correlation window by selecting [Fil€] - [Open] from the menu.

QT Note

If one Correlation window is opened to display the composition data stored in afile and another Correlation window is opened to
display different composition data before retrieval of the composition data for the first window is completed, the first Correlation
window may freeze. Do not open more than one Correlation window at the same time to display composition data. If the Correlation
window freezes, forcibly close the window by using the task manager. Then, perform Correlation window unit start again.
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6.3 Access Path Management

6.3.1 What is an access path?

In this software, the logical paths of server node and storage devices are defined as access paths.

Access paths are generated by the following access control functions of the server node, Fibre Channel switch, and storage.

Server node storage affinity

Fibre Channel adapter manufacturers provide host storage affinity. To set the definition of a channel adapter (CA) that can be accessed
and the 1D of the corresponding server node side, write the world wide port name (WWPN) used by Fibre Channel for the CA on the
storageside, inthedefinition file. Host storage affinity isalso called LUN mapping or WWPN binding. Thissoftwarerefersto thisfunction
as storage affinity. Define the settings of this function in definition files such as /kernel/drv/sd.conf and /kernel/drv/fjpfca.conf
(PWOOBFC2A, PW008FC2-G, PW008FC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1, SEOX7F11F, SEOX7F12F), /kernel/drv/sd.conf
(SN10-FCO01, INI), /kernel/drv/Ipfc.conf, or Ipfs.conf (L P-9000, 9002S, 9002L, 9802, 10000).

Solaris OS environment HBAs supported in this product all support this function (except SEOX7F21F, SEOX7F22F, X SEFC401AF,
XSEFCA402AF, SG-XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-X PCI 1FC-QL 2, SG-X PCI 2FC-QF2-Z, SG-X PCI 1FC-QF4, SG-X PCIE2FC-
QF8, SG-XPCIE2FC-EM4 and SG-X PCIE2FC-EM 8). Windows/Linux/HP-UX environment HBAsdo not support thisfunction, however.
To collect the information described above, Agent must be installed.

Fibre Channel switch zoning

Switch manufacturers provide Fibre Channel switch zoning. Information such as the WWN/port number used by Fibre Channel for the
host bus adapter (HBA) on the server node side and the WWN/port number of channel adapters (CAs) on the storage side is combined in
azone unit, and access from ports other than the port defined for the zone are restricted.

Storage host affinity

Storage manufacturers provide storage host affinity. The storage side recognizes the WWPN of the HBA on the server node sidein order
to restrict access. Associations of WWPNs of HBAs with storage areas (AffinityGroup/Zone) can also be set.

ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX 8000 series, ETERNUS2000, ETERNUS4000 (except models
80 and 100), ETERNUS8000 and ETERNUS6000 refer to storage host affinity as " Set Affinity Group", " Set Host-Affinity Group".
ETERNUS4000 models 80 and 100, ETERNUS3000 and ETERNUS GR series refer to storage host affinity as "Host Table Settings',
"Zone definition”, "Host Affinity".

Integrated access path control

This softwareintegrates and manages these functionsto facilitate definition of settingsthat make use of the characteristics of SAN security
and each function.

This software currently supports storage affinity only for the Solaris OS server node and host affinity only for the ETERNUS DX60/DX80/
DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000,
ETERNUS6000 and ETERNUS GR series. Anincrease in the number of devices supported by this software is scheduled. Without using
storage affinity and host affinity, it can control access paths only by using the zoning function of Fibre Channel switches. It controls access
paths according to the functions and settings of individual devices.
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6.3.2 Access path display (display of the logical relationship between a
server node and storage systems)

This software gathers information from each device and displays the status of access paths or the status of logical access paths from the
server node. This function is effective for verifying the validity of system configuration setup and recognizing the effect of a resource
error because it enables the logical relationship in the more complicated SAN environment to be easily determined.

In the Solaris OS versions, only PWO0BFC2A, PW008FC2-G, PW008FC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1, SEOX 7F11F and
SEOX7F12F can display access paths with FC-AL connections. In the Windows versions, only Fujitsu GP5-FC102, PG-FC102, PG-
FCD101, PG-FCD102 and Qlogic HBASs can display access paths. If the server node operates under the Solaris OS and the storage system
isalibrary, tape, or bridge device, only the following tape driver can display access paths:

s, ftla, fsct, IBMtape, mt, Ib, sg.

6.3.2.1 Access path display in the host view or storage view

The"Server Nodeview" and " Storage view" can be used to check access path display. In each view, enable access path display by selecting
[View] - [Show/Hide] from the menu and checking [Access Path View]. Physical paths are displayed in black, and access paths are
displayed in blue, yellow, or red.
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6.3.2.2 Access Path display from a server node

Clicking an HBA displays in light blue all access paths managed by the HBA and the area alocated to the HBA for storage (for the
ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000,
ETERNUSB8000, ETERNUS3000, ETERNUS6000 and ETERNUS GR series, itemsup to the Affinity Group (zone) number aredisplayed).

To determine which device file in the server node is associated with one of these displayed access paths, check "Properties’ of the HBA,
or open an access path dialog box from the list in " Access Path Information™ shown in the following figure.

If the Solaris OS devicefileis cxtyd* s*, for example, the control number is x and the target 1D of access path information isy in HBA
"Property”. (If the HBA is SEOX7F21F, SEOX7F22F, XSEFC401AF, XSEFC402AF, SG-XPCI1FC-QF2,SG-XPCI2FC-QF2,SG-
XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG-XPCI1FC-QF4, SG-XPCIE2FC-QF8, SG-XPCIE2FC-EM4 or SG-XPCIE2FC-EMS8,
however, the controller number, target ID, and LUN cannot be displayed.) In the following figure, the correlation of device files c2t0d0
to c2t0d15 can be recognized because the controller number of the selected HBA is 2, thetarget ID is0, and LUN is 0-15.
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Also, you can determine the target ID and LUN by selecting [Property] on the pop-up menu. (If the HBA is SEOX7F21F, SEOX7F22F,
XSEFC401AF, X SEFC402AF, SG-XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-XPCI1FC-QL 2, SG-XPCI2FC-QF2-Z, SG-XPCI1FC-QF4,
SG-XPCIE2FC-QF8, SG-XPCIE2FC-EM4 or SG-XPCIE2FC-EM8, however, the target ID and LUN cannot be displayed.) Asshownin
the figure below, the pop-up menu is displayed by clicking and then right-clicking on an access path. In "Property", "Error Description”
can be displayed. The reason for the abnormal access path iswritten in "Error Description”. (No reason may be partially written.)
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Clicking on a selected access path displays in light blue the physical paths constituting the access path, as shown in the figure below.
However, if several Fibre Channel switchesin the access path are cascaded, intermediate paths between the Fibre Channel switches cannot
be displayed.
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Silly e

When the Fujitsu multipath disk control mechanism or msdsm (the multi path driver that is built into Windows operating system since
Windows Server 2008 by the standard) is used in Solaris OS, Windows or Linux environment, the device file name of the multipath disk
mechanism is displayed on the server node. In Solaris OS, Windows (In case of SSC agent, only using the HBA produced by QLOGIC
Co.), and Linux (unless the HBA is PG-FC105 (driver version:V4.20g-1), PG-FC106 (driver version:V4.20g-1), PG-FCD101, or PG-
FCD102) environments, it ispossibleto display the access path that configuresthe device file and the storage areainformation in turquoise
by left-clicking this device file name to select it. With this function, you can visually determine the relationship between storage media
and the devicefilesin the server node, so the function improves the efficiency of storage system operation management.
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With only the side view displayed, the FcHba-FcHba (or FcCa-FcCa) access path is not displayed. When FcHba (or FcCa) with the FcHba-
FcHba (or FcCa-FcCa) access path is clicked, the access path destination FcHba (or FcCa) and its access path are highlighted.

If FcHba i=
zelected

Accezs path
destination FocHba

|
o and accezs path
_LID!L-L are highlighted.
Immediately after the zide wiew &fter FcHba iz selected

of the host iz dizplayved

6.3.2.3 Access path display from a storage system

Clicking achannel adapter (FC port) of a storage system where access paths are created displaysin light blue all access paths and HBAs
managed by the channel adapter.
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By left-clicking the representation of the storage area (Affinity Group (zone)/indicated as the colum in the figure), al access paths and
HBAs that are managed by the related CA are displayed in blue. In Solaris OS, Windows (In case of SSC agent, only using HBA by
QLOGIC Co.) and Linux (only using HBA except for PG-FC105 (driver version:V4.20g-1), PG-FC106 (driver version:V4.20g-1), PG-
FCD101, PG-FCD102) environment, if the Fujitsu multipath disk control mechanism or msdsm is set up, the corresponding device file
nameis also displayed in light blue.

6.3.2.4 Access path status display

Table 6.6 Access path status display
Access path status | Color Description Action to be taken

The access path is normal.

+ If the server node OSis Solaris OS:
Indicates that storage affinity (WWPN
binding) has been set in the server node and
that the LUN is recognized by the OS, if the
HBA is not SEOX7F21F, SEOX7F22F,

(WWPNBINDING | Gree XSEFCA401AF, XSEFCA402AF, SG-

) n XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-

XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG-

XPCI1FC-QF4, SG-XPCIE2FC-QF8, SG-

XPCIE2FC-EM4 or SG-XPCIE2FC-EMS8.

None

* If the server node OSis not Solaris OS:
Indicates that the HBA binding type is
WWPN.

The access path is normal.
None.

* If the server node OS is Solaris OS:
If the HBA is not SEOX7F21F, SEOX 7F22F,
XSEFC401AF, XSEFC402AF, SG-
XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-
XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG-
XPCI1FC-QF4, SG-XPCIE2FC-QF8, SG- | a) If the HBA is PWO0O8FC2A, PW0O0SFC2-G,
K XPCIE2FC-EM4 or SG-XPCIE2FC-EMS8, | PWOOSFC3, GP7BSFC1A, GP7BSFC1-G,
indicates that storage affinity (LUN | GP7B8FC1, SEOX7F11F, or SEOX7F12F
mapping) has not been set in the server node,
but that the access path has been set using the
Fibre Channel switch zoning information or
storage host affinity information.
(If the HBA is PWOOBFC2A, PWO0O0BFC2-G,
(ANOTHERBINDI | o PWOOBFC3, GP7BSFCIA, GP7BSFCI-G,
NG) GP7B8FC1, SEOX7FI11F, or SEOX7F12F,
and there is a Fibre Channel switch | 2) Set the access path
environment, the storage cannot be accessed
solely with these settings. The access path for
this path must be set. There is no problem
with Loop connections.)

If the HBA is SEOX7F21F, SEOX7F22F,
XSEFCA401AF, XSEFC402AF, SG- | If the HBA is XSEFC401AF, X SEFC402AF,

XPCI1IFC-QF2, SG-XPCI2FC-QF2, SG- | SG-XPCIE2FC-EM4 or SG-XPCIE2FC-EMS,
XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG- | thefollowing action is required to make the
XPCI1FC-QF4, SG-XPCIE2FC-QF8, SG- | LUN be recognized by the OS:
XPCIE2FC-EM4 or SG-XPCIE2FC-EMS, | 1y get the HBA N-port(This procedureis a
and the access path status is Normal, the
access path color is aways Blue. This
indicates that the access path is set using

However, the LUN cannot be accessed if there
isaFibre Channel switch environment and the
HBA is of atype shownin ) or b). Takethe
action shown indicated below.

1) Configure the HBA N-port settings. Refer

to "4.1.1.2 N-port settings’, and check the N-
port settings. If the settings areincorrect, correct
them. The N-port settings may be deleted by use
of the ETERNUS mulltipath driver path remove
command.

If the path status does not change to Green after
configuring the N-port settings, refer to "6.3.3
Access path setting”, select this path, and set the
access path.

necessary procedure only for the fiber channel
switch environment.)

-155-



Access path status | Color Description Action to be taken

Refer to"4.1.1.2 N-port settings", and check the
N-port settings. If the settings are incorrect,
correct them.

2) Make the OS recognize the LUN

Check the storage Ap_/dusing the cfgadm -a
command, and make the OS recognize the LUN
using the cfgadm -c configure Ap_jd’command.
For detail s about the commands, check the man
+ If the server node OS is not Solaris OS: command.

Indicates that the access path has been et | \ypen LB Ajs SEOX 7F21F, SEOX 7F22F, SG-
using the Fibre Channel switch zoning XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-
information or storage host  affinity XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG-
information, and that the HBA binding type XPCI1FC-QF4 or SG-XPCIE2FC-QF8, the
Isnot WWPN. following actions are required to make the OS
recognize the LUN. 1) Check the storage Ap_id
by the cfgadm -al command which makes the
OS recognize the LUN and then make the OS
recognizes the LUN. Command details can be
checked by the man command.

either the Fibre Channel switch zoning
information or the storage host affinity
information.

The access path is disconnected dueto an error (if
the multipath control mechanism isinstalled).

Or Replace the faulty part, and execute recovery

Another part failure caused or may have caused | PrO%e9N9:

an access path error. (This state also occursif a | ->"8.1 Windows Displayed in the Event of a
device in the access path is faulty.) Fault and Troubleshooting"

Access path error Red

Moreover, this state also occurs when the Fibre
Channel cable on aroute is disconnected.

"Yellow" indicates " Config miss Match" or "The
access path must be inherited". Right-click the
access path, and select [Properties] on the pop-up
menu. Check the access path status.

"Config miss Match"

Access path settings are incorrect. (Example:

Config miss Match WWPN binding is set on the server node sidebut | !f the Fibre Channel switch is not registered,

zoning is not set on the Fibre Channel switch register it.
and el | side) Right-click the access path, open "Properties®
The access path must | Or the access path cannot be confirmed because | from the pop-up menu, and check "Error
be inherited. the Fibre Channel switch is not registered. For contents'. Set or delete the access path as
example, one possible cause is that the Fibre required.
Channel switch has erroneous zoning
information.

"The access path must be inherited".

The access path must be inherited becausethe | See "6.3.5 Access path inheritance”.
HBA has been replaced.

You can know the reason of the Access Path error or the Config miss Match from the Access Path Properties. (see "B.7.5 Access path
properties”.)
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& Note

The Solaris OS server node uses specia file/dev/rdsk/cXtX, /dev/rmt to obtain WWPN binding information. For thisreason, to recognize
WWPN binding, this special file (device file) must be created in advance. If any unused speciad fileisin /dev/rdsk/, /dev/rmt, it causes
the access path display to be incorrect. If access path display by this software differs from that by system equipment, clarify the specia
files defined in the following operations:

+ For Solaris 2.6 OS

# touch /reconfigure
# [usr/sbin/shutdown -y -i6 -g0 (server node restart processing)

+ Solaris 7, 8, 9,10 OS (For the environment which uses hard disk driver (HDDV), and does not use multipath control (ETERNUS/GR
Multipath Driver, MPLB, MPHD))

# touch /reconfigure
# [usr/sbin/shutdown -y -i6 -g0 (server node restart processing)

After the server node has been restarted

# format (Loadi ng processing to HDDV driver's kernel)
# disks -C

+ Solaris7, 8, 9,10 OS (For the environment which uses both hard disk driver (HDDV) and multipath control (ETERNUS/GR Multipath
Driver, MPLB, MPHD), or uses neither.)

# touch /reconfigure
# [usr/sbin/shutdown -y -i6 -g0 (server node restart processing)

After the server node has been restarted

# disks -C

6.3.3 Access path setting

In a storage system where a Fibre Channel switch is between a server node and storage, this software automatically changes the security
settings supported by each device and sets an access path, as shown in thefigure below. If no security mechanism isprovided on the device
side, setting up security may not be possible. However, the security mechanisms of other devices create access paths. If none of the devices
constituting these access paths is equipped with a security function, security cannot be set up but the access paths can be accessed from
the server node. This software can set an access path only in the Fibre Channel switch environment.

Even if the access path state is " Config miss Match," you can create a correct access path by setting the access path properly. Select the
access path whose state is " Config miss Match" in the Access Path window, and set the access path.

This function can set an access path not only between a server node (HBA) and storage (CA) but also between a server node (HBA) and
abridge port, between two server nodes (HBAS), and between storage systems (CAS).

Qn Note

Each storage system hasrequirements, such asHBA types used, for guaranteeing operation according to the mutual connection verification
status. Set each access path so that these requirements are satisfied. For more information about the requirements, contact the respective
storage system distributor.
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Table 6.7 Security information that this software sets in a device when setting an access path

Device type Contents set by this software

mgggig;’% * Partner device is adisk (excluding a manually embedded disk) unit:
PWOOBFC3, Setting of sd.conf LUN / setting for associating fjpfca.conf TID with WWPN
GP7B8FC1A, * Partner device is atape, library, bridge, or manually embedded disk:
GP7B8FC1-G, Setting for associating fjpfca.conf TID with WWPN
GP7B8FC1, . Par devicei HBA:
SEOX7FL1F, ’ tner. eviceisan :
SEOX7F12F 0 setting

* Partner device is adisk (excluding a manually embedded disk):
SN10-FCO1, Setting for associating sd.conf TID and LUN with WWPN

Solaris OS Aggnt FC64-1063 * Partner deviceis atape, library, or HBA:
server node | available .
No setting
LP-7000, * Partner deviceis adisk (excluding a manually embedded disk):
8000, Setting for associating sd.conf/Ipfc.conf or Ipfs.conf TID and LUN with WWPN
9000, L . . )
9002S * Partner device isatape, library, bridge, or manually embedded disk:
9002L’ Setting for associating Ipfc.conf or Ipfs.conf TID and LUN with WWPN
9802, * Partner deviceisan HBA:
10000 No setting
QLA-2200 * Partner device isadisk (excluding a manually embedded disk):
Setting for associating sd.conf/qla2200.conf TID and LUN with WWPN
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Device type

Contents set by this software

* Partner device is atape, library, bridge, or manually embedded disk:
Setting for associating gla2200.conf TID and LUN with WWPN

+ Partner deviceisan HBA:

No setting
HBA (other than .
No settin
above cases) 9
Agent unavailable No setting
Windows Agent available/unavailable No setting
server node
Linux Agent available/unavailable | No setting
server node
HP-UX Agent available/unavailable | No setting
server node
Other
server Agent unavailable No setting
nodes

Fibre Channel switch

With zoning
setting

WWPN one-to-one zoning is set.
(However, this zoning is not set if the Fibre Channel switch side already has sufficient
port zoning.)

Without zoning
setting

No setting

(However, if "Operation for setting WWPN zoning" has been selected for the Fibre
Channel switch, adialog box isdisplayed allowing the user to select whether to execute
the zone setting.)

ETERNUS DX60/ With security . .
DX80/DX90, setting Setting of HBA WWPN for security
ETERNUS DX400 ..

) Host affinity . -
series, (zone) setting Setting of HBA WWPN to the affinity group (zone)
ETERNUS DX8000
Series,

ETERNUS2000,

ETERNUS4000, Without security .

ETERNUSS000, . No setting
setting

ETERNUS3000,

ETERNUS6000,

ETERNUS GR series

Other storage/tapes/bridges No setting

6.3.3.1 Preparations

Notes

* Only the administration account whose authority level is"privileged administrator" can set access paths.

+ Tochangethe HOST ID (Target ID) of a set access path, delete the path and then set it again with anew ID.

+ To change the specified AffinityGroup/zone name on the ETERNUS/GR side of a set access path, delete the path and then set it again

with anew zone.

+ From the [View] menu, select [Refresh], and verify that al Fibre Channel switches cascaded to the Fibre Channel switch associated
with the access path setting are correctly recognized in the current status. Once an access path is changed because a Fibre Channel
switch istemporarily disconnected from the cascade connection, the old cascade connection cannot easily berecovered. (Inthisevent,
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execute the cfgClear command to delete zoning information for the Fibre Channel temporarily disconnected from the cascade
connection. This enables cascade reconnection.)

* When an access path is set for an ETERNUS storage device, "Host response” must be set for the storage device according to the
environment. For details, refer to the related ETERNUS disk array manual.

* When setting an access path that is configured in the FC routing functionality LSAN zone in this software, manually set the LSAN
zone in the device in advance.

Checking storage settings
Check the following settings on the storage side before setting an access path:

* ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000,
ETERNUSB000, ETERNUS3000, ETERNUS6000 and ETERNUS GR series

By setting up the zone (host affinity) function, you can use storage areas efficiently on astorage areanetwork. To usethiszonefunction,
you must set up a zone on the storage side before setting an access path. Set up a Affinity Group/zone with ETERNUSmMgr/GRmgr,
or consult with your Fujitsu customer engineer.

* ETERNUS DX60/DX80/DX90

If linked affinity groups are used, then the WWN settings of the server nodes to be used must be set in advance.
Use ETERNUSMgr to set the WWN settings. When updating settings, set the [Host Specific Mode] to [HP-UX Mode].

Connected state of the FC cable between devices
* When setting an access path, an HBA and CA must be physically connected via a Fibre Channel switch.

* When HBA and CA are connected viaFC hub or in FC-AL one-to-one correspondence, the setting of the access pathsis not supported.
Set to the server node and storage manually.

Device status
+ Each HBA must be connected to a Fibre Channel switch and operate as the N port or NL public.

* All of a Fibre Channel switch on the way of the access path setting, HBAS, server nodes, CAs and storages should be operating
normally.

Using ETERNUS multipath driver 2.0.1 or later

The access path setting function of this software does not write access path setting information to /kernel/drv/sd.conf in an environment
inwhich the ETERNUS multipath driver isinstalled. However, the setting information is written to /kernel/drv/fjpfca.conf or /kernel/drv/
Ipfc.conf.

Therefore, to use the access path setting function of this software to build a multipath, follow the procedure bel ow.
1. Install the ETERNUS multipath driver (mpdpkgadd command).

After installation is completed, you are asked whether you want to configure the environment for the multipath driver. Enter "n" to
exit.

Do you want to nmake a nultipath configuration now? [y,n,?,q] n

2. Make access path settings by using this software.

Make access path settings to build a multipath configuration.
The access path setting information with these settings is written to fjpfca.conf or Ipfc.conf.
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3. Configure the environment for the multipath driver (grmpdautoconf command).

For details on interactive processing, see the ETERNUS multipath driver manual.
However, if you are asked whether you want to make ETERNUS and switch settings, enter "n" (No & skip).

Do you want to set Host affinity & set a switch zoning?

Yes ---> hit the 'y' key.
No & skip ---> hit the 'n' key.
Quit ---> hit the 'gq key.

Pl ease input [y,n,q]ln

4}1 Note

Do not use this software to set any access path in amultipath configuration before installing the ETERNUS multipath driver (steps 1 and
2 cannot be reversed). If an access path is thus configured before the ETERNUS multipath driver is installed, the multipath driver has
conflicting environmental conditions since setting information is written to sd.conf (an undefined target ID is used in sd.conf).

Using the hard disk driver (HDDV) and multipath disk control (GR Multipath Driver, MPLB, MPHD)

* When the hot system expansion function of a server node is disabled, the access path setting function writes access path information
in /kernel/drv/sd.conf on the server node side. For this reason, when using the HDDV and GR Multipath Driver, MPLB, MPHD, set
access paths according to the sd.conf rewrite timing specified for environment setup in the respective manuals.

+ Toadd alogical unit access path to the host being used with the HDDV or Multipath disk control (ETERNUS Multipath Driver, GR
Multipath Driver, MPLB, MPHD), or to set an additional logical unit in the server node, configure with [Set Access Path] the required
setting for ETERNUS Multipath Driver, GR Multipath Driver, MPLB, MPHD, HDDV.

+ IftheHDDV versionis2.2 or higher and hot system expansion isenabled by in hddvadm -M, hot system expansion can beimplemented
for thelogical unit inthe Solaris9 OS or in aspecia environment. Before hot system expansion, specify the hddv.conf editing method
and hddvadm -M use method and set up the specia environment manually according to the related HDDV manual. (When using
hddvadm -M, this software does not edit files named hddv.conf and sd.conf. Edit these files manually to add definitions separately.
It edits the file named fjpfca.conf automatically.)

4}1 Note

Do not supposed to execute the grmpdautoconf command of GR Multipath Driver (GR Multipath Driver is 1.0.4 or higher) in the
environment that hot system expansion of hddvadm -M isunavailablein Solaris OS server node (Agentisavailable). TheHDDV multipath
environment can be automatically constructed as the number of sd.conf TID for Agent setting and the number of hddv.conf TID for GR
Multipath Driver setting are doubly defined. If the access path setting is executed in the above environment of this software, execute
HDDV driver multipath disk control construction by using the constructing procedure from sd driver (standard settings). If hot system
expansion of hddvadm -M isavailablein an environment, the grmpdautoconf command can be executed because the definition setting for
sd. conf is not performed in the access path setting of this software.

6.3.3.2 Setting

Set access paths for the Fibre Channel. Y ou can set anew access path and clarify access path settings (correction in the event of an access
path setting conflict), and also change settings of logical unit expansion in the access path.
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1. Bet up an access path environ ment l

2 [Solaris OS]Preprocessing for device definition fils

Is target storage displayed?
Mo

3,4,56. Add a riew derice

6,7,8. Belect and connect HBA and CA

10,11, [Solaris OS{Agent ar ailable)]Enter a LUMNITID

available or zoning sething

2 13. Check v alues entered for
acce 85 path setting
&3

[ 1415 Bet and check an access path ]

12, [Switch zone unavailable] Specify zoning setting ]

16. [Solaris OF (tape)] Edit st.oonf, ete.

18.19.[8elaris OF hot system
expansion] Command

20.[Solaris OF nonhot system 23. 24 [Linuz] [HP-UX] Reboot
expansion] Reboot
25 [Other servers] Device dependent

26.Check access paths from a server

[ 21 [Golaris OF] disks O

Access path setting procedure
1. Configure the access path environment by installing additional storage and connecting a Fibre Channel cable, etc.
2. Preprocessing for the device driver definition file
- When ETERNUS Multipath Driver 2.0.1 or higher is used
No preprocessing needs to be performed.
- Solaris8 OS and Solaris 9 OS

- This procedure changes the disk array control driver from sd to hddv when the grmpdautocon command is executed in the
GR Multipath Driver environment (v1.0.4 or later) or when the hot system expansion function (hddvadmM) is enabled for
setting a hard disk driver (hereinafter abbreviated as hddv).

Check whether the hddv configuration information file (hddv.conf) has been created.
# s /kernel/drv/hddv.conf

If the file is not found, execute the following command and create the hddv.conf file:
# hddvadm -M

When thefile is found, check whether the file content is of class or parent type.
(Example)

Example of hddv.conf of the parent type
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name="hddv" parent="scsi" target=16 lun=0;
Example of hddv.conf of the class type
name="hddv" class="scsi" target=16 lun=0;

The class type of file requires no preprocessing. (All hddv.conf files created by the hot system expansion command
[hddvadm M] are of the classtype.)

For the parent type of file, follow the instructions below to initialize the non-hot system expansion environment and move
into the hot system expansion environment. To directly usethe non-hot system expansion environment, follow the procedure
for setting non-hot system expansion (hddvamd m).

1. Execute hddvadm -i.
2. Confirm that /kernel/drv/hddv.conf is not present.
3. Delete the entries made for recognizing the disk array device from the sd configuration information file (sd.conf).

4. Execute the following command and create an hddv configuration information file (hddv.conf):
# hddvadm -M

Ln Note

Before setting the access path, do not execute the grmpdautoconf command without executing the hddvadm M command
that enables the hot system expansion environment. Otherwise, the TargetI D of sd.conf and TargetID of hddv.conf of the
GR Multipath Driver setting may be defined twice. Consequently, aHDDV multi-path environment may be automatically
created due to the duplicated TargetI D definition.

Inanon-hot system expansion environment, sd.conf isdescribed by "access-path setting”. Therefore, the Target! D of sd.conf
may match that of hddv.conf, which is edited later. This duplicated TargetID definition must be avoided. In a hot system
expansion environment (hddvadm M), sd.conf is not described by "access-path setting”. Therefore, the TargetID definition
will not be duplicated.

- In the MPLB2.0 or MPLB2.1 environment with non-hot system expansion specified (hddvadm -m), the commands for
adding and removing paths are not supported. Accordingly, the multipath configuration must be canceled once. Execute
the destroy command of #iompadm to cancel the multipath configuration.

- Inthemultipath disk control (GR multipath driver, MPLB, MPHD, or HDDV) environment with non-hot system expansion
is specified (hddvadm -m), execute the following command on the target server node:

# hddvadm -i

By executing this hddvadm -i command, hddv.conf file movesto sd.conf and mphd.conf/mplb.conf fileis saved. However,
in the hot system expansion environment or in the hddvadm -M execution environment, hot system expansion can be
performed without executing the hddvadm -i command. Therefore, this command need not be set.

This software automatically edits sd.conf (in the hot system expansion environment) and the configuration definition files (* .conf)
of the target HBA when an access path is being set. Stop all programs affected by the editing of these files.

Steps 3 to 7 given below are a procedure for setting a new access path. If target storageis already displayed, start from step 6. To
change the settings of an existing access path, select that path, and start from step 8.

3. Select the target server node, and open the "Server Node view".
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4. From the [Operation] menu, select [View Device] - [Add] to display the Add View Device dialog. Select the access path target
storagefrom"AvailableDevices' inthisdialog, and moveit to"Devicesto Show" by clicking the<>> Add> button. After completing
view device addition, click the <OK> button.

Operation (T} Wiew Tool Help

fccess Path b I

Yiew Device P Add ()

Show Additional Devices x|

snwzag2035

Select devices 1o be shown,

Devices to Show

Bvailable Devices

g e
LCT-00
DWT#4R

testit1 600

EGKManK o il
E000MS0

D T#1 3 & ekeiz |

test
[t160

0] Cancel Help
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5. The selected storage is displayed in the window.

6. Click to select the HBA of the server node side on which an access path is to be created.
7. While holding down the Ctrl key, click to select the CA of the storage side on which an access path isto be created.
8. Select [Access Path] - [Connect] from the menu displayed by right-clicking.

You can also perform steps 6 to 8 smply by dragging & dropping the relevant port icons (e.g., by dragging the HBA port and
dropping it on the CA port).
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9. [For the storage that is ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000,
ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000 or ETERNUS GR series] If Affinity Group (zone) is set on
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the storage side, select the Affinity Group (zone) used by the access path. For thistask, you can use afunction that can automatically
fetch and select the Affinity Group (zone) set on the storage side.

AffinityGroup Configuration x|

R snzagL080

F 4
LI_J Current AffinitvGroup information: 0

Specify an AffinityGroup:

(] 4 Cancel I

Qn Note

In ETERNUS6000, the concatenated AffinityGroups can be selected only by dragging the access path to 4Gbps(transfer rate) FC-
CA ports. The concatenated AffinityGroups should not be dragged and dropped to FC-CA ports others than 4Gbps(transfer rate)
FC-CA ports.

10. [Solaris OS server node (Agent available)] Enter the Target ID (X of Solaris OS specia file /dev/rdsk/ctXd?s?) corresponding to
the access path. (The "Target ID Configuration™ dialog appears only in an HBA-device environment in which Target IDs can be
specified. If the HBA is SEOX7F21F, SEOX7F22F, X SEFC401AF, X SEFC402AF, SG-XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-
XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG-XPCI1FC-QF4, SG-XPCIE2FC-QF8, SG-XPCIE2FC-EM4 or SG-XPCIE2FC-EM8,
the "Target ID Configuration” dialog is not appeared.)

If a Fujitsu-made multipath disk control is used, specify 16 or agreater number for Target ID.

Tareet ID Configuration T x|

snzagL082

z
apecify a Target I0: I'Iﬁ

Ik | Cancel | Help |

11. [Solaris OS server node (Agent available)] Enter the LUN used by the access path. (The "LUN Configuration” dialog appears only
in an HBA-device environment in which LUNSs can be specified.)

At thistime, information for LUNs already accessible from the server nodeisregistered at the currently set LUN information place.
If anew access path is set, no value is registered at this place. The LUN set in the zone on the selected storage side is registered as
theinitial value of "Specify aLUN".

If aLUN isadded inthis step, the corresponding LUN is added to the /kernel/drv/sd.conf file on the server node. If aLUN isdeleted,
another path may be using the LUN. For this reason, this software does not automatically delete the LUN from the /kernel/drv/
sd.conf file. To delete the definition, edit the /kernel/drv/sd.conf file on the server node side.

In ahot system expansion environment of ETERNUS Multipath Driver 2.0.1 or later, or the multipath disk control (GR Multipath
Driver, MPLB, MPHD, HDDV 2.2 or higher), contents of the sd.conf fileare not modified. Specify TIDsand LUNsin the hddv.conf
file for the multipath disk control. For details, refer to the handbook for HDDV 2.2 or higher.

If the HBA is SEOX7F21F, SEOX 7F22F, X SEFC401AF, X SEFC402AF, SG-XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-XPCI1FC-
QL2, SG-XPCI2FC-QF2-Z, SG-XPCI1FC-QF4, SG-XPCIE2FC-QF8, SG-XPCIE2FC-EM4 or SG-XPCIE2FC-EMS, click the
<OK> button without changing the initial value.
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12.

13.

14.
15.

LUN Configuration x|

amzag2li

i
u Current LUM information: |

Specify LUMs: ||] -4

LUM rumbers should be separated with commas e 1,360 or

zpecified as a ranee (e 4-81

Ik | Cance| | Help

[For the Fibre Channel switch that isin no-zone status] If " Configure WWPN_Zoning on the switch when access paths are created.”
is selected when the Fibre Channel switch is registered with this software, a dialog opens to ask about whether to set zoning in the
Fibre Channel switch. The security function of the Fibre Channel switchisused if zoning is set in a place without zoning. Note that
operation of other active access paths is disabled by this security function. In such a configuration, it is recommended to stop
operation of other access paths, and set the access paths again from this software. If "Do not configure WWPN_Zoning on the switch
when access paths are created.” is selected when the Fibre Channel switch is registered with it, the above dialog does not appear.
To change "Do not configure WWPN_Zoning on the switch when access paths are created.” to "Configure WWPN_Zoning on the
switch when access paths are created.”, change the setting according to the property zoning information about the Fibre Channel
switch.

Check access path information when it is displayed. If the displayed information need not be modified, click <OK> button. This
software sets an access path for the device.

gn Note

If astorage area used in this access path setting is defined in another HBA, an area collision warning message is output. (Only the
ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000,
ETERNUS8000, ETERNUS3000, ETERNUS6000 and ETERNUS GR series provide this check mechanism on the storage side.)
The access path setting isrequired if the storage areais defined from several HBAsin multipath disk control or on the cluster system.
In other configurations, recheck the settings because data may have been corrupted.

The message showing the normal end of the access path is displayed. Check the contents, and click the <OK> button.

In Solaris OS server nodes, the status of this access path is normal (Blue). In other OS server nodes, the status of this access path
isnormal (Green) or normal (Blue). At thistime, amomentary HBA error causesthe HBA to goto "warning!" status. From [View],
execute [Refresh] and then verify that the latest statusis effective. When setting several access paths simultaneously, perform step
6 and after to add the access paths. When an access path is set in Windows2000 or Windows2003, devices are automatically
recognized according to the number of the LUNS set in the access path, and a device addition message is displayed. Alternatively,
the device addition message may be output to the event log as Removable Storage. However, aprerequisiteisthat the device support
plug&play. (ETERNUS/GR supports this function.)

For ETERNUS disk storage systems, "Host response” related to [Host worldwide name] of the preset host affinity is"00" for the
ETERNUS3000 or "Default" for the ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series,
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ETERNUS2000, ETERNUS4000, ETERNUS8000 and ETERNUS6000.
Change the "Host response” setting by ETERNUSMgr, if necessary. For details, refer to the related ETERNUS disk array manual.

REPCOPOOLET

el
h
Do
Cal Gl Cal Gl ‘
Sl CMM
Aty Groug
[x] [x] [x] [x]
GRTZ0

16. [Setting an access path for atape in Solaris OS] Write information such as a LUN number in a configuration definition file (e.g.,
st.conf) for the target tape driver. If the HBA isthe SN10-FCO1 or FC64-1063, however, WWPN binding information must a so be
written. After the access path has been set, the following tape driver can display LUN information: st,ftlafsct,|BMtape mt,|b,sg.

17. [ETERNUS GR720/GR730 (version VV11L 21 or earlier), ETERNUS GR740/GR820/GR840 (version V03L52P1939 or earlier)]
Restart the GR device. The device must be restarted to reflect the GR settings defined from this software.
However, unspecified versions and some of the ETERNUS GR740/GR820/GR840 P19 versions (for these versions, contact Fujitsu)
need not be restarted because the ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series,
ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000 and ETERNUS6000 support the hot system configuration
setting reflection function.
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18. [Under the hddvadm-M execution environment, where the hot system expansion function of multi-path disk control (ETERNUS
Multipath Driver 2.0.1 or later, GR Multipath Driver 1.0.4 or | ater) has been set in the Solaris OS server node] Execute the command
below on the target server node to enable the server node to recognize the storage device.

- When PWOO08FC2A, PWO08FC2-G, PWO00BFC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1, SEOX7F11F or SEOX7F12F is
set asthe access path for HBA, the driver validates the set information. Execute acommand to change the hot system expansion
properties of the driver. Execute the following FUJITSU PCI Fibre Channel driver command:

# [usr/sbin/FJSvpfcal/fc_config -v

Note that the server must be rebooted for a FUJITSU PCI Fibre Channel driver that does not support this command. Use the
following command to reboot the server node:

# /usr/sbin/shutdown -y -i6 -g0

- To automatically build a multipath device, execute the grmpdautoconf command. For details on the command, see the driver
manual.

# [ usr/ sbin/ grnpdaut oconf

To automatically build a multipath device that uses the ETERNUS multipath driver and has a path passing through multiple
Fibre Channel switches, execute the command after confirming path redundancy and specifying the "-X" option (because the
grmpdautoconf command cannot check whether the redundancy of a path passing through multiple Fibre Channel switchesis
guaranteed).

# [ usr/ sbin/ grnpdaut oconf -X

19. [OnaSolaris OS server node with multipath disk control (GR multipath driver 1.0.3 or earlier, MPLB, MPHD, HDDV 2.2 or later)
and hot system expansion specified (hddvadm -M execution environment)] Execute the following command on the target server
node so that the target server node recognizes the storage unit.

- When PWOO08FC2A, PWO08FC2-G, PW00BFC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1, SEOX7F11F or SEOX7F12F is
set asthe access path for HBA, the driver validates the set information. Execute acommand to change the hot system expansion
properties of the driver. Execute the following FUJITSU PCI Fibre Channel driver command:

# lusr/sbin/FJSvpfcal/fc_config -v

Note that the server must be rebooted for a FUJITSU PCI Fibre Channel driver that does not support this command. Use the
following command to reboot the server node:

# [usr/sbin/shutdown -y -i6 -g0

- In Solaris 9 OS, hddv.conf is edited if needed (see the multipath disk control (GR Multipath Driver, MPLB, MPHD, HDDV)
various driver manuals). The following command is executed on the server node to fetch a storage device.

# update_drv -f hddv

- If the Solaris OS version is other than the Solaris 8 OS and Target ID which is specified at this software access path setting is
already defined (reserved) in hddv.conf file, execute the command below on the target host to fetch device information.

# [ usr/ sbin/ hddvadndr

- If the Solaris OS version is other than the Solaris 8 OS and Target ID which is specified at this software access path setting is

not defined (not reserved) in hddv.conf file, write the target 1D into hddv.conf and execute the command below on the target
host to fetch device information.
To reserve space for future expansion, during hddv.conf editing, remove the comment characters on the lines for the Target ID
and LUN involved. Then, after the next reboot, hot system expansion is enabled without another reboot. If the Fibre Channel
interface is used to reserve this space, specify 16 or ahigher number for the Target ID. Make sure that the Target ID number is
not the same as that in sd.conf.

# touch /reconfigure
# /usr/sbin/shutdown -y -i6 -g0

With the above setting, the hddv driver can recognize the logical storage unit. If necessary, execute the command that builds an
extension path to the multipath instance or the command that configuresthe multipath instance. For informati on about the commands,
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20.

21.
22.

23.
24,

25.

26.

refer to the applicable driver manual (mplbconfig/iompadm add/iompadm new). After executing this driver command, click the
multipath instance in the Server view. The extension path in addition to the existing path is highlighted. This indicates a correctly
incorporated path.

[Under the hddadm-m execution environment, where the non-hot system expansion function of multi-path disk control (GR
Multipath Driver, MPLB, MPHD, or HDDV) has been set in the Solaris OS server node or under the environment that does not use
the multi-path disk control] Execute the following command on the target server node to enable the server node to recognize the
device:

- If the HBA is SEOX7F21F, SEOX7F22F, XSEFC401AF, XSEFC402AF, SG-XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-
XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG-XPCI1FC-QF4, SG-XPCIE2FC-QF8, SG-XPCIE2FC-EM4 or SG-XPCIE2FC-
EM8

Check the storage Ap_idusing the cfgadm -al command, and make the OS recognize the LUN using the cfgadm -c configure
Ap_idcommand. For details about the commands, check the man command.

- Non-GR Multipath Driver, MPLB, MPHD, or HDDV environment (including the tape environment)

# touch /reconfigure
# /usr/sbin/shutdown -y -i6 -g0

- GR Multipath Driver, MPLB, MPHD, or HDDV environment

# touch /reconfigure

# [usr/sbin/shutdown -y -i6 -g0

# hddvadm -m (The required part of sd.conf is noved to hddv.conf, and the saved nphd. conf/
mpl b.conf file is restored.)

# touch /reconfigure

# /usr/sbin/shutdown -y -i6 -g0 (nphc.conf/nplb.conf is restored. The existing instances of
various drivers (nplb/nphd/ hddv) are built.)

According to the environment, execute the command that builds an extension path to the multipath instance or the command that
configuresthemultipath instance. For information about the commands, refer to the applicable driver manual (mplbconfig/iompadm
add/iompadm new). After executing this driver command, click the multipath instance in the Server view. The extension path in
addition to the existing path is highlighted. Thisindicates a correctly incorporated path.

[Solaris OS server node] Arrange the filesin /dev/rdsk with # disks -C command.

[Windows] Restart the unit so that the device is recognized. Even if the device is automatically r ecognized by Windows 2000 or
Windows 2003, Fujitsu recommends restarting the unit so that the device is recognized again.

[Linux server node] Restart the unit so that the device is recognized.

[HP-UX server node] Restart the unit to execute device recognition. After restart, check the connection of the device and search for
the devicefile (for example, /dev/dsk/c5t1d0) with #ioscan -funC disk command. If the device file does not exist, create the device
file by executing #insf-H <H/W pathname > -e command for H/W path in which the devicefile is not detected.

[Other server nodes] Perform operations for device recognition.

When the operating system is VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or VMware ESXi 3.5
(or later), reboot the VM host or execute "Rescan” for the HBA that the access path has been set by using VMware Infrastructure
Client. For the using method of VMware Infrastructure Client, refer to " Access path management" of " Configuration management”
in"4.1.7.2 VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or VMware ESXi 3.5 (or later)".

Check the access path from this software.
- [For Solaris OS server node]

/dev/rdisk/cXtXdX iscreated on the server node side. Note that executing [Refresh] from this software displays the access path.
If it is possible to check that the LUN was recognized by the OS, the access path will change to normal (Green).

(If the HBA is SEOX7F21F, SEOX7F22F, XSEFC401AF, XSEFC402AF, SG-XPCI1FC-QF2, SG-XPCI2FC-QF2, SG-
XPCI1FC-QL2, SG-XPCI2FC-QF2-Z, SG-XPCI1FC-QF4, SG-XPCIE2FC-QF8, SG-XPCIE2FC-EM4 or SG-XPCIE2FC-
EMS, it is not possible to check whether LUN is recognized by the OS. For this reason, the access path remains as Normal
(Blue) and does not change.)
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- [Windows server node, Linux server node and HP-UX server node]

A device is generated on the server node side. Using the same method, you can also set access path specification by selecting
the server node from storage.

& note

Y ou can set an access path between server nodes (HBA'S) and between storage systems (CAs) by performing drag& drop operati ons between
ports in the Server node view. In such cases, the only action necessary is to set one-to-one WWPN zoning on the Fibre Channel switch.
Therefore, one requirement is that WWPN zoning of the Fibre Channel switch can be set. The GUI window cannot display access paths
between server nodes(HBAS) and between storage systems (CAs) in a diagram. Check the zoning information in Fibre Channel switch
properties. Also, delete an access path according to this zoning information.

To define the GR740 configuration after setting an access path, read existing GR740 configuration definition information from the device,
edit it, and transfer it to the GR side. If the existing information is not used on the GR740 side, security settings defined by this software
may be overwritten.

6.3.4 Deleting an access path

This software can delete access paths set by it and access paths for which one-to-one WWPN zoning is set for Fibre Channel switches. It
can delete access paths only in the Fibre Channel switch environment.

Such an access path can be deleted even if the access path state is Config miss Match. Select and delete the access path whose state is
Config miss Match in the window.

Delete an access path for which one-to-one WWPN zoning is set for a Fibre Channel switch between server nodes (HBAS) or between
storages (CAs) according to the zoning information in Fibre Channel switch properties.

The access path cannot be del eted to change the zone status of the switch to non-zoning (No Security). All the zoning settings of the switch
are deleted when a user request to delete an access path is processed, this software creates a dummy zone. Although the loss of zone
security as aresult of deleting zoning can lead to inadvertent accessing of disk areas during operation, the dummy zone created prevents
data destruction.

When changing the zone status of the switch to non-zoning (No Security), manually change the zone status of the switch to No Security.
Note that this dummy zone will not be deleted even if access path addition processing is executed.

6.3.4.1 Preparations

Notes
* Only an administration account, whose authority level is"privileged administrator”, can delete access paths.

* You cannot delete access paths defined during setup other than for setting one-to-one WWPN zoning such as port zoning, WWNN
zoning, or multi-port WWPN zoning in aFibre Channel switch. (Only the one-to-one WWPN zoning setting isvalid in this software.)
In such cases, delete a zone from the zone information of Fibre Channel switch properties, or log in directly to the Fibre Channel, and
change the setup.

+ Select [View] - [Refresh] from the menu or press[F5] key, and verify that al Fibre Channel switches cascaded to the Fibre Channel
switch associ ated with the access path setting can be correctly recognized in the current status. Once an access path is changed because
aFibre Channel switchistemporarily disconnected from the cascade connection, the old cascade connection cannot easily berecovered.
(In this event, execute the cfgClear command to delete zoning information for the Fibre Channel temporarily disconnected from the
cascade connection. This enables cascade reconnection.)

* When deleting an access path that is configured in the FC routing functionality LSAN zonein this software, manually deletethe LSAN
zone in the device in advance.
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Server node setting

* If Fujitsu multipath disk control mechanism or msdsm on the Windows server node, be sure to shut down the server node before
deleting an access path. If an access path is deleted while the server node is in operation, a very long time is required to shut down
the server node later because of the operation of Windows path detection logic.

*+ To delete the access path of Fujitsu multipath disk control mechanism or msdsm on the same server node as the admin server from
this software, shut down the admin server, disconnect the FC cable from the access path to be deleted, restart the admin server, and
delete the access path.

+ For Unix, execute umount for the access path to be del eted.

Physical removal

* When ETERNUS Multipath Driver 2.0.1 or higher isused and the access path to be deleted is physically connected to a Fibre Channel
switch for which no zone is set, physically remove the access path in advance such as by disconnecting the cable for which access
path deletion is to be executed.

6.3.4.2 Setting
Delete a set access path. Y ou can also delete the access path whose state is [Config miss Match] (incorrectly set access path).
1. [Solaris OS (GR Multipath Driver, MPLB, MPHD environment)] Release the multipath setting.
Refer to the relevant driver's manual for information on the command and command parameters.

- If GR Multipath Driver or MPLB 2.2 and higher, execute the following command:
# mplbconfig (arguments are required, -d option)

- If MPLB 2.1 and former or MPHD, execute the following command:
#iompadm (arguments are required , destroy option)

MPLB2.1 or earlier and MPHD do not support the commandsthat add and remove paths. Delete the multipath instance by using
the above command (iompadm destroy).

2. [Solaris OS (GR Multipath Driver, MPLB, MPHD, HDDV environment)] Release HDDV.
When the hot system expansion function of server node is disabled, execute the following commands:

# hddvadm -i

hddv.conf is moved to sd.conf, and the mphd.conf/mplb.conf fileis saved.

3. [Windows] If Fujitsu multipath disk control mechanism or msdsmis set, shut down the Windows server node. If the Windows server
node is active in this environment, this software suppresses access path del etion.

4. Inthis software, click the target access path, and select [Operation] - [Access Path] - [Delete] from the menu. Alternatively, click
the target access path to select it, right-click it, and then, select [Access Path] - [Delete] from the pop-up menu.

5. Select the displayed access path to be deleted. Then, click the <OK> button to confirm deletion and delete it. (When an access path
used for Windows 2000 or Windows 2003 is del eted, a warning message appears as many times as the number of LUNs set for the
access path.)

6. [Solaris OS (Agent available)] After the access path has been deleted, its state may remain Config miss Match (yellow) until the
server nodeis restarted. (If WWPN binding is set on the server node)

7. [ETERNUS Multipath Driver 2.0.1 or higher] Execute the grmpdautoconf command to implement path removal.
(For details of the command specifications, see the ETERNUS Multipath Driver User's Guide)

# [ usr/sbin/grnpdaut oconf -d
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& Note

If the HBA isthe PWOOBFC2A, PW008FC2-G, PW008FC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1, SEOX7F11F, SEOX7F12F,
the port property described in /kernel/drv/fjpfca.conf may be deleted by executing the grmpdautoconf command. After executing
the grmpdautoconf command, reset the property asneeded. For detail son the setting contents, see"4.1.1 Solaris OS server node (host)

. [GR720, GR730 (version V11L 21 or earlier), GR740, GR820, GR840 (version VO3L52P1939 or earlier)] Restart the GR device.
The device must be restarted to reflect the GR settings defined from this software. However, unspecified versions and some of the
GR740, GR820, GR840 P19 versions (for these versions, contact Fujitsu) need not be restarted because the GR side supports the
hot system configuration setting reflection function.

. [Solaris OS] Follow the procedure below so that the server node recognizes the storage unit.

In the hot system expansion (hddvadm -M) environment of ETERNUS Multipath Driver 2.0.1 or higher, GR multipath driver,
MPLB, MPHD, or HDDV, execute the command shown below. After path removal, the server must be restarted to enable the Fibre
Channel card definition of the server node.

# lusr/sbin/shutdown -y -i6 -g0 (restarts the server)
# disks -C (execute with Solaris 7 OS or higher)

In an environment using the GR multipath driver, MPLB2.2 or later, MPHD, and HDDV with non-hot system expansion or normal
specified (hddvadm -m), execute the following operations:

- If thedeleted target 1D isnot used in the sd.conf file, edit sd.conf to delete thetarget ID. (Do not deleteit if it is used by another
device.)

- #touch /reconfigure
- # /usr/shin/shutdown -y -i5 -g0
- Startitin single user mode.
- # hddvadm -m (The required part of sd.conf is moved to hddv.conf, and the saved mphd.conf/mplb.conf file is restored.)
- #touch /reconfigure
- #/usr/shin/shutdown -y -i6 -g0 (Instancesfor each driver (mplb/mphd/hddv) are configured when the definition fileisrestored.)
- #disks-C (execute with Solaris 7 OS or higher)
In an environment using MPLB2.1 or earlier

- If thedeleted target I D is not used in the sd.conf file, edit sd.conf to delete thetarget ID. (Do not deleteit if it isused by another
device.)

- #touch /reconfigure
- # Jusr/shin/shutdown -y -i5 -g0
- Start it in single user mode.
- #hddvadm -m (The required part of sd.conf is moved to hddv.conf, and the saved mphd.conf/mplb.conf fileis restored.)
- #touch /reconfigure
- # /usr/shin/shutdown -y -i6 -g0
- #disks-C (execute with Solaris 7 OS or higher)
- Reconfigure the multipath by using the new #iompadm command.
In an environment where neither the hard disk driver (HDDV) nor multipath control (GR multipath driver, MPHD MPLB) is used
- #touch /reconfigure
- # /usr/sbin/shutdown -y -i6 -g0
- #disks-C (execute with Solaris 7 OS or higher)
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10. Check the access path from this software.

11. [Windows] Restart the device.

12. [Linux] Restart the device.

13. [HP-UX] Restart the device.

14. [Other server nodes] Perform operations for device deletion recognition.

When the operating system is VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or VMware ESXi 3.5
(or later), reboot the VM host or execute "Rescan” for the HBA that the access path has been set by using VMware Infrastructure
Client. For the using method of VMware Infrastructure Client, refer to " Access path management" of " Configuration management”
in"4.1.7.2 VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or VMware ESXi 3.5 (or later)".

+ Storage affinity (WWPN binding) is deleted but LUN settings of the related /kernel/drv/sd.conf file are not deleted in consideration
of security. If adefinition must be deleted, edit the /kernel/drv/sd.conf file directly on the server node side.

6.3.5 Access path inheritance

This software sets WWPN-based security settings on a device to form an access path. However, when the faulty part such as an adapter
(controller) is replaced, the WWPN name may be changed because it is unique.

Devices whose WWPNSs are changed when the faulty part such as an adapter (controller) is replaced: All HBAs and bridges such as the
LT120, LT130, LT160 and LT230.

Deviceswhose WWPNs are not changed when the faulty part such as an adapter (controller) isreplaced: The ETERNUS series, GR series,
LT250, LT270, and Symmetrix, etc.

Operation can be performed asisif WWPNs are not changed. If WWPNs are changed because an adapter (controller) isreplaced, security
functions of the WWPNSs constituting the access path must be changed to those of new WWPNSs. This operation is defined as "access path
inheritance" and it provides a function that automatically reconfigures the WWPN security settings managed by this software.

Qn Note

When access path inheritance is executed, a host response of the ETERNUS Disk storage system is reset to the default
configuration.Therefore, set the host response again by ETERNUSmgr after executed access path inheritance in the changed host response
environment.

Although when anew host bus adapter is registered with ETERNUS Disk storage system and set a host response for the host bus adapter
by ETERNUSMgr before executing access pass inheritance, the host response is used.

i See
For Replacement of the parts of supported device and access path inheritance, refer to "8.3 Replacement of the Parts of Supported
Device".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

6.3.6 Zoning editing of a Fibre Channel switch

This software uses one-to-one WWPN zoning in general access path setting. Also, it provides afunction that checks for the type of zoning
is set on the Fibre Channel switch. If an unused zoning setting remains after a device is deleted because of an undeleted access path, this
window can be used to delete the unused zoning setting.

"Zoning Information” displayed in Fibre Channel Switch property serves this function.
The zone name set in the Fibre Channel switch and the WWPN defined in the zone name are displayed as these properties.

If one-to-one zoning is set, two WWPNs exist under one zone name. If zoning is set based on several WWPNs and port information,
WWPN information where simultaneous both-way accessis possibleis displayed under the zone name.
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Y ou can delete a zone displayed next to the Delete check box directly by checking the check box and clicking the <Delete the checked
zoning information> button.

6.3.7 To manage Fibre Channel switch that has already set in port zoning

One-to-one WWPN zoning setting is recommended in this software to realize the complete zoning security management as described
in"4.2.1 SN200 (Brocade) Fibre Channel switch", though port zoning is possible to be performed. The procedure to change into one-to-
one WWPN zoning setting is as follows.

1. Confirm that all the monitored devices are connected with all the switch ports.

2. It is necessary that the sanmaconf file must be changed. Refer to "C.2 sanmaconf Parameter" and specify 1 in
SET_SW_ZONING_ALWAYS.

By selecting [Tool] - [Option] - [Re-read Definition File] from the menu or restarting the administrative Manager operates to cause
the change to be reflected the contents of thisfile.

3. Display "Zoning Information" shown in Fibre Channel Switch property.

SRS SN200_1 | x|

i Ty
Bazic Information | Switch Information Mﬁvent Information | Motepad
@ —Port_Zoning Infor mation |

Delete | Loning hame | Wi P 1 | Part

Zonel2 210000E02E0 FA61 {Server Mode 013 1021134 80:Part?
Faonel?2 21FFO0EOOOASFFAECE3000OMT 00013 10.21.134.80:Partd
Zonell 210000E0S B0 EERT Server Mode 012 10.21.13480:Parth
Zonell ZRFFO0ENODASFFAECEZOOOMTO0.O1) 10.21.134.80:Portd

Eile  Help

O0O0O0O

Delete the checked zoning infarmation

K Help

4. Open host server or storage side view based on port zoning information.

E’ Point
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If ahost node name or a storage name in "Zoning Information” displayed in Fibre Channel switch property is not shown, register
the device connected with Fibre Switch Port by using manual embedding function.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000
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5. Select access path and execute [Access Path] - [Connect].

th
Wiew Device
Chatiee Detail Wiew
Blink Beacan

Zall Management Software
To Send [
Carrelation Windaw

Performance Management Window
Manual configuration window

Snitch_1

Property
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6. Display "Zoning Information” of Fibre Channel switch again after normally finishing the access path setting.

S SN200_1 x|
File  Help
KBasir: Information | Switch Information B8 A =10 MNotepad

m —WWPH_foning Information
Delete | Zaning name | WAWPNQ) | WANPN(Z)

O SMMN_ 0003 Z10000EDBBOTEEST (Server Node 1) 2SFFOOEDDDASFF AE(ESDOONMIO0OT)

O Sk 0002 210000EDSBOT F461 Server Mode 01 21 FFO0EDDDASFF AE(ES000MT00.01)

Pnrt-znm Infﬂm“nn ...........................................................................................................................
Delete | Zoning name | WhPN | Port

Zone(2  210000E08B01FA461 Gerver Node 01) 1021.13480Port?

ZoneD?  21FFOOEODOASFF AE{EZ000M100 01) 1021134 80:Port6

Zonell A10000EDEBOT EEST Server Mode 01) 1029 134 20:Ports

Zone01  25FFODEOOOABFF AE(ES000M100_01) 1021.13480Portd

Ooooo

Delete the checked zoning information |

ok | Hep |

FRSMZ00_1

File Help

Bazic Information | Switch Information
m —WMPN_Zoning Information
Delete | Zoning name | WWPN() | WAWPNE)

O SMN 0002  210000EDBE0TEEET Server Mode 01)  25F FOOEDDD ABFF AE(ER000MI00.0)
O SMM 0002 210000E08B01F461 Server Mode 012 21 FFOOEODOASFF AE(EZ000M100.07)

Zoning Information Event Infor mation Motepad

Delete the checked zoning information |

If the multiple port zoning setting is executed, remember not to del ete the multiple port zoning until WWPN zoning relevant to each
other is set.
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SESN200_1 [ x|

Eile Help
KBasic Information | Switch Information m Event Information | Motepad
m WP M _Zoning Information
Delete | Zoning name | WWPN() | WAWPN()

O SMM 0002 210000E0BBOTF461 Server Mode 01) 21 FFODEDDDABFF AE(E3000M100.01)

(- Part_Zoning Infor mation

Delete | Zoning name | WiiPN | Port
O Zone02  Z10000E0BEDT F461 Server Mode 01) 10.21.134 BO:Fort7
O Zonel1 Z10000EDBEDT EES1 Server Mode 01) 1021.134 B:-PortS
a Zone(l  2GFFOOEODOASFF AE{E30D00MIO0_O) 10.21.134 B0Portd

Delete the checked zoning information |

ok | Help

8. Repeat the procedure from steps 3to 7.
9. If necessary, return the setting that is executed in step 2 to the former setting.

To change the zoning setting can be executed in zone admini stration window in WEBTOOL Sin Fibre Channel switch and by Telnet
function.

_ﬂ Point

The change to the zoning settingsis performed on a Fibre Channel switch equipped with the latest firmware in the fabric (all of the
Fibre Channel switchesin the cascading connection) that contains the Fibre Channel switch selected when this properties window
is opened.

6.4 Event Display and Linkage

This software receives and decodes an SNMP Trap that is sent from adevice, and handles adevice status change as an event for managing
deviceerrors.

The event is created based on the contents of SNMP traps and user settings.
The processing described below is performed for generated events.

- Displaying event logs

* Displaying device events

+ Systemwalker Centric Manager linkage

+ Shell/Bat linkage

* External script linkage

Asfor the following event, this software only displays event logs and device events (as for some events only event logs are displayed),
and other processing are not performed.
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* Events by user operations (all the events in "Chapter 1 Events Related to Operation of This Product " in " ETERNUS SF Storage
Cruiser Event Guide")

+ Trap events common to devices (the trap common to devicesin "Chapter 2 Eventsin Notifications Sent from Monitored Devices" in
" ETERNUS SF Storage Cruiser Event Guide™)

+ Start of performance data re-collection/Success of performance data re-collection event (Success of performance data re-collection,
Success of performance datare-collectionin 2.8 Explanation of Performance Management Traps' in "ETERNUS SF Storage Cruiser
Event Guide")

* Event that indicates when the state changes into error(red) in the device polling function ("When the state changes into error(red)"in
the device polling function "Chapter 3 Device Polling Event" in " ETERNUS SF Storage Cruiser Event Guide")

%See

For detailed information on how to customize SNMP Trap processing, see"Appendix C Customization”.

Displaying event logs

Generated events are displayed in the event log of Client. To display the event log, select [View] - [Show/Hide] - [Event Log] from
the menu, and select Show/Hide. Events are displayed shown as below.

Displayed items and details
descriptions
Status Displaysthe level of adisplayed event.
Date Displays time and date event occurred in Month DD, YYYY HH:MM:SS AM (or PM).
Device Name Displays the name of a device on which the event occurred.

This may not be displayed for events by user operations.

Monitor Indicates the name of the admin server that detected the monitor event.
An example of display names for each administrative Manager is as follows:
Name for ETERNUS SF Storage Cruiser ----- SSC

Event ID Displays this ID when the event has the corresponding ID.
This|D isdefined in the administrative Manager that is monitoring the event.

Event Information Indicates event details. Refer to ETERNUS SF Storage Cruiser Event Guide for the detail
information.

A displayed example of an event log is shown below. One line of an event log can be copied in the clipboard. By this function, event
log information can be attached to E-mail text to be sent.

The procedure is as follows:

Select the event log to copy, and display the pop-up menu and execute [Copy EventLog to ClipBoard]. This execution enables the
event log information to be copied in the client clipboard.

Status | Date Device Ma.. Monilor | EventiD | Event log Infarmation
£ 1 |nfa Cict B 2003 34023 PM Swichi SSC add swilch j
Infa | Cet B 2003 34248 PM | Ewiich2 ESC (Add switch
4 Info | hct B 2003 34706 PM | Snwitch2 | &8 | |Set SMMP Trap Transmission Address 11_y
ﬁ Waming Cict B 2003 34933 PM GR740-0001 55C I Cannaction Timeout Jﬂ
4 [

Displaying device events
Generated events are displayed as device events of Client. Users can check for device events from "Property” for adevice.
Systemwalker Centric Manager linkage

Also, generated events are reported to Systemwalker Centric Manager. For information on settings required in advance, see "10.2
Linkage with Systemwalker Centric Manager". The importance levels of the events are also reported.
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& note

Events of the server node agent is not reported to Systemwalker Centric Manager. (Shell/Bat linkage is operated.) Execute fault
monitoring by message monitoring function of Systemwalker Centric Manager.

Shell/Bat linkage

A generated event is specified in the call argument of the Shell file, such shown as below.

Platform of Manager File name (full path)

Windows

$ENV_DIR\Manager\etc\opt\FJSV ssmgr\current\trapop.bat argl arg2 arg3 arg4 arg5 argé
($ENV_DIR means "Environment Directory" specified at the Manager installation.)

Linux

Solaris OS,

[etc/opt/FISV ssmgr/current/trapop.sh argl arg2 arg3 arg4 argb argb

The"
The"
The"

Set).

The"
The"
The"

argl"
arg2"
arg3"

arg4"
args"
arge"”

isthe fault detail for the target device.
isthe IP address for the target device.
isthe server node name (FQDN) for the target device (if the full domain name cannot be confirmed, the |P address is

is the number of milliseconds that have elapsed from 00:00:00 GMT 01 Jan 1970 ("'zero") to the current time.
isthe fault level ("INFO", "WARNING"," ERROR").
isthe icon name for the target device.

Rewriting the content of these shell/bat files enables the e-mail linkage of fault information or other Management Software linkage
(such as issuing commands to Management Software and writing information to alog file managed by Management Software).

Sample Shell/Bat files areinstalled in the directories shown below. Copy this sample and create Shell/Bat files for linkage.

Platform of Manager File location
Windows $ENV_DIR\Manager\opt\FISV ssmgr\lib\sampl e\trapop. bat
($ENV_DIR means "Environment Directory" specified at the Manager installation.)
Solaris OS, /opt/FISV ssmgr/lib/sample/trapop.sh
Linux

If the Shell/Bat linkage function is not used, there is no need to create these Shell/Bat files.

External script linkage

Any external script other than trapop.sh/trapop.bat of Shell/Bat linkage can be executed. Up to two scripts can be defined in each
SNMP Trap XML definition file. Arguments for calling such scripts are common to those for Shell/Bat linkage.

For information about the methods for defining, see"C.6 SNMP Trap XML Definition File".

;ﬂ Note

* External script linkages must be defined in the SNMP Trap XML definition file. Therefore, they are not available on devices where
XML definition files are not provided.

* For shell scriptsor batch filesin Shell/Bat linkages or external script linkages, do not output processing results and processing progress
on the screen (for example, do not perform such a process as displaying a message with the echo command). Be sure to describe
"@echo off" at the head under Windows.

Users can customize the displaying of events and descriptions of linkage for individual SNMP Traps. For details, see "C.6 SNMP Trap
XML Definition File".

The following is an example of each Shell/Bat file.
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* trapop.sh sample for Solaris OS and Linux

The events of this software are reported by mail. (Thisrequiresthe SMTP server and Manager to be running on the admin server. The
path of the mail command may differ from the sample. Change it so that it is appropriate for the operating environment.)

#!'/ bi n/ sh

#HOSTNAME="/ bi n/ host nane’

#MAI LOVD=/ bi n/ mai | #TMP_FI LE=tnp_mai | _file. $4

#

#echo "To: $MAI LADDRESS' > $TMP_FILE

#echo "Subject: SAN nanager ($HOSTNAME) event nmil" >> $TMP_FILE
#echo "" >> $TMP_FI LE

#echo M- - oo e e " >> $TMP_FI LE
#echo " Storage System manager event mail " >> $TMP_FILE
#EChO "-- - - " >> $TMP_FI LE
#echo $1 >> $TMP_FI LE

#

#$MAI LCVMD $MAI LADDRESS < $TMP_FI LE
#/bin/rm-f $TMP_FILE

After defining the setting in trapop.sh as described above, executing grtraptest command which is described in "[Test 3] Check
Systemwalker Centric Manager linkage and Shell/bat linkage of events." in "5.3 Checking Management Status' transfers mail to a
destination. Therefore, whether it is possible to link with Shell/Bat can be confirmed by generating SNMP Trap.

U¥:&30: ERBOE: awsazdd02:CM FANC0x830000) degraded in
HDQ\I‘EREY{GR?EMGR?EHE:‘ [11.22.33.44])

A ]
The first twro characters indic ate the OF of the server on which SAN resource
management i operating.
IR =TINTX "AP'=WINDOWS

+ Sample of trapop.bat for Windows

The event of this software is notified by mail. (To actually operate, an UNIX system server with sendmail that supports the SMTP
protocol or a Windows Server that support standard SMTP service is necessary.)

@cho off
rem ## CAUTI ONS ## Pl ease do not comment out or delete the line of "@cho off"

remset |NSTALL_DIR=install-dir <- Wite the install DR

rem set MAI L_SERVER ADDRESS=nmi | @er ver. address <- Wite the address of nmail server

rem set MAI L_FROVESt or ageManager <- Wite the mail address of the sender
remset MAIL_TO=your @- rail . address <- Wite the mail address of the receiver

remcd % NSTALL_DI R et c\ opt\ FJSVssngr\ current
rem set STXSMAI L=st xsmail . exe
remset TMP_FILE=tnp_mail _file. %l

remecho From %Al L_FROW6 > % MP_FI LE%

remecho To: %AIL_TO% >> %MP_FI LE%

rem echo Subject: Storage system manager (%COVPUTERNAMVEY) event nmail >> %O MP_FI LE%
rem echo. >> %MP_FI LE%

remecho ----------mmmmm >> 9 MP_FI LE%
rem echo Storage system nanager event mail >> 9%MP_FI LE%
remecho -----ccccmmmmmmmnncccciciccea >> %IMP_FI LE%

remecho % >> % MP_FI LE%

remset MAI LCVD=%STXSNMAI L% %VAI L_SERVER_ADDRESS% % MP_FI LE%
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rem %Al LCVMD%
rem del %MP_FI LE%

Event information can be sent by starting the stxsmail program with the mail client function in the Bat file.

To edit this Bat file properly, please refer to "Appendix E Mail client function program with the Windows Version of Manager
(stxsmail)" for details.

Execute "[Test 3] Check Systemwalker Centric Manager linkage and Shell/bat linkage of events." of "5.3 Checking Management
Status" with the above setting, the mail as below is forwarded to the destination mail address. By this way, the Bat linkage can be
confirmed.

U:33C: ERROR: swsazdd0Z:CH FAM{0x230000) degraded in
HD?)'\IEREY(GR?ED(GR?EP.EI'[11.22.33.44]]‘

]
The first twro characters indic ate the OF of the server on which SAN resource
management is operating.
"TE"=TINT "AP'=WINDOWS

E) Point

To perform Systemwalker Centric Manager linkage, Shell linkage, or external script linkage, either register the | P address and host name
information for each device in the DNS server that is referenced by the administrative server, or define them in the /etc/hosts file on the
administrative server so that the names of the devices registered in this software can be resolved.
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6.5 Revolving Light Icon

The flasher icon is displayed on the upper right corner of the resource management or Side view to inform that information on a device
registered with this software was updated.

Thedialog isdisplayed when lighting revolving light icon is clicked, the device statusis updated to latest information when <OK> button
is selected, and the latest state of the device is displayed on the screen.

Moreover, the trouble level can be distinguished by the color of revolving light.
Displaying revolving light icon

Display revolving light icon on the status bar(under of the window) on the upper right corner of the resource management view or Side

View.

Storage Cruizer b EIK
File Device OperationiZ) “Wiew Tool Help E
=63 EETEE 338 iain view: Main view

Eﬁ SErVEr i
Fgﬂ? Storage | (B
-, SaN

e —

fire280-2
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Color of revolving light icon

Revolving light icon is displayed the state change of the device in red, yellow and green and notifies the event level. When the state
of the deviceis changeless, it displaysit in the gray.

For information about details and color of revolving light icon, see "Table 6.2 Revolving light icon state”, in "6.1.1 Main view".
Updating to latest information

The dialog is displayed when revolving light icon is clicked, the device status is updated to latest information when <OK> button is
selected, and the latest state of the device is displayed on the screen.

snwzag] 60

f status change has been detected.

fre you =ure wou want to update the administrative server status information?

ok i Help |

When <Cancel> button is selected, the update process to latest information is not done. Update to latest information by either of the
following methods:

- Click revolving light icon again and display dialog and select <OK> button.
- Select [View] - [Refresh].
- Pressthe [F5] key.
When the <Help> button is selected, the pertinent message of Message Guide is shown.
Priority of Revolving light icon lighting

Revolving light icon lightsin order with high event level.

Event level [OW --m-mmmmmmmmmmm oo > high

Color gray -> green -> yellow -> red

For example, revolving light icon lights in red when the event at the trouble level is generated when Revolving light icon lightsin
yellow.
Revolving light icon lightsin red when the event at the information level is generated when Revolving light icon lightsin red.

6.6 Thin Provisioning management

This product can manage storage capacity virtualization operations that use the Thin Provisioning function of the ETERNUS disk storage
system. The functions below are provided.

Threshold monitoring
This function monitors the threshold values for the Thin Provisioning Pool capacity used. It can aso change the threshold values.
Capacity management
This function displays graphs showing the Thin Provisioning Pool capacity and changes in the capacity used.
This product provides the following two methods for starting Thin Provisioning at a disk storage system:
+ Device registration of adisk storage systems where the Thin Provisioning function has been enabled

* Enabling the Thin Provisioning function at a disk storage system that is already registered as device, and then selecting [View] -
[Refresh] from the menu bar

For storage systems where Thin Provisioning management has been started, a"T" mark is displayed with the device icon as shown below.
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Figure 6.5 Example of "T" mark display on the Main view
Figure 6.6 Example of "T" mark display on the side view
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The"T" mark indicates the Thin Provisioning Pool Threshold monitoring status.

"T" mark color

Explanation of status

Green

Normal

For al Thin Provisioning Pool, the capacity used is less than the " Caution threshold value".

Yellow

Caution

Thereisa Thin Provisioning Pool where the capacity used is less than the "Warning threshold value" but
greater than or equal to the "Caution threshold value”.

Red

Warning

value'.

Thereisa Thin Provisioning Pool where the capacity used is greater than or equal to the "Warning threshold

=)
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See

For detail on the monitoring status of Thin Provisioning Pool threshold values, refer to "6.6.1 Threshold monitoring”.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

Thin Provisioning Pool monitor window

Thiswindow is used for monitoring Thin Provisioning Pool threshold values and managing capacity. To display this window, select

[File] - [Thin Provisioning Pool monitor window] from any of the views in the Resource management window.
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For the contents displayed in the Thin Provisioning Pool monitor window, refer to "B.11 Thin Provisioning Pool monitor window
operations".
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6.6.1 Threshold monitoring

The Thin Provisioning Pool monitor window monitors the threshold values for Thin Provisioning Pool capacity usage.

Threshold values and Threshold monitoring status

When adevice is selected from the tree in the Thin Provisioning Pool monitor window, the values of the "Caution threshold value"
and the "Warning threshold value" set for each Thin Provisioning Pool and the Threshold monitoring status are displayed in atable.
The " Caution threshold value" and the "Warning threshold value" are prepared at the disk storage system, and are the threshold values
for Thin Provisioning Pool capacity usage. The Thin Provisioning Pool Threshold monitoring status depends on the capacity used, as
displayed in the table below. The icons indicating the Threshold monitoring status are displayed in the tree and in the TPP part of the

table.
Threshold monitoring Icon Explanation of status
status
Normal None The Thin Provisioning Pool capacity used is less than the "Caution threshold value'.
Caution & The Thin Provisioning Pool capacity used is less than the "Warning threshold value" and
greater than or equal to the "Caution threshold value”.
Warning @ The -I.—.hm Provisioning Pool capacity used is greater than or equal to the "Warning threshold
value".
4 See
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- The information displayed in the Thin Provisioning Pool monitor window was current at the time it was fetched from the disk
storage system. To refresh information, in the Thin Provisioning Pool monitor window, select [View] - [Refresh].
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i See
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For details on the Thin Provisioning Pool monitor window, refer to "B.11.1 Thin Provisioning Pool monitor window".
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Threshold value settings

Theinitial valuesfor the"Caution threshold value" and the "Warning threshold value" are set by the disk storage system when aThin
Provisioning Poal is created. If required, change the settings for the capacity threshold values.

Procedure for setting threshold values

1. In the Resource management window menu, select [File] - [Thin Provisioning Pool monitor window].
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2. Inthetree of started Thin Provisioning Pool monitor window, select the device where the Thin Provisioning Pool is registered,
then in the table, select the Thin Provisioning Pool (multiple Thin Provisioning Pool can be selected - in this case all selected
Thin Provisioning Pool will have the same threshold value).

3. Start the dialog box for changing the notification threshold valuesin one of the following ways:
- Inthe Thin Provisioning Pool monitor window menu, select [Operation] - [ Change threshold amount].
- Inthe Thin Provisioning Pool monitor window, click <Change threshold amount> button.

4. Inthe dialog box, enter values at "Warning (%)" and "Caution (%)", then click <OK>. The value can be selected by selecting
the [Both], [Warning only], or the [Caution only] button.

!L—E?-‘_;, See
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For details on the dialog box for changing notification threshold values, refer to "B.11.5 Dialog for changing notification threshold
values'.

Action to take when threshold values are exceeded
If threshold values are exceeded, then follow the procedures bel ow:
- Detection of status change

When athreshold value is exceeded, the product receives an SNMP Trap that notifies it of the change in Thin Provisioning Pool
status at the disk storage system, and displays the status change in the event log.

In addition, the "T" mark on the icon in the Resource management window for the disk storage system changes to the color that
indicates the Thin Provisioning Pool status.

- Refreshing

Check the event display and then select [View] - [Refresh] in the Resource management window to obtain the latest information
from the device. If the Thin Provisioning Pool monitor window is open, then select [View] - [Refresh] in the Thin Provisioning
Pool monitor window.

- Checking the status from the Thin Provisioning Pool monitor window

Start the Thin Provisioning Pool monitor window and check the Thin Provisioning Pool status. Extend disks or take other action
in accordance with the exceeded threshold values.

15 See
If the SNMP Trap that notifies of changesin the Thin Provisioning Pool statusis not received due to packet loss or other reason, then
the product detects the change by polling the Thin Provisioning Pool information of the disk storage system. Since the polling interval
is one hour, the time from status change to detection is within one hour. The polling intervals can be customized. For details, refer
to "C.13 Polling Service Setting File".
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& Note

When a Thin Provisioning Pool is selected from the tree on the Thin Provisioning Pool monitor window, the screen displays the values
set for the "Caution threshold value" for each logical volume and the Threshold monitoring status. The threshold values are provided at
the disk storage system and relate to the logical volume capacity that is not yet allocated. Thelogical volume Threshold monitoring states
depend on the capacity not yet allocated, as shown below. Icons indicating the Threshold monitoring status are displayed for the logical
volumesin the table.

Threshold monitoring

Icon Explanation of status
status

Normal None The unallocated capacity of the logical volumeis less than the "Caution threshold value".
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Threshold monitoring

Icon Explanation of status
status

. The unallocated capacity of thelogical volumeisgreater than or equal to the" Caution threshold
Caution i\, value'

+ Changes in the Threshold monitoring status of logical volumes do not affect the color of the "T" mark on disk storage system icons
in the Resource management window.

* This product does not display an event when logical volume threshold values are exceeded.

* This product cannot set logical volume threshold values.

6.6.2 Capacity management

Changes in the Thin Provisioning Pool capacity must be understood in order to draw up plans for adding disks that suit the usage
circumstances. The Capacity management window displays graphs of changes in the Thin Provisioning Pool capacity and the capacity
used, now and in the past. This enables usersto know when to add physical disksto the Thin Provisioning Pool, and simplifiestherevision
of threshold value settings.

The Capacity management window is started from the Thin Provisioning Pool monitor window.
Start procedure for Capacity management window
1. In the Resource management window menu, select [File] - [Thin Provisioning Pool monitor window].
2. Inthe started Thin Provisioning Pool monitor window, select the Thin Provisioning Pool in one of the following ways:
- Inthetree, select the Thin Provisioning Pool.

- Inthetree, select the device that has registered the Thin Provisioning Pool, then in the table, select the Thin Provisioning
Pool (multiple Thin Provisioning Pool can be selected).

3. Start the Capacity management windows in one of the following ways:
- Inthe Thin Provisioning Pool monitor window menu, select [Operation] - [Capacity management window].

- If selecting the Thin Provisioning Pool in the tree, right-click and in the context menu, select [Capacity management
window].

!L—E?-‘_;, See
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For details of the Capacity management window, refer to "B.11.6 Capacity management window".
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!% See
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Values displayed on the graph are obtained by the polling service at one o'clock every day. The polling execution time can be customized.
For details, refer to "C.13 Polling Service Setting File".
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|Chapter 7/ Performance Management

7.1 Overview

This software supports performance management functionality for fibre channel switch and ETERNUS disk storage systems. This
functionality enables users to get details about the operation and load statuses of devices. However, this software does not support
performance management functionality in relation to the ETERNUS disk storage system main frame volume, MVV, SDV, Thin
Provisioning VVolume and RAID Group used by Thin Provisioning Pool.

Additionally, by knowing the number of active disks, it is possible to verify the Eco-mode status of the ETERNUS disk storage system.

The performance information can be referenced using Systemwalker Service Quality Coordinator. However, some performance
information is not supported. For details, refer to the Systemwalker Service Quality Coordinator manual.

25 See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For details about supported devices, refer to "1.3.7 Support levels'.
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Qn Note

+ Do not execute performance monitoring for a single device from more than one administrative server(*) at the same time.
* The Softek Storage Cruiser administrative servers, the ETERNUS SF Storage Cruiser administrative servers or the Systemwalker
Resource Coordinator administrative servers

+ The performance management functionaity always starts up when the administrative server starts up. For devices in which
performance management settings have been configured, performance information collection starts in the background. Accordingly,
performanceinformationiscollected regardl ess of whether GUI window display. To stop performanceinformation collection, execute
performance management stop processing.

7.1.1 Performance Information Types

The following information can be managed: Performance monitoring can be set at different intervals, refer to "7.2.3 Setting monitoring
intervals' for the settings available for each device.
On the following tables, "A" indicates "Available", "N/A" indicates "Not Available".

+ Fibre Channel switch

Performance information (Unit) Fibre Channel switch
Port Transfer rates of send/receive data (MB/S) A
Number of CRC errors A

-190 -



+ ETERNUS disk storage system

Performance ETERNUS ETERNUS6000 | ETERNUS4000 | ETERNUS200 ETERNUS
information DX400 series, models 80 and 0 DX60/DX80/
(Unit) ETERNUS 100, DX90
DX8000 series, ETERNUS3000
ETERNUS4000 (except model
(except models 50),
80 and 100), ETERNUS GR
ETERNUS8000 series (GR720
or higher)
LUN Read/Write count A A A A A
Logical (10PS)
Volume ReadWritedata | A A A A A
RAID
G transfer rate
roup (MB/S)
Read/Write A A A A A
response time
(msec)
Read/Pre-fetch/ A A A A A
Write cache hit
rate
(%)
Disk drive Disk busy rate A A A A A
(%)
CM Load (CPU usage) | A A A A A
rate
(%)
Copy remaining A A N/A A A
amount
(GB)
CA Load factor (CPU N/A A N/A N/A N/A
usage rate)
(%)
Read/Write count A A N/A N/A N/A
(10PS)
Read/Write data A A N/A N/A N/A
transfer rate
(MB/S)
CM Port Read/Write count N/A N/A N/A A A
(10PS)
Read/Write data N/A N/A N/A A A
transfer rate
(MB/S)
DA Load factor (CPU N/A A N/A N/A N/A
usage rate)
(%)
Read/Write count N/A A N/A N/A N/A
(10PS)
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Performance ETERNUS ETERNUS6000 | ETERNUS4000 | ETERNUS200 | ETERNUS
information DX400 series, models 80 and 0 DX60/DX80/
(Unit) ETERNUS 100, DX90
DX8000 series, ETERNUS3000
ETERNUS4000 (except model
(except models 50),
80 and 100), ETERNUS GR
ETERNUS8000 series (GR720
or higher)
Read/Write data N/A A N/A N/A N/A
transfer rate
(MB/S)
Device Number of active | A N/A N/A A A
disks
(Disk)
Power N/A N/A N/A N/A A
consumption (W)
Temperature(C) N/A N/A N/A N/A A

4}1 Note

* When RAID Consolidation is performed in ETERNUS6000 the RAIDGroup response time will not be displayed.

* LogicaVolume(LUN) and RAIDGroup performance information including LogicaVolume, created by LUN Concatenation in the
ETERNUSA000 (except models 80 and 100) and ETERNUSB8000 that firmware versions are before V111 40, will not be displayed.

* Performance information about the ETERNUS disk storage system main frame volume and MVV/SDV are not supported, and
performance information values for RAIDGroup cannot be guaranteed.

* OnETERNUS6000 devices, CA performanceinformation relatesto the FC-CA or FC-RA port. Furthermore, performanceinformation
obtained during the execution of REC and ROPC is displayed as Write performance information, regardless of whether FC-RA port
is set up on the Initiator side or the Target side.

+ ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUSA4000 (except models 80 and 100) and ETERNUS8000 CA
performanceinformation displaysFC-CA port or FC-RA port performanceinformation. Performanceinformation during the execution
of REC and ROPC will be displayed as follows.

- It will be displayed as Read performance information, if FC-RA port is set on the Initiator.
- It will be displayed as Write performance information, if FC-RA port is set on the Target.

+ ETERNUS DX90 CA performance information displays FC-CA port or FC-RA port performance information. Performance
information during the execution of REC will be displayed as follows.

- It will be displayed as Read performance information, if FC-RA port is set on the Initiator.
- It will be displayed as Write performance information, if FC-RA port is set on the Target.

+ The performance information for the number of active disks, power consumption and temperature can be managed by setting to
perf.conf file. For the settings, refer to "C.4 perf.conf Parameter”.

*+ The CPU and ROE usage rates are displayed for the CM load (CPU usage) for ETERNUS DX 400 series, ETERNUS DX8000 series,
ETERNUS4000 models 400 and 600 and ETERNUS8000 models 800, 1200 and 2200. For other ETERNUS disk storage systems,
the ROE usage rateisnot displayed. Also, for ETERNUS disk storage systemsthat do not have aROE, the parity generation processing
for RAID5 and RAID6 and encryption processing that would otherwise be performed by the ROE are performed by the CM and the
CM-CPU.

* Performance information for Thin Provisioning Volume and RAID Group used by Thin Provisioning Pool in the ETERNUS DX400
series, ETERNUS DX8000 series, ETERNUS4000 (except models 80 and 100) and ETERNUS8000, will not be displayed.
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7.1.2 Performance Graph Window Types

This software also provides graph windows with the following time units:

One-hour Graph window

Based on the time selected as monitoring interval, a line graph for a one-hour period is displayed. For example, if the monitoring
interval is 30 seconds, aline graph for a one-hour period with values obtained at an interval of 30 secondsis displayed.

Values displayed on the graph are the mean value of the monitoring interval. However, the CM copy remaining volume graph, the
number of active disks graph, power consumption graph and temperature graph display information obtained at the time the graph was
produced.

One-day Graph window
Based on the mean values for 10-minute periods, aline graph for a one-day period is displayed.
One-week Graph window

Based on the mean values per hour, aline graph for a one-week period is displayed.

_-ﬂlnformation

+ If the summer time functionality of the operating system is enabled, a part of the graph that is supposed to show the data around the
switch to summer time may not be displayed correctly.

+ Each performance graph may not be able to be displayed at every monitoring interval, per 10-minutes and per 60-minutes, depending
onthe LAN traffic condition or network environment (e.g. the administrative server and target device of the performance monitoring
exist in the different subnets).

7.1.3 Threshold Monitoring Types

Threshold monitoring is supported for Fibre Channel switch and ETERNUS disk storage systems.

The threshold monitoring functionality sends an alarm or report when Fibre Channel switch or ETERNUS disk storage systems
performance value reaches a certain level (threshold value) under certain conditionsin daily transaction operations.

The advantage of using the threshold monitoring is that the symptom of Fibre Channel switch or ETERNUS disk storage systems
performance drop caused by changesin data processing rates and transaction processing rates can be automatically and reliably detected
in daily transaction operations.

The effect that can be expected from the threshold monitoring functionality isthat operationsin the most suitable environment are enabled.
Thisisaccomplished by preventing the adverse effect of performance drops through early detection of bottleneck |ocations, identification
of their causes, and improvement of device configuration.

The threshold monitoring functionality can manage the following information:
* Fibre Channel switch
- Port throughput (%)

A port throughput value (MB/s) is monitored as the percentage (%) of an allowable tolerance to a maximum transfer capability
(MB/s).

+ ETERNUS disk storage system
- Response time (msec) of LUN (OLU)
- Average use (busy) rate (%) of RAIDGroup (RLU, LUN_R)
- CM load (CPU usage) rate (%)
The threshold monitoring functionality provides the Threshold Monitoring Alarm Log and Condition Report windows.
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From all devices monitored by the functionality, the Threshold Monitoring Alarm Log window displays a list of threshold monitoring
alarm items detected on individual devices.

The Condition Report window provides the following four windows:
* Logica Volume response time error

Thisisdisplayed if the Logical Volume response time of a monitored device is found to have reached the state specified in threshold
settings. Guidelines for actions to be taken are al so displayed.

* RAID Group load error

Thisis displayed if the RAID Group utilization of a monitored device reaches the specified state. Guidelines for actions to be taken
are also displayed.

+ CM load error

Thisis displayed if the CM load ratio of a monitored device reaches the specified state. Guidelines for actions to be taken are also
displayed.
* Port throughput load error

It is displayed when the transfer/receive usage rate of port of a monitored device reached the specified state. Measures indicator is
also displayed.

;ﬂ Note

+ The threshold monitoring function is always started when the administrative server is started, and the functionality starts threshold
monitoring and obtaining performance information at the same time for a device for which performance management is specified.
Accordingly, performance information is obtained and threshol ds are monitored regardless of when display of the GUI window starts.
To end threshold monitoring, stop threshold monitoring from this software.

* For the CM load (CPU usage) rate, the ROE usage rate is not monitored.

7.2 Flow of Performance Management

When auser gives an instruction for performance management of atarget device from a GUI window, the performance management unit
issues SNMP Traps periodically through aLAN to devicesto obtain performanceinformation, and it savestheinformation as performance
data on the administrative server. This software displays the performance data in the Performance M anagement window and manages the
device.
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Figure 7.1 Flow of performance management
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7.2.1 Checking disk space on the administrative server

To conduct performance monitoring, sufficient disk space is required on the administrative server for performance data storage. Make
surethat sufficient disk spaceis ensured referring to the Installation Guide. This software is capable of deleting performance data overdue
the specified holding period. The default is seven daysand dataexceeded this period are automatically deleted. Thisperiod can be modified.
To change the number of days to store performance data refer to "7.7 Definition File".

7.2.2 Instruction for performance management

Todisplay thedialog for setting the monitoring state, click the target deviceinthe SAN view of the resource view, and then select [ Device]
- [Performance management] from the menu or right-click [Performance management] from the pop-up menu.

Figure 7.2 ETERNUS disk storage system performance management settings window
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Figure 7.3 Fibre Channel switch performance management settings window
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In ETERNUS disk storage systems, enter the minimum and maximum values for the performance information securement target L ogical
Volume (LUN_V). Setting LUN can reduce the effect of obtaining performance information on disk areas where performance data is
saved and reduce the load. Setting LUN prevents allocation of more space than necessary for Logical Volume. Consequently, the
recommended entry for Logical Volume is the minimum value for obtaining performance data.

F-ﬂlnformation

Since performance information is obtained internally in units of 64 for Logica Volume, performance information in the neighboring area
of the Logical Volume setting is also obtained.

For example, if arange of 70to 80 isset for Logical Volume (LUN_V) on the screen, theinformation of Logical Volume between 64 and
127 isobtained internally.

B} point
If the device configuration has changed, update the device configuration information maintained by the performance management
functionality. For details about the update procedure, refer to "7.2.11 Updating configuration information”.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

7.2.3 Setting monitoring intervals

Enter the interval at which performance information is secured in the ETERNUS disk storage systems and Fibre Channel switch common
settings. Y ou can specify 5, 10, 30, 60, 300, or 600 seconds as the interval. However, intervals that can be specified vary depending on
device models and the number of Logical Volumes indicating performance level being maintained.

Monitoring condition Specifiable interval (seconds)
Device model name Number of LogicalVolumes whose| 5 10 30 60 300 | 600
performance is maintained
ETERNUS DX60/DX80/DX90 128 or less A A A A A N/A
ETERNUS2000 12910 2,047 N/A | N/A A A A N/A
ETERNUS4000 models 80 and 100
ETERNUS3000 2,048 or more N/A | N/A | N/A A A N/A
ETERNUS GR720/GR730/GR740/GR820/
GR840
ETERNUS DX400 series 256 or less N/A | N/A A A A A
ETERNUS DX8000 series 257 t0 1,024 NA [ NA|INAL A A | A
ETERNUS4000 (except models 80 and 100)
ETERNUSS000 1,025t0 8,192 N/A | N/A | N/A | N/A A A
8,193 or more N/A | N/A | N/A | N/A | N/A A
ETERNUSG6000 64 or less N/A A A A A N/A
65 to 2,047 N/A | N/A A A A N/A
2,048 or more N/A | N/A | N/A A A N/A
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Monitoring condition Specifiable interval (seconds)
Device model name Number of LogicalVolumes whose| 5 10 30 60 300 | 600
performance is maintained
ETERNUS SN200 series Fibre Channel - A A A A N/A | N/A
switch
Brocade Fibre Channel switch
ETERNUS SN200 MDS

"A" indicates "Available", and "N/A" indicates "Not Available"'

B} Point

In LAN traffic or cross-subnet (where thereis a gateway between the performance monitoring target device and the administrative server)
situations, it may not be possible to obtain the performance information inside the monitoring interval that was set. Please change the
monitoring interval when you cannot acquire performance information on each monitoring interval.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

;ﬂ Note

* When the transfer rate of FC port exceeds 4Gbps on the operating ETERNUS SN200 series Fibre Channel switch, Brocade Fibre
Channel switch or PRIMERGY Fibre Channel switch blade, set the performance monitoring interval to any oneof 5, 10 or 30 seconds.
If the performance monitoring interval is set to 60 seconds, the correct performance value may be not acquired from the device.

* On the performance information for the number of active disks, power consumption and temperature, the performance monitoring
interval sets 60 seconds if itsinterval is set to shorter than 60 seconds.

When you click <Start> button in this dialog, an instruction to obtain performance information isissued to the performance management
unit (see "Figure 7.1 Flow of performance management"), and the performance management unit obtains performance information of the
device through the LAN and saves it as performance data. Since the performance management unit is started as a daemon of the
administrative server, the unit continues obtaining performance information while the administrative server is active, even if no GUI
window is displayed.

Thelogical configuration of the storage deviceisrecognized, and the obtaining of performance information starts. At the start of obtaining
performance information of the selected storage system, an amount of time (tens of seconds to several minutes) is spent to obtain the
logical configuration before any performance information is actually obtained.

When performance monitoring starts, the "P' mark appears in green at the upper left of the device icon on the map display. If the
Performance Management window is open and the corresponding Fibre Channel switch and storage system are displayed in the tree, the
device nameis displayed in the same color as that of the "P" mark.

E /Ex.) Casze where name of switch is "Dragon”

— I‘;'I—@ Switch
Y Dragon

Thetablebelow lists"P" mark colors and their corresponding statuses and actionsto be taken. The color may differ from that of the current
status. Click [Refresh] on the GUI window or press the [F5] key to check the latest status.

"P" mark color Status Appropriate action
Green Performance is being monitored. (Normal) Performance is being monitored.
Yellow Performancemonitoringisbeingrecovered (e.g. | The administrative server cannot communicate with adevice.
device time-out). Check the network status and device status. Log off, when
ETERNUSmMgr/GRmgr isin alogin state.
Red Writing to the performance information file Check the write permission to the file and the capacity of the
failed. file system.
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"P" mark color Status Appropriate action

Wrong registered password of GR Reregister deviceswith this software, and restart performance
monitoring.
Internal error Contact a FUJITSU maintenance engineer.

7.2.4 Starting the performance management window

To display performance information, it is necessary to open the Performance Management Window. There are 2 methods to open the
Performance Management Window as follows.

+ Select [Filg] - [Performance Management Window] in Resource View

+ Select [Performance Management Window] from the pop-up menu displayed by right-click on Map view area of Resource View

7.2.5 Displaying performance information of the selected device

Y ou can display the performance information of a device in the Performance Management window by dragging a device icon displayed
intheresourceview and droppingitin the Performance M anagement window. Y ou can create multi ple Performance M anagement windows.
Also, multiple device icons can be dropped in a single Performance Management window to display information about those devices.

In addition, the performance information can be output to the CSV format file by using the performance information operation command
(storageadm perfdata). For the command details, refer to following sub sections.

+ Solaris OS Manager : "12.1.1.6 Performance information operation command (storageadm perfdata)”
* Linux Manager : "12.2.1.6 Performance information operation command (storageadm perfdata)”

* Windows Manager : "12.3.1.7 Performance information operation command (storageadm perfdata)”

7.2.6 Displaying Fibre Channel switch performance information

From the device tree view in the Performance Management window, select and right-click the port number of the Fibre Channel switch
whose performance information you want to display, and then select [Show Performance Graph] from the resulting pop-up menu.
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[E8 Performance Management Window

File Device View Threshalds Monitoring Tool  Help

Perfarmance
=8 Switch

=4 Switchl

=B8] port

—BE| Port 0
—B8] Port 1
—B8| Port 2
—BB| Part 3
—BB| Port 4
—BB| Port 5
—BE| Port &
—B8| Paort 7
—BB| Part &
—BB| Port 9
—B8| Port 10
— B8] Fort 11
— B8] port 12
—B8 port 13
|0

8| port Show Performance Graph

Qﬂ Note

In the side view of the resource view, the port numbers to agree with the device are displayed in the map view, and the serial numbers of
the ports are displayed in the list view. In the Performance Management window, the serial numbers same asthe list view are displayed.
For detail of the port number displaying, refer to "6.1.5 Side view".

The dialog shown below appears. In the dialog, select the items to be displayed.

Port Performance Graph

outespeciicaton | v 2] 4 [ 12 1 [ 21 2]
| Zf8 23]

Throughput " Tx * Ax TR
Error | RwCRCs Error
p S S e for By ot
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Items Explanation

Time Axis Select thetime interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types' for details.

Date Specification Specify the date and time to be displayed the center of the graph. The current timeis displayed. Y ou may
select the date and time of a graph that you want to display. A period of up to 7 days can be specified.

Throughput Displays adatatransfer rate (MB/S). Here, select an information type. Select one of the following three: (1)
displaying the graphic window for the transmitting-side performance of a port, (2) displaying the graphic
window for the receiving-side performance, and (3) displaying one graphic window where both transmission
and reception performances are displayed at the same time. The transmission and reception performances
can beselected at the sametimebut, if the combined transmi ssion-reception performancesare sel ected, neither
the individual transmission performance nor the reception performance can be selected.

Error Displays the graph of a CRC error count that occurs in the port.

The window shown below displays a result of selections in the above dialog. One-hour Graph windows of send throughput and receive
throughput are displayed. Using the graphs, you can determine the operating status of the port. See "B.10.5 Graph window functions".

[28 Performance Manazement Window

File Device Miew Thresholds Maonitoringe Tool  Help

Bl Performance

=1l

Switch
[ &= Switch
E—E‘E Port -
- Maximum Yalue 55642 MBfs 56.02
—&8| port 0 [ME
—E8E| Port 1 .
p— MEsz Switchl - Port 14 Tx Throughput
i Port 2 ( 50) T T T i T T
— 8] port 3 ! ! ! ! !
—38] port 4 45 T~ i 1mommoo-- e R R R
1 1 1 1 1
B8 Port 5 40 T domooeoo- R oo P TREEREEEE,
== 0+ TR | I N L S L L Co ]
—@l Port 7 33 1 1 1 1 1
—E8] port 8 ST il REEEEEEE qmmme--- R Rt EREEEEEE R EEEREE
1 1 1 1 1
S8l port 9 T R s oo T REEREI
—&8 port 10 ' ' ' ' '
_ M Wm oA L---_____ 1 _____ o ____ oo Lo ___ .
—=8| part 11 20 ' ' ' ' '
o 12 Y . I A L .
1 1 1 1 1
— &8 part 13 ' ' ' ' '
— om0 10 Lmmemmeeemaa L T T T T T T e B L FE=s===== TTT T
—m Fort 14 10 o . : : : 3 i
B8 port 15 I i | 1T Tt N .
o1 T T T
a0 55 0 5 10 15 20 25 30 34 40 45 a0
Dec 21, 2004 1 P trinute)
Previous Hour Latest Graph Mext Hour Date Specification

To display performance information of multiple ports at the same time, click multiple ports in the tree while holding down the [Ctrl] or
[Shift] key, and then right-click a selected port to display a graph.

In this case, "Open Window for Every Port" is added to the dialog displayed immediately before a graph is displayed. If you check the
check box, one window for each port opens.

If you do not check the check box, you can select "Total of Throughput" in the dialog. If you select it, the total values of the ports are
displayed in agraph. Otherwise, values of each port are displayed in the same graph window. Incidentally, if "Send/Receive" is selected,
"Total of Throughput" must be selected.
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[ Performance Management Window _I- _ID il

File Device View Threshalds Monitoring Tool  Help

Perfarmance

&8 port 3 Port Performan

—BE| Port 5 Titne Axis ® OneHour © OreDay [ OneWeek

58 Fart 7 Date Specitication | 2004 :I i | 12 :I ' I 2 :I
—BE| Port &
—BE| Port 9

g [ [

—BE| Port 11

B8] Port 12 Throughut i« Ty & Rx © TxRx Total of Throughput
—B8 port 13

el Port 14 Eria ™ RuCRCz Errar € Total of RxEREs Error
B8 port 15

I Open Window for Every Port

Cancel |

The window shown below is an example where "Open awindow for each port" and "Total of Throughput" are not selected. To check the
correspondence between ports and lines in the graph in the window, select a button for aline in the graph. In this example, port 14 is
frequently used.

-201-



[ Performance Management

Windomw

File Device Wiew Thresholds Monitoring Tool Help
Performance 2% Switchl - Port10-14R: Thr
J_'I—ﬁ Switch =
E—m - iz @ Switch] = Port10-14Tx The
= El_%tp . a Mecximum Value & 5542 MBfs 5602

]
—EIEI g (ME#s) Switchl -
—E8| port 5 0
— B8 port 4 T
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0
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Frevious Hour | Latest Graph Mext Hour | Diate Specification |

7.2.7 Displaying storage performance information

When the ETERNUS disk storage system icon is dragged and dropped to the performance management window, a storage logic
configuration tree will be displayed as below.

"AffinityGroup" indicates a number of the zone functionality of the selected storage system.

"LUN" indicates alogical unit number from the point of view of the server node. Since thisis allocated with Logical Volume (OLU and
LUN_V) that specifies a number unique to a device managed in the device, thisis expressed as"LUN X(Logica Volume X)" inthetree.

"RAID Group" located under "LUN" indicatesthat LUN isincluded in"RAID Group" (rank). [Disk](=physical drive) under [RAIDGroup]
or [RAIDGroup [X- X]] indicates the drive used to configure the rank. [LogicalVolume] under [RAIDGroup] or [RAIDGroup [X- X]]
indicates the numbers of other LogicalVVolumes that belong to the same RAIDGroup. [RAIDGroup X- X] also has devices that are not
shown.

The properties are displayed as tool tips. For details about items that can be checked in these toal tips, refer to "B.10.3 The tree view".

Figures beginning with "0x" are values expressed in hexadecimal notation. Other numbers are decimal numbers.
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[Z Performance Management Window
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7.2.7.1 Displaying LUN and RAIDGroup performance information

From the device tree in the Performance Management window, select the number of the LUN or RAID Group whose performance

information you want to display, right-click to display a pop-up menu, and select [Show Performance Graph].

Y ou can select multiple numbers. To do so, click LUN or RAID Group while holding down the [Ctrl] or [Shift] key, right-click and slect

[Show Performance Graph].

The dialog shown below appears. In the dialog, select the graph window to be displayed.
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LUM Petformance Graph

Tirme Axiz * oneHour ) One Day = One Yeek
Date Specification I 2003 :I i I g :I i |29 :I
B- E-

ICPS " Read O rite: © Rivy {° Tatal
ThroughgLt " Read ™ inrite CORiy O Tt
Responze Time (% Read % nrite Ry O Total
Cache Hit Rate " Read O inite  prefetch O RME O Tots

| Open Windosw for Every LUMN

.E Cancel |

Items Explanation

Time Axis Select thetime interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types" for details.

Date Specification Specify the date and time to be displayed in the center of the graph. The current timeisdisplayed. Y ou may
select the date and time of a graph that you want to display. A period of up to 7 days can be specified.

10PS Indicates how many times 1/O isissued per second.

Throughput Displays a data transfer rate (MB/S).

Response Time Displays an average 1/O processing time (ms).

Cache Hit Rate Displays aratio (%) at which cacheis hit.

& Note

* When RAID Consolidation is performed in ETERNUS6000 the RAIDGroup response time will not be displayed.

+ LogicaVolume(LUN) and RAIDGroup performance information including LogicalVVolume, created by LUN Concatenation in the
ETERNUS4000 (except models 80 and 100) and ETERNUS8000 that firmware versions are before V11140, will not be displayed.

+ The ETERNUS disk storage system main frame volume and performance information about MVV/SDV are not supported. The value
for the performance information about the RAID Group containing SDV aso cannot be guaranteed.

* Performance information for Thin Provisioning Volume and RAID Group used by Thin Provisioning Pool in the ETERNUS DX400
series, ETERNUS DX8000 series, ETERNUS4000 (except models 80 and 100) and ETERNUS8000, will not be displayed.

For the IOPS, Throughput, and Response Time, one of the following three can be selected: (1) displaying a READ graphic window, (2)
displaying a Write graphic window, and (3) displaying one graphic window where R/W (Read and Write information) items are displayed
at the same time. Read and Write can be selected at the same time but, if R/W is selected, the individual Read and Write graphic windows
cannot be selected.

For the Cache Hit Rate, one of the following four can be selected: (1) displaying a Read hit-ratio graphic window, (2) displaying a Write
hit-ratio graphic window, (3) displaying a pre-fetch hit-ratio graphic window, and (4) displaying one graphic window where all R/W/P
information (Read, Write, and Pre-fetch hit ratios) is displayed at the same time. Read, Write and pre-fetch can be selected at the same
time but, if RIW/Pis selected, theindividual Read, Write, and pre-fetch graphic windows cannot be selected.
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If multiple logical units are selected be displayed on a graph, "Open Window for Every LUN" is displayed. Select it to open one graph
window for each LUN.

If it has not been selected, "Tota" is displayed in the dialog. If you select "Tota", the "Total" graph appears. Otherwise, the information
about multiple unitsis displayed in the same graph window. If "R/W/P" or "R/W" is selected, "Total" must be selected.

7.2.7.2 Displaying disk (physical drive) performance information

From the devicetree view in the Performance Management window, select the number of the disk whose performance you want to display,
right-click to display a pop-up menu, and select [ Show Performance Graph].

Y ou can select multiple disks. To select multiple disks, click multiple disks while holding down the [Ctrl] or [Shift] key, right-click and
select [Show Performance Graph].

The dialog shown below appears. In the dialog, select the graph window to be displayed.

Dizk Performance Graph |

Titme &xiz % OneHour 1 One Drary i~ One Week

Date Specification Imﬂ ! I_Sﬂ ! Igﬂ
e =2

Graph Load

¥ Epen Viindow farn Every sk
Cancel |

Items Explanation

Time Axis Select thetime interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types' for details.

Date Specification Specify the date and time to be displayed in the center of the graph. The current timeisdisplayed. Y ou may
select the date and time of a graph that you want to display. A period of up to 7 days can be specified.

If multiple logical units are specified for displaying a graph, "Open Window for Every Disk" is displayed in the dialog. If you select it,
one graph window opens for each disk. Otherwise, the information about multiple disksis displayed in the same graph window.

7.2.7.3 Displaying CM performance information

To display the performance graph, select the CM/CM CPU from the performance management window and use a right mouse click to
display the pop-up menu, and then click on [performance graph display].

The performance graph of multiple CMs/CM CPUs can be displayed at the same time. To select multiple CMs/CM CPUs, click them
while holding down the [Ctrl] or [Shift] key, right-click and select [Show Performance Graph]. When [performance graph display] is
clicked, the dialog shown below appears. In the dialog, select the graph window to be displayed.

Selecting "Open Window for Every CM" on the dialog when multiple items are selected displays chart windows for respective modules.
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ETERNUS4000 models 80 and 100, ETERNUS3000 (except model 50), ETERNUS GR series (GR720 or higher)

M Performance Graph x|

Time Axiz = One Hour  © One Day One Week
Date Specification | znnail 2 Qi’ /] zil
| znil 3 EEiI

Graph Load

¥ Dpen Window for Evers G

Cancel

d

Items Explanation

Time Axis Select the time interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types' for details.

Date Specification Specify the date and time to be displayed in the center of the graph. The current timeis displayed. You
may sel ect thedate and time of agraph that you want to display. A period of upto 7 days can be specified.

Load Displays the CPU usage (%) of CM module.

ETERNUS DX60/DX80/DX90, ETERNUS2000, ETERNUS4000 models 300 and 500, ETERNUS8000 models 700, 900, 1100
and 2100, ETERNUS6000

M Performance Graph E3 |

Time &xis * OneHour . Cne Cray ' One Week
Date Specification I 2003 :I i I g :I i I 2 :I
I 15 :I ; I =7 :I

Graph = Load . Copy Residual Guartity

¥ Epen Vindayy for Evety Gh
Cancel |

ltems Explanation

Time Axis Select thetimeinterval for agraph that you want to display. Select one hour, one day, or oneweek. Refer
to "7.1.2 Performance Graph Window Types' for details.

Date Specification Specify the date and time to be displayed in the center of the graph. The current timeis displayed. Y ou
may select the date and time of agraph that you want to display. A period of up to 7 days can be specified.

Graph Load Displays the CPU usage (%) of CM module.

Copy Residua Quantity Displaystheremaining copy volume (GB) of advanced copy (EC/OPC).
When both EC and OPC are operating, atotal of the remaining copy
volumes of EC and OPC is displayed.
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ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS4000 models 400 and 600, ETERNUS8000 models 800,
1200 and 2200

CM Performance Graph x|

Time Axiz = One Hour  © One Day One Week
Date Specification | znnail 2 Qi’ /] zil
| 1sil 3 Elilil

Load & GRU " ROE &+ CPUSROE

Copy " Copy Residual Cluantity

¥ Dpen Windaw for Evers G

Cancel |

ltems Explanation
Time Axis Select thetimeinterval for agraph that you want to display. Select one hour, one day, or one week. Refer
to "7.1.2 Performance Graph Window Types' for details.
Date Specification Specify the date and time to be displayed in the center of the graph. The current timeis displayed. Y ou
may select the date and time of agraph that you want to display. A period of up to 7 days can be specified.
Load Displays the CPU usage (%) of each processor.
Copy Displays the remaining copy volume (GB) of advanced copy (EC/OPC). When both EC and OPC are

operating, atotal of the remaining copy volumes of EC and OPC is displayed.

7.2.7.4 Displaying CA and CMPort performance information

To display the performance graph, select the CA/CMPort from the performance management window and use a right mouse click to
display the pop-up menu, and then click on [performance graph display].

The performance graph of multiple CAS/CM Ports can be displayed at the same time. To select multiple CAs/CM Ports, click them while
holding down the [Ctrl] or [Shift] key, right-click and select [Show Performance Graph]. When [performance graph display] is clicked,
the dialog shown below appears. In the dial og, select the graph window to be displayed.

Selecting "Open Window for Every PORT" on the dial og when multiple items are sel ected displays chart windows for respective modules.
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ETERNUS DX60/DX80/DX90, ETERNUS2000

GM Port Performance Graph
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Iltems Explanation

Time Axis Select thetime interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types' for details.

Date Specification Specify the date and time to be displayed in the center of the graph. The current timeisdisplayed. You
may sel ect thedateand time of agraph that you want todisplay. A period of upto 7 dayscan be specified.

10PS Displays the number of /O issued per second.

Throughput Displays the data transfer volume (MB/S).

ETERNUS6000
GA Performance Graph x|
Time Axiz = One Hour  © One Day One Week

GFRU " Load
IOFPs i~ Fead  Wiite
Throughput ¥ Read ¥ Wirite

Date Specification | 200 /[ s /[ 24
5 [+

& RAW
RN

[¥ Open Window for Every BOET

: Cancel |

Items

Explanation

Time Axis Select the time interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types' for details.
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Items Explanation
Date Specification Specify the date and time to be displayed in the center of the graph. The current timeisdisplayed. You
may sel ect thedateand time of agraph that you want todisplay. A period of upto 7 dayscan be specified.
CPU Displays the CPU usage (%).
10PS Displays the number of 1/O issued per second.
Throughput Displays the data transfer volume (MB/S).

Other ETERNUS disk storage systems (except ETERNUS3000 and ETERNUS GR series)

GA Performance Graph x|

Time Axiz & One Hour  © One Day  © One 'Week
Date Specification | 200 = /[ s /[ 24
KR

IOPs " Read 7 Wiite T RAW

Throughput ¥ Read ¥ Wirite R

[¥ Open Window for Every BOET

Cancel |

Iltems Explanation

Time Axis Select the time interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types' for details.

Date Specification Specify the date and time to be displayed in the center of the graph. The current timeis displayed. You
may sel ect thedateand time of agraph that you want to display. A period of upto 7 days can be specified.

10PS Displays the number of 1/O issued per second.

Throughput Displays the data transfer volume (MB/S).

7.2.7.5 Displaying DA performance information

To display the performance graph, select the DA from the performance management window and use a right mouse click to display the
pop-up menu, and then click on [performance graph display].

The performance graph of multiple DAs can be displayed at the same time. To select multiple DAS, click them while holding down the
[Ctrl] or [Shift] key, right-click and select [ Show Performance Graph]. When [performance graph display] is clicked, the dialog shown
below appears. In the dialog, select the graph window to be displayed.

Selecting "Open Window for Every PORT" on the dial og when multiple items are sel ected displays chart windows for respective modules.
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ETERNUS6000
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Items Explanation

Time Axis Select thetime interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types' for details.

Date Specification Specify the date and time to be displayed in the center of the graph. The current timeisdisplayed. You
may sel ect thedateand time of agraph that you want todisplay. A period of upto 7 days can be specified.

CPU Displays the CPU usage (%) of DA.

10PS Displays the number of /O issued per second of DA.

Throughput Displays the data transfer volume (MB/S) of DA.

7.2.7.6 Displaying the number of active disks, power consumption, and temperature
performance information

To display the performance graph, select the storage device from the performance management window and use a right mouse click to
display the pop-up menu, and then click on [performance graph display].

The dialog shown below appears. In the dialog, select the graph window to be displayed.

Device Performance Graph i

Time fxiz " Ope Hour % Ope Day " One Weel

Date Specification 1 EDDQﬁ £ ’—‘I;::j i r'l.é‘ﬁ
= -

Graph &% Active Dicks % Syctem Power Consumption 0

)4 i Cancel
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Thedialog box below isdisplayed if the ETERNUS disk storage system does not support power consumption and temperatureinformation.

Device Performance Graph il

Time fxiz & Ope Hour O One Day € One Week
Date Specification I 2008 ﬂ £ I 4 ﬂ F I 8 ﬂ
| 14_+| ) snil

Giraph Active Disks

Cancel |

Items Explanation

Time Axis Select thetime interval for a graph that you want to display. Select one hour, one day, or one week.
Refer to "7.1.2 Performance Graph Window Types" for details.

Date Specification Specify the date and time to be displayed in the center of the graph. The current timeisdisplayed. Y ou may
select the date and time of a graph that you want to display. A period of up to 7 days can be specified.

Graph Shows number of active disks, power consumption, and temperature performance information.

The performance information for the number of active disks, power consumption and temperature can be managed by setting to perf.conf
file. For the settings, refer to "C.4 perf.conf Parameter”.

& Note

When the specified ETERNUS disk storage system has no Eco-mode function, the number of active disks, power consumption and
temperature graph is not displayed. For the ETERNUS disk storage systems that have the Eco-mode function, refer to "1.3.4 Energy-
saving operation for storage device".

Before the displaying the performance information for the number of active disks, power consumption and temperature, it is necessary to
upgradeto thefirmwarethat supportsthe Eco-mode operation and change the composition of the device. For the detail s of those procedures,
refer to "7.2.11 Updating configuration information".

7.2.8 Operating graph windows

If theamount of performancedataislarge (in particular, whenthe ETERNUS di sk storage system device RAIDGroup or multipleselections
are chosen), or if load on a LAN is heavy, along time may be required to display a graph after the <Previous Hour> or <Next Hour>
button is clicked. In such cases, right-click the mouse on the graph window to open a pop-up menu. The pop-up menu has acommand for
opening agraph window from which the time range of agraph can be changed. Select the command, and open the One-day Graph window
from the graph window so that hour-by-hour information is displayed, move the cursor in the One-day Graph window to the time that you
want to check, right-click to display a pop-up menu, and select [One-hour Graph Window] for a smooth transition to a graph centered on
thistime.

To display the maximum value graph, click the <Peak> button in the One-day Graph window, or One-week Graph window. Y ou can then
move the cursor to the time of the maximum value and right-click to display a pop-up menu, enabling a smooth transition to a graph
centered on this time of the maximum value in the same way as described above.

Refer to "B.10.5 Graph window functions'.
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_-ﬂlnformation

About the number of active disks, power consumption and temper ature graph window:

The <Peak> button is not displayed on the number of active disks, power consumption and temperature graph window. Therefore, the
maximum value graph cannot be displayed.

7.2.9 Examples of use of performance management

If an 1/0 delay from the server node to a storage system occurs, the user can check for the cause in the storage system by using the methods
described below. These are only examples, so al causes of 1/0 delays cannot be determined by use of these methods.

1. Identify the time when the I/O processing delay occurred and the access path where the delay occurred.

2. Usethis software to check the AffinityGroup number and LUN number of the ETERNUS disk storage system defined in the target
access path.

3. Using performance management, display and check the target LUN performance values.

4. If aresponse of the LUN unit takes a long time, check RAID Group performance. If aresponse of RAID Group aso takes along
time, find another Logical Volume belonging to RAID Group, and find the LUNsto which the Logical Volumeisallocated. Check
the I/O statuses of these LUNS, and check for aheavy load on RAID Group. If thereis aheavy load, move the appropriate LUN to
another RAID Group, or take other appropriate action.

7.2.10 Instruction for stopping performance management

Click the target device on the GUI window. Select [Device] - [Performance management] from the menu, or right-click and select
[Performance management] from the pop-up menu. Then, select <Stop> button in the window for setting the monitoring status.

7.2.11 Updating configuration information

Device configuration information is independently maintained in the performance management functionality.

To change the device configuration, update the device configuration information that is maintained by the performance management
functionality according to the procedure shown below. Also perform the update if the configuration for a device used to execute
performance monitoring and threshold monitoring has been changed.

If the configuration for a device used to execute performance monitoring and threshold monitoring has been changed, the configuration
information before the update is used for performance monitoring and threshold monitoring. Performance information and threshold
monitoring, shown in the procedure below, cannot be guaranteed prior to the configuration information update.

<Configuration information update procedure>
1. Record the performance monitoring settings contents (if performance monitoring is used)
<Recorded settings contents>
- Interval before obtaining performance information (in seconds)
- Performance monitoring targets (Minimum LUN_V, Maximum LUN_V)
2. Record the threshold monitoring settings contents (if threshold monitoring is used)
<Recorded settings contents>
- Threshold monitoring time settings
- Threshold monitoring time (start time, stop time)

- Alarm display time (start time, stop time)
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- Alarm display frequency
- Threshold monitoring settings
- Target
- Threshold
- Threshold monitoring Interval
- Alarm tolerance level
- Alarm tolerance time
- Rearm
3. Stop threshold monitoring (if threshold monitoring is used)
Refer to "7.3.7 Instruction for stopping threshold monitoring".
4. Stop performance monitoring (if performance monitoring is used)
Refer to "7.2.10 Instruction for stopping performance management".

5. For the storage device, the firmware is upgraded and the composition of the device is changed.

L:n Note

Theupgrade of firmwareisneeded only when thefirmware version of the storage device must be changed to the version that supports
the Eco-mode operation because of executing the performance management for the number of active disks. For the ETERNUS disk
storage systems that have the Eco-mode function, refer to "1.3.4 Energy-saving operation for storage device".

6. Inthe menu bar of the Performance Management window, click [Device] - [Create Device Configuration File].

Select a device to be updated the device composition information, and click [Device] - [Create Device Configuration File] in the
menu bar of the Performance Management window.

File | Device “iew Thresholds Monitoring  Too
% Create Device Configuration File...
E|! Delete Device..

=B8] Part

E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

When atarget deviceisnot registered in the Performance M anagement window:

Register the target device in the Performance Management window by drag-and-dropping the target device icon from Resource
View to Performance Management window, and then execute the above operation.
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7. Start performance monitoring based on the settings contents recorded in step 1. (if performance monitoring is used).
Refer to "7.2.2 Instruction for performance management" and "7.2.3 Setting monitoring intervals".

8. Start threshold monitoring based on the settings contents recorded in step 2. (if threshold monitoring is used).
Refer to "7.3.3 Setting the threshold monitoring hours" and "7.3.4 Setting the threshold monitoring information".

rag & drop

7.2.12 Performance data

[#= Performance Management Windo

File Dewvice “iew Threshalds Manitari

e
I@ Performance

Performance datais saved in CSV filesin the following directory of the administrative server:

Platform of administrative server

Location

Windows

$TMP_DIR\Manager\var\opt\FJSV ssmgr\current\perf

($TMP_DIR means "Work Directory" specified at the Manager installation.)

Solaris OS,
Linux

Ivarlopt/FISV ssmgr/current/perf

Y ou can save these files by saving the entire directory as necessary, and you can display old information as necessary by recoveringitin

the same format.

However, the automatic deletion functionality operates in the performance data. When restoring, execute it after confirming days of the

data retention duration. For the data retention duration, refer to " C.4 perf.conf Parameter”.

iJJ Example

Case of SolarisOS:

* Backup

# cd /var/opt/FISVssngr/current/perf/

# tar -hcf - csv |conpress -

c > csv. backup.tar.Zz
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* Restore

# cd /var/opt/FISVssngr/current/perf/
# unconpress -c /var/opt/FJSVssngr/current/perf /csv.backup.tar.Z | tar -xvf -

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

7.3 Flow of Threshold Monitoring

When a user uses the Performance Management window to issue an instruction for threshold monitoring of the devices subject to
performance management, the performance management unit of this software periodically issues SNMP Traps through the LAN to the
devicesto obtain device performanceinformation. Thethreshold-monitoring unit then sequentially analyzesthe performanceinformation.

If aproblem is detected from the performance information, it is displayed as an alarm in the event log in the SAN Management window
and displayed in the Threshold Monitoring Alarm Notification Log window of the Performance Management window.

_-ﬂlnformation

Management Berver

Ferformance e sw e Derformence data

management

. e
unit "!" if
Fibre Channel switch -
Threshold -

Alarm logdata

SAN
Environment

monitoring unit

:
v

Instruction
threshold

mol toring

Eventlog .+.
display

ETERMNUS Disk Array L
%

Eeport displ ay

BAN Mansagement Performance
EE IManagement Window

mereen displayed on client

7.3.1 Checking disk space on the administrative server

For threshold monitoring, users must prepare disk space on the administrative server to save condition reports of the threshold monitoring
aarm notification log. About 4 MB isrequired. Make sure that the server has sufficient disk space. This software has a functionality for
deleting condition report data whose set retention duration days have passed. Data stored for 366 days or more is automatically deleted.
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Change this retention duration setting as required. For details, see Alarm Delete Setting in the "B.10.6 Threshold monitoring dialog
functions’.

7.3.2 Instruction for threshold management

Sel ect the device name tree node from the GUI window Performance Management window tree, and select [ Thresholds Monitoring] from
themenu. Then, avariety of threshold monitoring setup menus appear. To use the menus, however, performanceinformation of the device
must have aready been obtained by performance management.

[#% Performance Manaeement Window
File Device Miew | Thresholds Montaoring Tool Help

ii% Performance Manitoring Enable & Dizable ..

= l| Storage Manitoring Time Settine...
n - Thresholds Settine / Start Monitorine /. Stop Monitorine ..

Thresholds Alarm Log
Blarm Delete Settine...

=

Select [Monitoring Enable / Disable]. This enables threshold monitoring, and you can set up different kinds of threshold monitoring.

7.3.3 Setting the threshold monitoring hours

To set atime period for threshold monitoring, select [Monitoring Time Setting]. If no time period is set, thresholds are monitored and
alarmsarereported for all time periods. Largevolumesof threshold monitoring alarm logs may be reported depending on threshol d settings.
Usersare recommended to set atime period if performanceisaconcernin asystem environment whereload varies considerably depending
on how to use atarget device.
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Threshold Monitoring Time Eﬂt:i |

~Threshaold Manitaring Time

Start Timela: oo - Stop TimeE : IE

—&larm Display Time

Start TimelE: oo - Stop TimeE : IE

~&larin Display Frequency

Al
" Day by day
i Every monitaring tirne

¥ Mothing

Cancel |

7.3.4 Setting the threshold monitoring information

Next, select [Threshold Setting / Start Monitoring / Stop Monitoring], define threshold setting information of the target device, and issue
an instruction to start monitoring. Threshold monitoring then starts. Incidentally, since the threshold monitoring unit is started as a daemon
of the administrative server along with the performance management unit, the threshold monitoring unit continues threshold monitoring

while the administrative server is active, even if no GUI window is displayed. Moreover, refer to "B.10.6 Threshold monitoring dialog
functions’ for the setting of threshold setting information.

Threcholds Setting/Start Monitoring/Stop Manitoring B ] il
[Cevics Storage] (101001001 0] E4S0E0A
Current Stale Kondorineg Siart Time (1R Elop Tme 24:00
Target [ocanichme Response T = |
Targped Losgcahviobame Boinds Wirimum Logcal olung I o Pfeimm Logical plume | 63
Thrashold I.:.l i I ms
et E ]'-_L[ s
e Toleeanes Lavel roesitine. =] e EET
Threcshold Mordonng Inberval | 0 "I enubes
Theshold Mondorning 5 up now
Targed Thre ik ] Threshokl Mondonog inlenal I Adarmn Tolerancs Level Alermi Tolesanos T Rezarm
Loggcalvickame Fespores Tne 30 me Bl miredas i s 23]
Rl rop Busy Rate 30 % Bl mirdig [Cfina s o) gk
M By Risle B B0 miredes | Tiokssl 1w ) seconds
ek | Distete | Sert | Qop [ EI

g:{] Note

For the CM load (CPU usage) rate, the ROE usage rate is not monitored.
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7.3.5 Displaying threshold monitoring alarm logs

To display threshold monitoring alarm logs, open the Performance Management window, select [Thresholds Monitoring] - [Thresholds
Alarm Log] from the menu. The displayed list is a list of logs of alarms detected by threshold monitoring. To open the Performance
Management window, select [Fil€] - [Performance Management Window] from the GUI menu.

[ alarm Log For Threshold Monitoring - Mar 20, 2006 16:44:00 =101 |
File Tools Help
ReportiD Day Time | Level | Validation | Device [

67 20065220 155553 Alarm F |Storagel |Logicaly =
G 20065320 13:19:49 Alarm u Storage1 Ch Ower
65 20065220 13:19:49 Alarm C |Storaged |G Crvar
64 20067220 13:19:49 Alarm I Storagel RAIDGE
63 20065220 13:19:49 Alarm C |Storaced |Ri DG re
B2 20067220 1319:49 Alarm I Sloraget Logicaly
61 20065320 13:19:49 Alarm I |Storage1 |Logicaly
B0 20062120 131346 |Alarm C Storage C Ot
59 2006420 131346 |[Marm u |Storaget CM Over
58 2006/320 131346 |Alarm u |Storage [RAIDGIC
57 20065220 13:13:46 Alarm u Sloragei RAID G
56 20065220 13:13:46 Blarm C |Storaged |Logicaly
55 20065220 13:13:46 Alarm N Slorage1 Logicaly
54 20065220 12:7:46 Blartn C |Storaged | S Crar
53 20065320 13746 Alarm 1 Storagei Ch Over
52 20065220 13746 Alarm C |Storaged |RAIDGrC
51 20067320 13:7.46 Alarm I Storagel RAIDGC
a0 20065220 13746 Alarm C |Storaget |Logicaly
45 Z006/320 13746 Alarm I Sloragel Logicaly
48 2006320 13:1:48 Alarm [ |Storage1 |Gt Crver
47 20063120 13142 Alarmm - Slorage! CM Ot
46 2006320 13:1:48 Alarm [ |Storage1 |RAIDG
45 200672720 13148 Alarm [ _E1|:rr"agE1 LR‘AJ DG =
i | rI

7.3.6 Displaying condition reports

Details of the list displayed by [Thresholds Monitoring] - [Thresholds Alarm Log] are displayed. Users can determine the appropriate
actionsand guidelinesto take for different threshold monitoring alarmsin the displayed report logs. To display the details, move the cursor
to the report line of the threshold monitoring alarm log to be referred to, and double-click on the line.
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7.3.7 Instruction for stopping threshold monitoring

From the Performance Management window menu in the GUI window, select [Thresholds Monitoring] - [Threshold Setting / Start
Monitoring / Stop Monitoring]. To end threshold monitoring, click the <Stop> button in the window displayed for setting a threshold.

7.4 Evaluation Criteria for Thresholds in Threshold Monitoring

Storage thresholds
Standard storage thresholds are listed below.

Online response-oriented system Batch throughput-oriented system
LogicalVolume Response 30msor less -
RAIDGroup Busy Rate 60% or less 80% or less
CM Busy Rate 80% or less 90% or less

For a response-oriented system such as for online applications, implementing LogicalVolume responses within 30 ms is a standard for
stress-free storage operation. To implement responses within 30 ms, suppress the RAIDGroup busy rate to 60% or less and the CM busy
rate to 80% or less.

In a throughput-oriented system such as for batch applications, LogicalVolume responses are extended to a few milliseconds because
sequential access increases the cache hit ratios. However, the cache hit ratios are greatly affected by application access and the values
change agreat deal. As aresult, responses may vary from afew milliseconds to 50 ms or more. Thus, for batch applications, thereis no
standard threshold for LogicalV olume responses.

To improve throughputs for batch applications, users must optimize the use of storage resources. Note, however, that performance may
deteriorate rapidly if the above threshold is exceeded. For this reason, makeit a standard to suppress the RAIDGroup busy rate to 80% or
less and the CM busy rate to 90% or less.

During hours in which advanced copy is processing, advanced copy processing itself increases the CM busy rate.
For this case, set thresholds in consideration of execution of advanced copy.
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Thresholds of switch ports

Thethreshold and lower limit value vary depending on the type of applicable switch (1 Gbps, 2 Gbpsetc). When the switch typeis 1 Gbps,
the maximum value (100% use rate) is 100 MBps. When the switch typeis 2 Gbps, the maximum value is 200 MBps. For the threshold,
specify the allowable utilization (%) corresponding to the maximum value.

For instance, when 90% is specified for the threshold of a 2 Gbps type switch, the threshold of the throughput is:
200 MBps x 90% = 180 MBps (total of reception and transmission)
An aarm is given when the throughput reaches 180 MBps.

Switch port threshold monitoring is effective when there is a difference in the numbers of paths between the server and storage.

Figure A Application + backup system Figure B Cluster system {example: Oracle RAC)

Application Backup o
SETVET seTveT atabase servars

W www

7.5 Examples of Threshold Monitoring

Thissection provides an overview of threshold monitoring in theform of key examplesto enable usersto determine what situationsrequire
thresholds and the types of thresholds that should be set for them.

Case 1: Online application system at company A

Material - System operation standard and performance requirements (excerpt)

1. Online application service hours: 8:00 to 18:00 everyday
2. Online application busy hours: 12:00 to 15:00 everyday

3. Thissystem requires that operator terminal operation be stress-free even with workload during the busy hours.
Therefore, the target performance of 1/0 response shall be "30 msor less," which is a general standard.
Thetarget I/0O response performancein hours other than the busy hours shall be"10 msor less," onethird of 30 ms, according
to the workload proportion (the workload in the busy hours is about three times higher than that in other hours).

4. During the busy hours, processing for data reference, updating, and addition may occur concurrently and continue for up to
60 minutes.
If a state in which an 1/O response taking 30 ms or more occurs for a period equivalent to 10% (6 minutes) of the said
continuous execution, operation at the operator terminal may undergo stress. Therefore, make the settings so that an alarm
log will be generated when such state occurs.

5. If 1/O responses during the busy hours come down to 10 ms or less, the same as the performance target in other hours, the I/
O response delays that occurred previously shall be deemed as instantaneous symptoms.
Therefore, an alarm log need not be generated when this state occurs.

-220-



6. The event log need not be displayed every time an alarm log is generated but can be displayed only once a day.
(Thisis because the system administrator checks the condition report once aday.)

lllustration of operational status of company A's online application system (transition of LogicalVolume responses)

Crrline bisiness wark tme 2ohe

Cin-line bsiness

Logical Vohame 5 >
Response & busy time 2ohe
Alarm Display Time
R T I, CSHSNI USSIESSESS————
FRearm
¥ Time-Awis
| |
&0 oo A\ 1500 13:00
The state of being over the threshold
value intermittentiyis detected
An example of threshold monitoring setting for company A's online application system
Number corresponding to Setting item Setting
Material

1 Threshold Monitoring Time 8:00-18:00
2 Alarm Display Time 12:00-15:00
3 Target LogicaVolume Response
3 Threshold 30ms
4 Threshold monitoring Interval 60 minutes
4 Alarm Tolerance Level Total time: 360 seconds
5 Rearm 10 ms
6 Alarm Display Frequency Day by day

Case 2: Online shopping system of company B

Material - System operation standard and performance requirements (excerpt)

1. Online application service hours: 24 hours a day for 365 days ayear
2. Online application busy hours: Cannot be specified.
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3. Thissystem featuresthat the number of accesses gradually increases as the number of member customers increases after start of
the production run. It is assumed that the load on storage will also increase gradually. Measures need to be taken when the busy
rate of storage resources (CM and disk) comes over 60% to 80%.

4. Thissystem executes credit card transactions every 5 minutes. Therefore, for five minutesimmediately before each transaction,
product retrieval and order processing must be executed without stress. If the storage resource is kept in busy state (a state in
which the busy rate exceeds 60% to 80%) for five minutes, transactions may be affected. Therefore, make settings so that an
aarm log will be generated when such state occurs.




5. Event log shall be displayed every time an darm log is generated. The system administrator checks the condition report when

an event log is displayed.

lllustration of operational status of company B's online shopping system (transition of CM busy rate)

F s
CM BusyHate

e Orrline business work tme zone

le—  Orrlitie hisiness husy time 2ohe

THIEShO T

0:00

1
12:00 |

24:00

The =state of being over the threshold
value continuously 1= detected

An example of threshold monitoring setting for the company B's online shopping system

* Time-dvis

Alarm Tolerance Level

Continuous time: 300 seconds

Alarm Display Frequency

Number corresponding to Material Setting item Setting
1 Threshold Monitoring Time 0:00-24:00
2 Alarm Display Time 0:00-24:00
3 Target CM Busy Rate
3 Threshold 60%
4 Alarm Tolerance Level Continuous time; 300 seconds
5 Alarm Display Frequency All

Number corresponding to Material Setting item Setting
1 Threshold Monitoring Time 0:00-24:00
2 Alarm Display Time 0:00-24:00
3 Target RAIDGroup Busy Rate
3 Threshold 80%
4
5

All

Case 3: Batch processing with multiple database servers (cluster system) of company C

Material - System operation standard and performance requirements

1. System service hours. 24 hours a day, 365 days a year
2. Batch processing hours: 20:00 to 23:00 every night
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3. This cluster system is an Oracle RAC system consisting of three nodes. There is no problem with the batch processing
performance because the amount of processed datais currently small. Asthe amount of dataincreasesin the future, however,
we have concerns over bottlenecks in the performance of FC path transfer between the FC switch and storage.
If an FC path bottleneck occurs, it must be eliminated quickly.




4. Assumethestateinwhich the port throughput reaches about 80% of the maximum transfer capability asan FC path bottleneck,
and make settings so that an alarm log is generated when such state continues for 30 minutes or more.

5. Event log need not be displayed every time an alarm log is generated but can be displayed only once even when an alarm log
is generated more than once in the batch processing hours. The system administrator checks the condition report when an

event log is displayed.

lllustration of batch processing with multiple database servers (cluster system) at company C (transition of port throughputs)

'
Port Throvghput

T B

Swatem emploianent Hme 2ohe

5

Batch processing tme 2oke

“\/\

0:00

20:00 2300 2400

The state of being over the threshold
value continmanuslyis detected.

An example of threshold monitoring setting for business system backup operation at company C

* Time-dyis

Alarm Tolerance Level

Continuous time: 1,800 seconds

Alarm Display Frequency

Number corresponding to Material Setting item Setting
1 Threshold Monitoring Time 0:00-24:00
2 Alarm Display Time 20:00-23:00
3 Target Port Throughput
3 Threshold 80%
4
5

Every monitoring time

7.6 Condition Report and Corrective Measures for Problems

7.6.1 Delay in LogicalVolume response

Report Detail:

CM Monitoring Condition : <- (1)
[ CMDXx00] Al arm
[ CVMDx01] Nor mal
[ CMDx10] Nor nal
[ CMDx11] Nor mal
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The response tinme delay of Logical Volume YYYY that is defined to RAI DG oup XXXX was detected.
The nmonitoring condition of the other object that it is related is as follows.




Monitoring condition of RAIDG oup XXXX : Alarm <- (2)
The bl ock size of I/Oat the time of the response time delay detection is 8K bytes. <- (3)

Rel evant Graph :
Pl ease refer to the response time graph of Logical Vol une YYYY.

Action :

1. There is the possibility of RAI DG oup overload condition. Please confirmthe RAl DG oup overl oad
al arm and

refer the neasure guide.

2. There is the possibility of CMoverload condition.Please confirmthe CM overload al arm and refer
the neasure guide.

If the device has ROE, there is the possibility of ROE overload condition. Please refer to ROE busy
rate.

If the ROE detected a high |load state, refer to the busy rate of each CM and distribute I/Oto

RAI DG oups

under control of a CMwith a |ow | oad.

3. It is posible that time is required to |/ O processing because the bl ock size is big.

Pl ease review the threshold val ue.

Description of (1)

Indicates the state of each CM during the same time zone as the L ogical \VV olume response delay is detected. However, the state of each
ROE is not indicated.

Alarm Anaarmlogindicating aCM load error is generated during the same time zone. If the CM in charge of the
LogicalVolume in which aresponse delay was detected isin the high load state, a response delay dueto a
CM bottleneck is assumed. Refer to the guidelines for corrective measures for alarms for the relevant CM.

Monitoring The CM is monitoring for alarm detection because the threshold has been exceeded several times although
no events have been detected as an alarm.

Normal * When the CM busy rate is defined as a threshold monitoring target
No CM bottleneck has occurred during the same time zone.Check the RAIDGroup defining the
LogicalVolume for aarms.

* When the CM busy rate is not defined as a threshold monitoring target
The CM busy rate is not monitored.
("Not detected" is displayed irrespective of the CM busy rate.)

Description of (2)

Indicatesthe state of the RAIDGroup in which therelevant Logical Volumeis defined during the sametime zone asthe L ogicalVolume
response delay is detected.

High load state An aarm log indicating a RAIDGroup load error is generated during the same time zone. A response delay
detected dueto bottlenecks of disksconfiguringaRAID isassumed. Refer to the guidelinesfor RAIDGroup corrective
measures for alarms for the relevant RAIDGroup.

Monitoring The CM ismonitoring for alarm detection because the threshold has been exceeded several times athough
no events have been detected as an alarm.

Not detected * When the RAIDGroup busy rate is defined as a threshold monitoring target
Thereis no bottleneck of disks comprising the RAID in the same time zone.

+ When the RAIDGroup busy rate is not defined as a threshold monitoring target
The RAIDGroup busy rate is not monitored.
("Not detected" is displayed irrespective of the RAIDGroup busy rate.)

Descrition of (3)

Indicates the I/O block size at the time of detection of a Logical\VVolume delay response.
If the CM and ROE in charge of the relevant LogicalVVolume or the ROE for assigned CM or the defined RAIDGroup is hot in the
high load state, an alarm is not attributable to CM and disk bottlenecks but may be attributable to an unreasonably large 1/0 block size
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for the threshold.

For instance, when aresponse delay is detected while the threshold of the LogicalVolume response is set to 30 ms, no CM and disk
bottlenecks have occurred, but the I/O block size may be 512K bytes. In this case, the most highly probable cause of the response delay
isalarge 1/0 block size. Generally, the larger the 1/0O block size, the larger the response delay. When the standard response is set to
30 ms, an 1/O block size of 512K bytes or moreis arough indication for a response delay due to the I/O block size.

Take measures such as reviewing the threshold of the LogicalVolume response or reducing the I/O block size in the application.

7.6.2 RAIDGroup load error

Report Detail:
The hi gh overl oad condition of RAI DG oup XXXX was detected.

Rel evant Graph :
Pl ease refer to the graph of RAI DG oup XXXX busy rate.
Pl ease refer to the | OPS graph of each Logical Vol une of RAI DG oup XXXX.

Acti on:
1. There is the possibility that 1/Ois focusing on Logical Volune in sane RAI DG oup. <- (1)

Pl ease nove the Logical Vol unes in the overl oaded RAI DG oup to other RAIDG oups (or new extension
RAI DGroup) to distribute I/0

Descrition of (1)

Indicates the guidelines for corrective measures for disk bottlenecks.
Take measures such as distributing 1/0 loads by rel ocating the LogicalVVolume data with the highest IOPS in the relevant RAIDGroup
to aRAIDGroup with less disk utilization or a newly created RAIDGroup.

7.6.3 CM load error

Report detail:

The hi gh overl oad condition of CM XX was det ect ed.

The nonitoring condition of the other object that it is related is as follows.
CM Moni toring Condition : <- (1)

[ CMDX00] Al arm

[ CMDx01] Nor mal

[ CMDx10] Nor mal

[ CMDx11] Nor mal

Rel evant G aph:

Pl ease refer to the graph of CMbusy rate. If the device has ROE, please refer to the graph of RCE
busy rate.

Pl ease refer to the 1 0OPS graph of each Logi cal Vol ure. <- (2)

Action :
1. There is the possibility that 1/Ois focusing on RAI DG oups under the sane CM <- (2)

Pl ease refer the nonitoring condition of each CM and disperse the I1/Oto the RAI DG oup under the
| ow overl oad CM

2. The case of nonitoring condition of each CMare all "Mnitoring" or "A arni,
It is possibility that CM nunber is insufficient to I/0O denand.
Pl ease consider GR hard extension or upgrade.

Descrition of (1)

Indicates the states of other CMs during the same time zone as the relevant CM detected a high load state. However, the state of each
ROE is not indicated.

Alarm An aarm log indicating aload error in the relevant CM is generated during the same time zone.
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Monitoring The CM ismonitoring for alarm detection because the threshol d has been exceeded several times although
no events have been detected as an alarm.

Normal The relevant CM did not cause a bottleneck during the same time zone.

Descrition of (2)

If only the relevant CM detected a high load state, I/0O access is unevenly concentrated on the CM.
Refer to the IOPS graphs of RAIDGroups and LogicalVVolumes and take measures such as distributing I/O loads of each CM.

&) Point

CM isput in high load state when a transaction is in contention with advanced copy.

In this case, review the operation mode so that advanced copy is executed in atime slot in which a transaction load is relatively small.
Alternatively, if the same CM controls both the copy source and target volumes (RAIDGroups), use separate CMs to control the source
and target volumes.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

7.6.4 Port throughput load error

Report detail:
Port X in the high |oad state was detected.
The maxi mumtransfer rate of the relevant port is 1 Gops.

Rel at ed graph:
Refer to the Port X throughput graph.

Gui delines for corrective measure:
1. 1/Ois probably concentrated on the sane port.
Check the setting of the path of the relevant port, or consider adding a path switch. <- (1)

Descrition of (1)

An /O load is concentrated on the relevant port. Accessis probably biased to the same port due to achangein logical paths or setting
errors made during expansion. Examine the port |oad balance by referring to the send/receive graphs of all ports of therelevant switch.

7.7 Definition File

The following items for performance management can be set up in perf.conf file.

+ The number of daysto retain performance data
* The number of generations of log files (perflog.*)
* Whether or not the number of active disks, power consumption and temperature performance management isto be used

2 See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

Refer to "C.4 perf.conf Parameter" for the settings.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S
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IChapter 8 Maintenance of Devices to be Managed

8.1 Windows Displayed in the Event of a Fault and
Troubleshooting

If afault occurs on a device, an error description of the fault is output to the event log and device events in the resource view, the icon
color of the device aso changes to red [Error] or yellow [Warning] if the support level of the deviceis A or B. (The criteria of red and
yellow color-coding depends on the device definition.) If this software can identify an access path affected by the fault, the access path
status is changed to "Access Path Error" (red).

For adevice whose support level isl, an error description of afault on the deviceisnot output to the event log and device events by default.
Neither is the color of the device icon changed. However, if al of the following conditions are satisfied, it is possible to output an error
description of the fault to the event log and device events and to change the color of the deviceicon:

* The device supports SNMP Traps.
+ Thedevice IP addressis specified during manual embedding.
+ The SNMP Trap XML definition file has been created.

EL—E?_;, See
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For information on how to create the SNMP Trap XML definition file, see "C.6 SNMP Trap XML Definition File".
According to the displayed status, take action in the sequence of steps below.
Incidentally, for middleware errors not involving server node HBA and multipath faults, only events are reported. To troubleshoot
middleware errors, refer to the appropriate middleware manuals.

1. If the storage system, library, or bridge isin the [Error] or [Warning] state:

Double-click the storage system, library, or bridge on the GUI window to display the respective view. Right-click the icon of the
target device, and select [Call management software] from the pop-up menu. From the Storage Maintenance window that is then
displayed, identify the part of storagewiththeerror. To replacethefailed component, contact aFUJITSU engineer (CE) asnecessary.

If a channel adapter (CA) fails and Refresh is performed, "Error” is displayed for the CA in the "Storage view" (only for the
ETERNUS and GR machines). Likewise, if arobot or tapein the library devicefails and Refresh is performed, "Error" is displayed
for the robot or tape (only for LT270/LT250/L T160).

2. If [Error] or [Warning] isindicated for a Fibre Channel switch or hub:

Double-click the Fibre Channel switch or hub on the GUI window to move to the Fibre Channel Switch/Hub view. Right-click the
icon of target Fibre Channel switch or hub, and select [Call management software] from the pop-up menu. From the Device
Maintenance window that isthen displayed, identify the failed component of the Fibre Channel switch or hub. To replacethefailed
component, contact a FUJI TSU engineer (CE) as necessary.

If aportisinthe abnormal state because of aGBIC or other some error, [Error] isindicated for the port in the Fibre Channel Switch/
Hub view. In this event, the status of the affected access path is displayed as [Access Path Error]. To identify the specia file name
affected (device file name), refer to the properties of the access path.

If an access path is defined in the settings of an access path of this software, the zoning setting of the Fibre Channel switch isdefined
asWWHPN zoning. Therefore, if aport of the Fibre Channel switch fails, the Fibre Channel cable connected to it can be reconnected
to another Fibre Channel switch port, and operation can be restarted.

Also, see"A warning for adeviceis displayed (in yellow)" in "4.2.1.3 Problem-handling (FAQ)".
3. If aserver nodeisinthe[Error] or [Warning] state:

Check the physical route of the access path indicated with [Access Path Error] in the "Server Node view" of this software. If no
faulty deviceison theroute, check whether a Fibre Channel cable along the routeis disconnected. If you cannot identify the cause,
contact a FUJITSU engineer.
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On the server node that msdsm (the multi path driver that is built into Windows operating system since Windows Server 2008 by
the standard) is set effectively the server node becomes [Warning] state even if the single path (access path that is not redundant
configuration) exists. This depends on the msdsm specification. Because the information of the access path that corresponds to
[Access Path Error] disappears from OS, this software cannot be distinguished from the single path. If access path is configured
with the single path, set the msdsm ineffectively.

Also, see"A warning for adeviceis displayed (in yellow)" in "4.2.1.3 Problem-handling (FAQ)".
4. If an access path isin the [Access Path Error] state:

Refer to the properties of the access path in the [Access Path Error] state as indicated in the "Server Node view", and identify the
specia file name affected. The affected specid file name /dev/rdsk/cXtY d?s? of the Solaris OS can be identified by specifying X
and Y, where X isthe controller number of the HBA propertiesand Y isthetarget ID of the access path properties.

[Solaris OS server node] For an access path configured using multipath disk control (ETMPD, MPLB, MPHD, and GRMPD), refer
to multipath disk control manuals for information on taking action on the server node as described below. To replace an HBA,
follow the HBA replacement procedure given below.

Type of Multipath disk control Manual name
ETMPD ETERNUS Multipath Driver User's Guide
MPHD Multipath Disk Control Guide
MPLB Multipath Disk Control Load Balance Option (MPLB) Guide
GRMPD GR Multipath Driver User's Guide

- Obtaining path statuses (iompadm info)
Check the current path configuration and status. If the multipath disk was not accessed, FAIL may not be detected.
- 1/0 stop related to afailed access path (iompadm change)
ETMPD/MPLB/GRMPD has a function to automatically stop input and output affected from the failed part.
- Replacement of failed components (if necessary) and troubleshooting
To replace afailed component, contact a FUJITSU engineer (CE).
- 1/O restart of a stopped access path (iompadm restart)

For an access path not configured using multipath disk control (ETMPD, MPLB, MPHD, and GRMPD), ajob performed with
the target special file mounted is affected. Stop the job and take appropriate action for the fault. To replace afailed component,
contact aFUJITSU engineer (CE). To replace an HBA, follow one of the procedures given in Steps 5 and 6, "Host bus adapter
(HBA\) replacement procedure”.

5. [For Solaris OS server node] Host bus adapter (HBA) replacement procedure

For a server node that does not support the hot system replacement function, turn off the server node in order to replace the HBA.
Do not restart or shut down the server nodein reconfigure mode during replacement. (Thisisbecausethe special file nameischanged
if the reboot -r command, boot -r command, or other such command is executed.) Only for aserver node that supportsthe hot system
replacement function, operation can continue while the HBA is replaced and the process described in "6.3.5 Access path
inheritance” is followed. For more information on hot system replacement, refer to the appropriate device manuals.

a. Shutting down the server node

Confirm that the /reconfigure file does not exist, and turn off the device.

# |s /reconfigure
/reconfigure: No such file or directory

Confirm that the file does not exist as described above. If the "reconfigure” file is found, delete it, create the "reconfigure”
file after HBA replacement, and then reboot the server node.

To delete the "reconfigure” file, enter the following command:

# rm/reconfigure

After deleting the "reconfigure” file, execute the Is command to verify that the file does not exist.
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Shut down the server node without reconfiguration.

# [usr/sbin/shutdown -y -i0 -g0

b. Replacing the HBA

To replace afailed component, contact a FUJ TSU engineer (CE).
C. Activating the server node

Activate the server node.

No access path, however, is recovered here. Thisis because the zoning is based on old HBA information is defined on the
storage system and Fibre Channel switch.

d. Inheriting access paths (resetting security)

Follow the process of "inheriting an access path" from this software, and define the zoning setting so that the method of access
based on the new HBA information can be the same as that for the previous access path of the storage system and Fibre
Channel switch.

€. Reboot the server node
Reboot the server node without reconfiguration (reboot -r, boot -r, etc. are prohibited.)

# /usr/sbin/shutdown -i6

The access path is recovered here. Accordingly, the path for multipath disk control is also recovered.
6. [For Windows, Linux, HP-UX and other server nodes] Host bus adapter (HBA) replacement procedure

For a server node that does not support the hot system replacement function, turn off the server node in order to replace the HBA.
Only for a server node that supports the hot system replacement function, operation can continue while the HBA is replaced and
the access path isinherited. For more information on hot system replacement, refer to the appropriate device manuals.

a. Shutting down the server node
b. Replacing the HBA

C. Activating the server node
No access path, however, is recovered here. Thisis because zoning based on old HBA information is defined on the storage
and Fibre Channel switch.

d. Inheriting access paths (resetting security)
Follow the process of "inheriting an access path" from this software, and define the zoning setting so that the method of access
based on the new HBA information can be the same as that for the previous access path of the storage system and Fibre
Channel switch.

€. Reactivating the server node
7. Actionsto take on this software after component replacement

Select [View] - [Refresh] from the menu to obtain the current device status. When the device state is recovered because of the
replacement, the device state returns to and is displayed as the normal state.

For thedevicestatuseditedinthe LT120, LT130, LT200, LT210, LT220, L T230, NR1000 configuration, and edited with the Manual
Configuration window, those are not recovered automatically. After the deviceisrecovered, return the state for the device manually.
There are following two methods to return the state for the device manually.

- Right-click the deviceicon in the Resource View, select [Property] from the pop-up menu. Click <Change> button of "Device
Status', select "normal” in the list of "Change Device Status' dialog.

- Right-click the device icon in the manual configuration window, select [Change Device Information] from the pop-up menu,
select "normal” in the "Device Status' list.

When the server node is in the [Error] or [Warning] state though the state of the storage system or the Fibre Channel
switch has returned to the normal state:

Recover thefailed path by following theinstructionsin multipath disk control (ETMPD, GRMPD, MPLB, and MPHD) manuals.
After recovering the path of multipath disk control, select [Refresh] again to check the current device status.
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Type of Multipath disk control Manual name
ETMPD ETERNUS Multipath Driver User's Guide
MPHD Multipath Disk Control Guide
MPLB Multipath Disk Control Load Balance Option (MPLB) Guide
GRMPD GR Multipath Driver User's Guide

8.2 Replacement of Supported Device

Y ou cannot update information of a monitored device that has been registered in this software by executing [View] - [Refresh] on the
resource view. To update, first delete the icon of the old device on the resource view, then search for and add the device. For the other
procedures required by each device, see the description below.

8.2.1 Replacement of Fibre Channel switch

This section explains the replacement procedure for Fibre Channel switch (hereafter, refer to switch) registered in this software.

When [View] - [Refresh] is executed by resource view when the replacement of the switch has already been completed, a new switch is
replaced with the old switch icon and isdisplayed in violet. In this case, execute the replacement procedure from " Registration of the new
switch to this software" in step 4. Since, however, the addition work is required when performance monitoring has been set for an old
switch, contact Fujitsu system engineer (SE).

1. Stop of performance monitoring to switch to be replaced
(When it is not amonitoring device, this operation is unnecessary.)

When switch is to be replaced is as performance monitoring device, the performance monitoring is stopped by [Performance
management] - [Stop] of the pop-up menu. However, execute the performance monitoring stop after stopping the threshold
monitoring when monitoring the threshold. The "P* mark displayed on the left of the object device icon disappears after stopping
the performance monitoring.

2. Registration and deletion of switch to be replaced

Select [Fil€] - [Delete] fromthemenu bar of either the SAN view, and del etethe replacement target switch fromthe devicesregistered
with this software. When deletion from the registered devices is completed, the GUI window no longer displays the icon of the
target device.

3. Physical replacement of old and new switch

As for the replacement work for the device, contact a FUJITSU engineer (CE) and perform the replacement according to the
maintenance procedure manual for the device.

When replacing a switch that is not connected in cascade, you may have to manually perform zoning settings again if the switch
configuration information (configUpload fil€) has not been stored. After registering the new switch in this software, perform Step
5, "Setting of switch zoning" below. For details of the switch configuration information (configUpload file), see the manual that
comes with this device.

4. Registration of new switch to this software
Register new switch to resource of this software.
- Search of new switch

Select [File] - [Detect SAN devices] from menu bar of the Base domain view from storage category and detect the new switch.
When the object device is detected, the icon is displayed in violet. (For details, refer to "5.2.1 Device search”.)

- Registration of the new switch to this software

Select [File] - [Register] - [Register SAN devices] from menu bar of Switch view from SAN catagory, and register the device
to this software. When registration is normally completed, new switch is displayed by agreenicon. (For details, refer to "5.2.2
Adding adevice (changing from the violet icon state to the registered state)".)

-230-



5. Setting of switch zoning

If zoning has been set, a cascade connection has not been set, and configuration information (the configUpload file) has not been
saved for the previous switch (that which is being replaced), it is necessary to set the zoning manually.

If zoning has not been set or a cascade connection has been set for the switch, there is no need to set the zoning manually.
If there is configuration information (the configUpload file), refer to the maintenance manual for the device.

The access path will be displayed as yellow color, because the old switch, which is managed by this software, zoning setting does
not exist. These access paths are displayed as definition conflicts because the new switch does not have the zoning information that
was stored on the switch defined for access paths in this software. Specify the following:

Set the access path displayed in the yellow between HBA-CA again. Set the access path to which yellow is displayed based on the
procedure of the access path setting again. When the settings were successfully made, the access path is displayed in green or blue.

Ln Note

When the zoning in the switch is set by zonings (Between HBA-HBA, CA-CA, HBA-UnknownFC, CA-UnknownFC, and
UnknowFC-UnknownFC) other than the access path route between HBA-CA on the management of this software, the access path
of those zonings are not displayed in the Side view at all regardless of before and after the replacement. Therefore, thereisno alarm
display of the access path definition contradiction between above-mentioned HBA-CA after replacing the switch. Executethe access
path setting with this software again in HBA-HBA and CA-CA, set the zoning with Web Tools of the switch or set the zoning by
the telnet command to the switch when zonings other than the access path route between HBA-CA has been set with old switch.

6. Performance monitoring beginning setting to new switch
(When it is not amonitoring device, this operation is unnecessary.)

Execute the following when switch is a device to be the performance-monitored.

Start the performance monitoring by selecting [ Performance management] - [Start] from the pop-up menu. When the performance
monitoring setting is normally done and the monitoring is begun, the "P" mark of green is displayed on the left of the icon.
(See "Chapter 7 Performance Management” for details.)

Moreover, do the threshold monitoring setting again when the threshold monitoring setting isdone. (Refer to"7.3 Flow of Threshold
Monitoring" for details.)

8.2.2 Replacing Faulty Parts and Faulty Device at Manually Embedded
Device Failure

If WWPN is changed because of a faulty component of a manually embedded device such as an adapter (CA) or drive is replaced, this
software cannot automatically detect the replacement. Perform the following operation manually to execute access path inheritance:

1. Select[View] - [Refresh] from the menu.

2. Double-click the replaced device in the SAN view to display the view of the device. The figure on the lower |eft shows an example
of the view before replacement of the adapter (CA), and thefigure on thelower right shows an example of the view after replacement
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of the edapter (CA). Becausethe Fibre Channel switch cannot recognizethe old adapter, theicon of the old adapter isinthe"timeout”

llllll IIIIIII
BEn lll_llll
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3. Embed the new adapter into the target storage device. To do so, open the Manua Configuration window, search for the [Unknown]
icon of the new adapter, and drag theicon and drop it on the device. After completion of embedding, exit the Manual Configuration
window. An example of the Manual Configuration window is shown below. The new adapter connected to port 5 of the Fibre

Channel switch is embedded into the storage device.

Boston

4. Inthe "Storage view" in which noicon is selected, select [Operation] - [Access Path] - [Inherit] - [Mode Start] from the menu. A
dialog box appears with the message "The access path inheritance operation will be enabled". A port through which this software
cannot recognize a device connected to the Fibre Channel switch is displayed as an Unknown FC port in a white square icon
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connected to the Fibre Channel switch. If anew HBA corresponds to thisicon, perform the following operation assuming the icon
isthe new HBA.

Accesspath succession |

The access path nheritance operation will be enabled.

To end the processing, press End button.

o 2 4 EI EI 1DI 12| 1l|
II 3 ] T -] 11 13 15

Boston

c

svnag AT

a
E < Are vl sure e scoess pafn pherisnce processing sy be execubed?

_____

. Under this condition, drag the new adapter icon and drop it on the old adapter icon. A dialog box appears confirming whether to
inherit the access path. Select <OK > button to inherit the access path. During inheritance processing, this software del etesthe access
path setting from the related devices that was created in the old adapter information and adds the access path setting created in new
adapter information to the related devices.

Device type Setting by this software

Solaris OS With Agent PWOOSFC2A, Changes the setting of association between fjpfca.conf TID
server node PWOO0BFC2-G, and WWPN to new adapter WWPN (*1)

PWO08FCS3,
GP7B8FC1A,
GP7B8FC1-G,
GP7B8FC1,
SEOX7F11F,
SEOX7F12F

LP9000, Changes the setting of association between |pfc.conf or
9002S, Ipfs.conf TID, LUN and WWPN to the new adapter WWPN
9002L,
9802,
10000

Other HBA No setting

Without Agent No setting
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Device type Setting by this software

Windows With/without Agent No setting

server node

Linux server With/without Agent No setting

node

HP-UX server | With/without Agent No setting

node

Other server Without Agent No setting

node

Fiber channel switch With zoning setting Deletes one-to-one WWPN zoning created with an old

adapter WWPN and uses one-to-one WWPN zoning created
with anew adapter WWPN (no setting if access path
inheritance is not required because of port zoning)

Without zoning setting | No setting

However, when "Operation for setting WWPN zoning" has
been selected for the Fibre Channel switch, adialog box
allowing the user to enable or disable the zoning setting is

displayed.

*1: This software does not change the fjpfca.conf setting if the chgfcctl/clchgfc command included with the PWOOSFC2A,
PWOO0BFC2-G, PWO0BFC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1, SEOX7F11F, SEOX7F12F driver is executed before
access path inheritance.

6. Access path inheritance by drag & drop can be performed for multiple adapters until <End> button is selected from the " The access
path inheritance operation will be enabled" dialog box.

7. A server node that does not support hot configuration change must be restarted after the setting is changed.

8.3 Replacement of the Parts of Supported Device

The following explains how to replace the parts of supported device managed by this software.

gn Note

* Before executing access path inheritance, select [View] - [Refresh] from the menu, and verify that al Fibre Channel switches cascaded
to the Fibre Channel switch related to access path setting are correctly recognized in the current status. Once an access path is changed
in a state where a Fibre Channel switch is temporarily disconnected from the cascade connection, the old cascade connection cannot
easily be recovered. (In this event, execute the cfgClear command to delete zoning information for the Fibre Channel temporarily
disconnected from the cascade connection. This enables cascade reconnection.)

+ FUJTSU PCI Fibre Channel utility command chgfcctl/clchgfc

chgfcctl/clchgfc is executed when storage adapter (CA), drive and so on are replaced. chgfcctl/clchgfc indicates the hot system
replacement of Fibre Channel device and executes the editing of fjpfca.conf. However, because chgfcctl/clchgfc does not set Fibre
Channel switch zoning again, execute the access path inheritance. If chgfcctl/clchgfc is executed before the access path inheritance,
the setting of fjpfca.conf is not executed in this software. If the access path inheritance is executed without executing the chgfectl/
clchgfc command, the restart of server nodes and hot system configuration change must be executed. If the access path inheritanceis
executed, cfgfectl/clchgfc need not be executed. Even if cfgfcctl/clchgfc is executed and the warning message (swsag0019) is
displayed, it does not mean the trouble. For the detail of cfgfcctl/clchgfc, refer to FUJTSU PCI Fibre Channel manual.

+ If the HBA of aLinux server node is replaced while the OS is running, the HBA state does not change to "The access path must be
inherited" even if the replacement is performed in the same slot. Refer to "8.3.2 HBA state is other than "The access path must be
inherited" after the HBA on the server nodeis replaced” before making the settings.
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+ If the HBA of a Solaris OS server node is replaced while the OSis running, the HBA state does not change to "The access path must
beinherited" even if the replacement is performed in the same slot. Refer to "8.3.2 HBA state is other than "The access path must be
inherited" after the HBA on the server node is replaced” before making settings.

* For access path inheritance in environments that use the FC routing functionality, the settings for the LSAN zone that is required in
the FC routing functionality cannot be modified using this software. Before using access pathinheritance, manually modify therequired
LSAN zone settings on the server nodes, Fibre Channel switches, and storage devices.

* When the operating system isVMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or VMware ESXi 3.5 (or
later), reboot the VM host or execute "Rescan” for the HBA that the access path has been set by using VMware Infrastructure Client.
For the using method of VMware I nfrastructure Client, refer to " Access path management” of " Configuration management” in"4.1.7.2
VMware Infrastructure 3 Version 3.5 (or later), VMware vSphere 4 (or later) or VMware ESXi 3.5 (or later)".

8.3.1 HBA stateis "The access path must be inherited" after the HBA on the
server node is replaced

If the HBA (host bus adapter support type) of a server node where Agent isinstalled is replaced, this software automatically recognizes
this replacement and changes the HBA icon state in the Host view to [Changed] (yellow). (This is detected when an HBA that has a
different WWPN isinstalled in the same slot (physical port number) of the host.) The procedure for access path inheritance at thistimeis
given below.

E) Point
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Before executing the following procedures, read the notes in "8.3 Replacement of the Parts of Supported Device".
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1. Select[View] - [Refresh] from the menu.

2. Click the HBA icon in the "Server Node view" to select it, and select [Operation] - [Access Path] - [Inherit] - [Inherit] from the
menu.
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3. When the dialog shown below appears, select "Normal mode" to use it. (In the normal mode, access path inheritance does not
terminate if an error occurs during access path inheritance. If you want to clear the access path inheritance state in the event of an
error, select the force mode.)

Access path Inheritance X

snzag087

The WWPHN for 1000000B6DEE0BC2 has been chaneed to 1000000B5DE50BGE.

Do wau want to proceed with the access path auto-reset?

Access Path Inhetitance Mode INDrmaI rode LI

Ok | Gancell JFDFDE mode

4. Based on the following table, this software delete the access path settings created according to old adapter information from the
related device, and add the access path settings created according to new adapter information to the device.

Device type Setting by this software

Fibre Channel switch With zoning setting Deletion of the one-to-one WWPN zoning created with
the WWPN of the old adapter, and setting of the one-to-
one WWPN zoning created with the WWPN of a new
adapter (but no setting of an access path if port zoning
does not require access path inheritance)

Without zoning setting No setting

However, when "Operation for setting WWPN zoning"
has been selected for the Fibre Channel switch, adialog
box allowing the user to enable or disable the zoning
setting is displayed.

ETERNUS DX60/DX80/DX90 Security setting Deletion of the old WWPN and setting of anew WWPN
ETERNUS DX400 series for the HBA in the security setting.
EIEEE 322%5000 Series Host affinity (zone) setting | Deletion of the old WWPN of the HBA from the security
setting, and setting of anew WWPN in the affinity
ETERNUS4000
group(zone)
ETERNUS8000
ETERNUS3000 Without security setting No setting
ETERNUS6000
ETERNUS GR series
Other storage/tapes/bridges No setting

5. The reboot of server node is required when storage is ETERNUS GR series, depending on the following firmware version.

Storage devices Firmware version
ETERNUS GR720/GR730 before V11L21
ETERNUS GR740/GR820/GR840 before V0O3L52P1939

6. The server node side can use this driver asis. Depending on the driver used, however, the command for starting path use must be
executed. (The following driver requires execution of the command for starting path use -> VxVM: This driver uses the "vxdctl
enable" command.)
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8.3.2 HBA state is other than "The access path must be inherited" after the
HBA on the server node is replaced

This software cannot set the "The access path must be inherited" state for an HBA if an HBA in another slot isreplaced, for the HBA on
the server node to which a manually embedded device is connected is replaced, or for an unsupported HBA that is replaced.

If an HBA in another dot is replaced, inherit the access paths by dragging the new HBA icon and dropping it on the old HBA icon
(drag& drop). Execute the following procedure. However, if the device requires server node-side settings, the settings must be defined
manually.

Refer to, "8.2.2 Replacing Faulty Parts and Faulty Device at Manually Embedded Device Failure” if the HBA on the server node to which
amanually embedded device is connected is replaced, or an unsupported HBA is replaced.

E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

Before executing the following procedures, read the notesin "8.3 Replacement of the Parts of Supported Device".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

1. Select[View] - [Refresh] from the menu.
2. Double-click the new device icon in the SAN view to display the view of the device.

3. Without any icon selected, select [Operation] - [Access Path] - [Inherit] - [Mode Start] from the menu. The" Access path Inheritance"
dialog appears.

4. |If the new HBA icon is dragged and dropped on the old HBA icon (drag&drop) in this state, the Check Access Path Inheritance
dialog appears. Selecting <OK> button in thisdial og executes access path inheritance. Based on the tabl e shown bel ow, this software
deletesthe access path settings created by the old HBA information from the rel ated device and adds the access path settings created
by the new HBA information to the device with inheritance processing. However, none is set for the host. Add storage affinity
settings manually if they are required on the server node side.

Device type Settings by this software

Fibre Channel switch With zoning setting Deletion of the one-to-one WWPN zoning created
with the WWPN of the old adapter, and setting of the
one-to-one WWPN zoning created by the WWPN of
anew adapter (but no setting of an access path if port
zoning does not require access path inheritance)

Without zoning setting No setting

However, when "Operation for setting WWPN
zoning" has been selected for the Fibre Channel
switch, adialog box alowing the user to enable or
disable the zoning setting is displayed.

ETERNUS DX60/DX80/DX90 Security setting Deletion of the old WWPN and setting of a new
ETERNUS DX400 series WWPN for the HBA in the security setting.
ETERNUS DX8000 series

Host affinity (zone) setting Deletion of the old WWPN of the HBA from the

ETERNUS2000 security setting, and setting of anew WWPN in the
ETERNUS4000 L
affinity group (zone).
ETERNUSB000
ETERNUS3000 Without security setting No setting
ETERNUS6000
ETERNUS GR series
Other storage/tapes/bridges No setting

5. Using drag& drop operations, you can inherit the access paths for several adapters until you select <End> button in the " Access path
Inheritance" dialog.
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6. The reboot of server node is required when storage is ETERNUS GR series, depending on the following firmware version.

Storage devices

Firmware version

ETERNUS GR720/GR730

before V11L21

ETERNUS GR740/GR820/GR840

before V03L52P1939

8.3.3 Replacement of a server node that agent is already installed

When an entire Solaris OS server node device, that Agent installation is already finished, is replaced, delete all access paths from the old
server node before this software detects the new server node, and set new host access paths.

When an entire Windows, Linux, or HP-UX server node device with Agent installed is replaced, inherit the access path by following the

procedure given below.

E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

Before executing the following procedures, read the notesin "8.3 Replacement of the Parts of Supported Device".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

1. Setanew server node with an I|P address different from that of the old server node, and install Agent. If the new server node cannot
be set with adifferent | P address, delete al access paths from the old server node before this software detects the new server node,

and set new server node access paths.

Select [View] - [Refresh] from the menu.

o o M w N

Double-click the new deviceicon in the SAN view to display the view of the device.
Select [Operation] - [View Device] - [Add] to display the old server node.
Without any icon selected, select [Operation] - [AccessPath] - [Inherit] - [Mode Start]. The" Accesspath Inheritance” dial og appears.

If the new HBA icon is dragged and dropped on the old HBA icon (drag&drop) in this state, the Check Access Path Inheritance

dialog appears. Selecting <OK> button in this dial og executes access path inheritance. It deletes the access path settings created by
the old HBA information from the related device and adds the access path settings created by the new HBA information to the
devicewith inheritance processing. However, if the device requires such StorageAffinity settings on the server node side, they must

be defined manually.

Device type

Settings by this software

Fibre Channel switch

With zoning setting

Deletion of the one-to-one WWPN zoning
created with the WWPN of the old adapter, and
setting of the one-to-one WWPN zoning
created with the WWPN of anew adapter (but
no setting of an access path if port zoning does
not require access path inheritance)

Without zoning setting

No setting

However, when "Operation for setting WWPN
zoning" hasbeen sel ected for the Fibre Channel
switch, adialog box allowing the user to enable
or disable the zoning setting is displayed.

ETERNUS DX60/DX80/DX90
ETERNUS DX400 series

Security setting

Deletion of the old WWPN and setting of anew
WWHPN for the HBA in the security setting.

ETERNUS DX8000 series
ETERNUS2000
ETERNUS4000
ETERNUS8000

HostAffinity(Zone) setting

Deletion of the old WWPN of the HBA from
the security setting, and setting of a new
WWPN in the affinity group (zone).

ETERNUS3000

Without security setting
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Device type Settings by this software

ETERNUSG6000
ETERNUS GR series

Other storage/tapes/bridges No setting

7. Using drag&drop operations, you can execute access path inheritance for several adapters until you select <End> button in the
"Access path Inheritance" dialog.

8. The reboot of server node is required when storage is ETERNUS GR series, depending on the following firmware version.

Storage devices Firmware version
ETERNUS GR720/GR730 before V11L21
ETERNUS GR740/GR820/GR840 before VO3L52P1939

8.3.4 Replacement of the faulty parts of ETERNUS, GR, LT250, LT270

ETERNUS, GR, LT250, LT270, and Symmetrix devices do not require the access path inheritance because the WWPN is not changed
for the replacement of an adapter (CA) etc.

8.3.5 Replacement of the faulty parts of LT160

Execute the following procedure because the WWPN is changed for the replacement of an adapter (CA) and the faulty parts like drivers
etc.

E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

Before executing the following procedures, read the notesin "8.3 Replacement of the Parts of Supported Device".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

1. Select [View] - [Refresh] from the menu.
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2. Double-click the replaced deviceinthe SAN view to display the view of the device. The old adaptor (CA) and module are displayed
as "timeout" and the new adaptor and module are displayed.

aguarius
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3. From the "Storage view", select [Operation] - [Access Path] - [Inherit] - [Mode Start] without any icon selected. The " Access path
Inheritance" dialog appears. If the new adaptor icon is dragged and dropped on the old adaptor icon (drag&drop) in this state, the
Check Access Path Inheritance dialog appears. Selecting <OK> button in this dialog execute access path inheritance.

aguarius

|

\ Access Path Inheritance

fccezs path inheritance iz enabled.

To finigh, click the End button.

i Help |

Access Path Inheritance x|

Help |

@ snzag203y
Do wou want to proceed with the access path inheritance?
|
==
2|

== | ==l i
B = o
Crrived Crrive Drrive2 Crrived Raobot
LT16G0

4. Thissoftware del etes access path setting that i s based on the old adaptor information for access path inheritanceintherel ated devices
and adds the access path setting that is based on the new adaptor information in the related devices.

Device type Settings by SSC
Solaris OS Agent available PWOOSFC2A, Change of the setting associating fjpfca.conf TID
server node PWOO08BFC2-G, with WWPN to WWPN of anew adapter (*1)
PWOO08FC3,
GP7B8FC1A,
GP7B8FC1-G,
GP7B8FC1,
SEOX7F11F,
SEOX7F12F
LP-9000, Changes of the setting associating Ipfc.conf or
9002S, Ipfs.conf TID and LUN with WWPN to WWPN of
9002L, anew adapter
9802,
10000
HBA (other than the above No setting
cases)
Agent unavailable No setting
Windows server | Agent available/unavailable No setting
node
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Device type Settings by SSC

Linux server Agent available/unavailable No setting

node

HP-UX server Agent available/unavailable No setting

node

Other server Agent unavailable No setting

nodes

Fibre Channel switch With zoning setting Deletion of the one-to-one WWPN zoning created

with the WWPN of the old adapter, and setting of
the one-to-one WWPN zoning created with the
WWPN of anew adapter (but no setting of an
access path if port zoning does not require access
path inheritance)

Without zoning setting No setting

However, when "Operation for setting WWPN
zoning" has been selected for the Fibre Channel
switch, adialog box allowing the user to enable or
disable the zoning setting is displayed.

*1. If the chgfcctl/clchgfc command attached to PWOO08BFC2A, PWO08FC2-G, PWO00BFC3, GP7B8FC1A, GP7B8FC1-G,
GP7B8FC1, SEOX7F11F, SEOX7F12F driver is executed before the access path inheritance, this software does not set
fjpfca.conf.

5. Using drag& drop operations, you can execute access path inheritance for several adapters until you select <End> button in the
"Access path Inheritance” dialog.

6. The server node side must be restarted for server nodes that do not support hot system configuration change after a setup change.
On the server nodes that support hot system configuration change, it is necessary to execute commands that instruct the hot system
configuration change for OS and HBA driver. For example, when the HBA driver is FUJITSU PCI Fibre Channel, the chgfcctl or
clchgfc command must be executed.

8.3.6 Replacement of an ETERNUS DX60/DX80/DX90, ETERNUS DX400
series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000,
ETERNUS8000, ETERNUS3000, ETERNUS6000, ETERNUS GR series,
LT160, LT250, LT270, Symmetrix, or Crossroads device

When replacing an entire ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000,
ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000, ETERNUS GR series, LT160, LT250, LT270, Symmetrix, or
Crossroads device, inherit the access paths by following procedure given below.

E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

Before executing the following procedures, read the notesin "8.3 Replacement of the Parts of Supported Device".

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

1. Match the hardware configuration definitions of the new device with those of the old device.

2. Set the new device with an | P address different from that of the old device, and register it with this software. If the new host cannot
be set with a different |P address, delete all access paths from the old host before this software detects the new device, and set new
device access paths.

3. Select [View] - [Refresh] from the menu.
4. Double-click the new deviceicon in the SAN view to display the view of the device.

5. Select [Operation] - [View Device] - [Add] to display the old device.
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6. Without any icon selected, select [Operation] - [Access Path] - [Inherit] - [Mode Start]. The" Access Path I nheritance” dial og appears.

7. If the new adapter icon is dragged and dropped on the old adapter icon (drag& drop) in this state, the Check Access Path Inheritance
dialog appears. Selecting <OK> button in this dialog executes access path inheritance. Inheritance processing deletes the access
path settings created by the old adapter information from the related device and adds the access path settings created by the new
adapter information to the device.

Device type Settings by this software
Solaris OS server Agent available PWOOBFC2A, Change of the setting associating fjpfca.conf TID
node PWOOBFC2-G, with WWPN to WWPN of a new adapter
PWOO08FC3,
GP7B8FC1A,
GP7B8FC1-G,
GP7B8FC1,
SEOX7F11F,
SEOX7F12F
L P-9000, Change of the setting associating Ipfc.conf or
9002S, Ipfs.conf TID and LUN with WWPN to WWPN of
9002L, anew adapter
9802,
10000
HBA (other thanthe | No setting
above cases)
Agent unavailable No setting
Windows server Agent available/unavailable No setting
node
Linux server node Agent available/unavailable No setting
HP-UX server node | Agent available/unavailable No setting
Other server nodes | Agent unavailable No setting
Fibre Channel switch With zoning setting Deletion of the one-to-one WWPN zoning created
with the WWPN of the old adapter, and setting of
the one-to-one WWPN zoning created with the
WWHPN of anew adapter (but no setting of an access
path if port zoning does not require access path
inheritance)
Without zoning No setting
Setting However, when "Operation for setting WWPN
zoning" has been selected for the Fibre Channel
switch, adialog box allowing the user to enable or
disable the zoning setting is displayed.

8. Using drag& drop operations, you can inherit the access paths for several adapters until you select <End> button in the " Access Path
Inheritance" dialog.

9. The server node side must be restarted for server nodes that do not support hot system configuration change after a setup change.
On the server nodes that support hot system configuration change, it is necessary to execute commands that instruct the hot system
configuration change for OS and HBA driver. For example, when the HBA driver is FUJITSU PCI Fibre Channel, the chgfcctl or
clchgfc command must be executed.
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|Chapter 9 Maintenance of the Administrative Environment

This chapter explains how to maintain databases, and it describes the appropriate action to take for troubleshooting.

9.1 Maintenance of Manager

9.1.1 Maintenance of manager

9.1.1.1 Collecting data for troubleshooting

If any problem occurs in a system that uses this software, collect troubleshooting information according to "D.1 Troubleshooting
information”.

9.1.1.2 Backup of Manager

9.1.1.2.1 Backup of Solaris OS Manager

Perform the backup according to the procedure shown below, in which the backup destination directory is described
as "backup locatiort'. For details about backup in a cluster environment, refer to "9.1.1.2.2 Backup of Solaris OS Manager (cluster
environment)".

1. Stop the Manager.
# [ opt/ FIJSVssngr/ sbi n/ mnagerct!| stop

2. Back up device management information.

For ordinary backup tasks, perform "Backing up device management information”. For version upgrading from older versions,
perform "Version upgrading from older versions'.

Backing up device management information:

Create a backup directory.
# nkdir -p backup_l ocation/var/opt/FJISVssngr/ current/openci nonl | ogr
Copy filesto the backup location.

# cp -Rp /var/opt/FJSVssngr/ current/openci mom | ogr/* backup_| ocati on/var/opt/FJSVssngr/
current/openci noni | ogr/

Version upgrading from older versions:

Use cimbackup.sh to back up the device management information. For detailson thisfile, refer to " Appendix G Version Upgrade
Tool".

Create a backup directory.

# nkdir -p backup_l ocation/l ogr

Moveto the directory that contains cimbackup.sh, then execute cimbackup.sh as follows:

# ./ cinbackup. sh backup_l ocati on/ | ogr
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3. Back up essentidl files.

Create the backup directories.

# nkdir -p backup_l ocation/etc/opt/FISvtrccbh/2.0

# nkdir -p backup_l ocation/var/opt/FISVtrcch/ 2.0/ ac

# nkdir -p backup_|l ocation/var/opt/FJSVtrccb/2.0/db

# nkdir -p backup_l ocation/var/opt/FISVtrcch/2.0/sr

# nmkdir -p backup_l ocation/var/opt/FISVssngr/current

# nkdir -p backup_l ocation/var/opt/FISVssmgr/current/vscconpose

Copy the subdirectories and files to the backup location.

# cp -Rp /etc/opt/FISVtrccb/ 2.0/ * backup_l ocation/etc/opt/FISVtrccb/ 2.0/

# cp -Rp /var/opt/FISvtrccb/ 2.0/ ac/* backup_| ocation/var/opt/FJSVtrcch/ 2.0/ ac/

# cp -Rp /var/opt/FJSVtrccb/ 2.0/ db/* backup_l ocation/var/opt/FISVtrcch/ 2.0/ db/

# cp -Rp /var/opt/FISVtrccb/ 2.0/ sr/* backup_l ocation/var/opt/FISVtrcch/2.0/sr/

# cp -Rp /var/opt/FJSVssngr/current/vscconpose/ * backup_| ocati on/var/opt/FJSVssngr/current/
vscconpose/

# cp -p /var/opt/FISVssngr/ current/systenevent.csv backup_l ocation/var/opt/FJISVssmgr/current/

If there are no subdirectories or files, backup is unnecessary.

4. Back up filesthat are related to the performance management function.
If you are not using the performance management function, this step is unnecessary.
Create the backup directories.

# nkdir -p backup_l ocation/etc/opt/FISVssngr/ current
# nkdir -p backup_l ocation/var/opt/FISVssmgr/current/perf

Copy the subdirectories and files to the backup location.

# cp -p /etc/opt/FISVssnmgr/ current/perf.conf backup_|l ocation/etc/opt/FISVssmgr/current/
# cp -Rp /var/opt/FJSVssngr/current/perf/* backup_l ocation/var/opt/FISVssngr/current/perf/

5. Back up files for which the maximum memory that can be used is customized.
If the maximum memory that can be used is not customized, backup is unnecessary.

Create the backup directory.

# nkdir -p backup_|l ocation/opt/FJSVssngr/ bin

Copy thefiles to the backup location.

# cp -p /opt/FISVssngr/ bi n/ manager.ini backup_| ocati on/ opt/FJSVssngr/ bi n/

6. Back up other files that can be customized.
If there are files that are not customized, backup is unnecessary. Backup is also unnecessary if these files do not exist.

Create the backup directory.

# nkdir -p backup_l ocation/etc/opt/FISVssngr/current

Copy thefiles to the backup location.

cp -p /etc/opt/FISVssngr/ current/sanma. conf backup_l ocation/etc/opt/FISVssngr/current/

cp -p /etc/opt/FISVssngr/current/ssngr.conf backup_l ocation/etc/opt/FISVssngr/current/

cp -p /etc/opt/FISVssnmgr/ current/trapop. sh backup_l ocation/etc/opt/FISVssmgr/current/

cp -p /etc/opt/FISVssngr/current/traprmsh backup_l ocation/etc/opt/FISVssngr/current/

cp -p /etc/opt/FISVssngr/current/VscCommit Script backup_|l ocation/etc/opt/FISVssnmgr/current/
cp -p /etc/opt/FISVssngr/current/FJSVssvsc.ini backup_|l ocation/etc/opt/FISVssmgr/current/

H OH O H H H

7. Back up the SNMP trap XML definition file.
If you have not customized the SNMP trap XML definition file, this step is unnecessary.
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10.

In the example shown below, SNMP trap XML definitionfile"1 3 6 1 1588 2 1 1 1.xml" has been customized. Back up each
customized file separately, as shown in the example.

Create the backup directory.

# nkdir -p backup_| ocation/etc/opt/FISVssngr/current/snnpth

Copy the files to the backup location.

# cp -p /etc/opt/FISVssngr/current/snnpth/1_3_6_1 1588 2 1 1 1.xm backup_| ocation/etc/opt/
FJISVssngr/ current/snnpt h/

Back up the device polling settings file.
If you have not customized the device polling settings file, this step is unnecessary.

In the example shown below, the device polling settings file "DP_config.xml" has been customized. Back up each customized file
separately, as shown in the example.

Create the backup directory.
# nkdir -p backup_l ocation/etc/opt/FISVssngr/current/devicepolling
Copy thefiles to the backup location.

# cp -p /etc/opt/FISVssngr/ current/devi cepol ling/DP_config.xm backup_l ocation/etc/opt/
FJSVssngr/ current/devi cepol | i ng/

Back up the polling service setting file.

If thisfile has not been customized, then this step is unnecessary.

To backup thefile, follow the steps below:

Create the backup directory.

# nkdir -p backup_|l ocation/etc/opt/FISVssngr/current/polling
Copy thefile to the backup location.

# cp -p /etc/opt/FISVssngr/ current/ polling/pollingService.xm backup_|location/etc/opt/FISVssngr/
current/pol ling/

Restart the Manager.

# [ opt/ FISVssngr/sbi n/ mnagerct!| start

9.1.1.2.2 Backup of Solaris OS Manager (cluster environment)

1
2.
3.
4,
5.
6.

Stop al cluster services that the Manager belongs to.

Mount the shared disk on the primary node.

Perform steps 2, 3, 4, 6, 7 and 8 of "9.1.1.2.1 Backup of Solaris OS Manager" on the primary node.
Perform step 5 of "9.1.1.2.1 Backup of Solaris OS Manager" on both nodes.

Unmount the shared disk that was mounted in step 2.

Start all cluster services that the Manager belongs to.

9.1.1.2.3 Backup of Linux Manager

Perform the backup according to the procedure shown below, in which the backup destination directory is described
as "backup location’'. Refer to "9.1.1.2.4 Backup of Linux Manager (cluster environment)" for details on backing up in a cluster
environment.
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1. Stop the manager.

# [ opt/ FISVssngr/ sbi n/ mnagerctl stop

2. Back up device management information.

For ordinary backup tasks, perform "Backing up device management information”. For version upgrading from older versions,
perform "Version upgrading from older versions'.

Backing up device management information:
Create a backup directory.

# nkdir -p backup_l ocation/var/opt/FISVssnmgr/ current/openci nonl | ogr

Copy filesto the backup location.

# cp -Rp /var/opt/FJSVssngr/current/openci mom | ogr/* backup_Il ocati on/var/opt/FJSVssngr/
current/openci noni | ogr/

Version upgrading from older versions:

Use cimbackup.sh to back up the device management information. For detailson thisfile, refer to"Appendix G Version Upgrade
Tool".

Create a backup directory.

# nkdir -p backup_| ocation/| ogr

Moveto the directory that contains cimbackup.sh, then execute cimbackup.sh as follows:

# ./ cinbackup. sh backup_| ocati on/| ogr

3. Back up essentid files.

Create a backup directories.

# nkdir -p backup_l ocation/etc/opt/FISVtrcch/2.0

# nkdir -p backup_| ocation/var/opt/FISVtrccb/ 2.0/ ac

# nkdir -p backup_|l ocation/var/opt/FISVtrccb/ 2.0/ db

# nmkdir -p backup_l ocation/var/opt/FISVtrcch/2.0/sr

# nkdir -p backup_l ocation/var/opt/FISVssngr/current

# nkdir -p backup_| ocation/var/opt/FJSVssngr/current/vscconpose

Copy the subdirectories and files to the backup location.

# cp -Rp /etc/opt/FISVtrccb/ 2.0/ * backup_|l ocation/etc/opt/FISVtrccb/ 2.0/

# cp -Rp /var/opt/FJSVtrccb/ 2.0/ ac/* backup_l ocation/var/opt/FISVtrcch/ 2.0/ ac/

# cp -Rp /var/opt/FISVtrccb/ 2.0/ db/* backup_l ocation/var/opt/FISVtrcch/ 2.0/ db/

# cp -Rp /var/opt/FJSVtrccb/ 2.0/ sr/* backup_| ocati on/var/opt/FJSVtrcch/2.0/sr/

# cp -Rp /var/opt/FJSVssngr/current/vscconpose/ * backup_l ocation/var/opt/FISVssngr/current/
vscconpose/

# cp -p /var/opt/FJSVssngr/ current/systenevent.csv backup_l ocation/var/opt/FJSVssmgr/current/

If there are no subdirectories or files, backup is unnecessary.

4. Back up thefilesrelating to performance management functionality. When performance management functionality is not used, this
procedure is unnecessary.

Create the backup directories.

# nkdir -p backup_l ocation/etc/opt/FISVssngr/current
# nkdir -p backup_l ocation/var/opt/FISVssngr/current/ perf

Copy the subdirectories and files to the the backup location.

# cp -p /etc/opt/FISVssngr/ current/perf.conf backup_| ocation/etc/opt/FISVssmgr/current/
# cp -Rp /var/opt/FJSVssngr/current/perf/* backup_| ocati on/var/opt/FJSVssngr/current/ perf/
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. Back up thefile created when memory useiscustomized (that is, when the maximum amount of memory that can be used is defined).
If memory usage has not been customized this backup is not necessary as the file will not exist.

Create the backup directory.

# nkdir -p backup_| ocation/opt/FJSVssngr/bin

Copy thefile to the backup location.

# cp -p /opt/FISVssngr/ bi n/ manager.ini backup_| ocati on/ opt/FJSVssngr/ bi n/

. Back up other files created as aresult of customization.The following procedure shows all customization files; however these files
are only created when settings are made therefore some may not exist for the backup procedure.

Create the backup directory.

# nkdir -p backup_l ocation/etc/opt/FISVssngr/current

Copy the filesto the backup location.

cp -p /etc/opt/FISVssngr/current/sanma. conf backup_l ocation/etc/opt/FISVssngr/current/

cp -p /etc/opt/FISVssngr/current/ssngr.conf backup_l ocation/etc/opt/FISVssngr/current/

cp -p /etc/opt/FISVssngr/current/trapop. sh backup_|l ocation/etc/opt/FISVssngr/current/

cp -p /etc/opt/FISVssngr/current/traprm sh backup_l ocation/etc/opt/FISVssngr/current/

cp -p /etc/opt/FISVssngr/current/VscConmmit Script backup_| ocation/etc/opt/FISVssngr/current/
cp -p /etc/opt/FISVssnmgr/ current/FJSVssvsc.ini backup_l ocation/etc/opt/FISVssmgr/current/

HOoH H R H R

. Back up the SNMP trap XML definition file.
Thisstep isonly required if customizations have been performed.

In the example shown below, the existence of the SNMP trap XML definitionfile"1 3 6 1 1588 2 1 1 1.xml" indicates SNMP
has been customized. Back up each file separately, as shown in the example.

Create the backup directory.
# nkdir -p backup_l ocation/etc/opt/FISVssngr/current/snnmpth

Copy thefile to thebackup location.

# cp -p /etc/opt/FISVssnmgr/current/snnpth/1_3_6_1 1588 _2 1 1 1.xm backup_| ocation/etc/opt/
FJISVssngr/ current/snnmpt h/

. Back up the device polling settings file.
Thisstep isonly required if customizations have been performed.

In the example shown below, the existence of the device polling settings file "DP_config.xml" indicates that device polling has
been customized. Back up each customized file separately, as shown in the example.

Create the backup directory.
# nkdir -p backup_|l ocation/etc/opt/FISVssngr/current/devicepolling

Copy thefiles to the backup location.

# cp -p /etc/opt/FISVssngr/ current/devi cepol ling/DP_config.xm backup_l ocation/etc/opt/
FJISVssngr/ current/devi cepol | i ng/

. Back up the palling service setting file.
If thisfile has not been customized, then this step is unnecessary.
To backup thefile, follow the steps below:

Create the backup directory.

# nkdir -p backup_l ocation/etc/opt/FISVssngr/current/polling

Copy thefile to the backup location.
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# cp -p /etc/opt/FISVssngr/ current/ polling/pollingService.xm backup_|location/etc/opt/FISVssngr/
current/pol ling/

10. Restart the Manager.

# [ opt/ FISVssngr/sbi n/ mnagerct!| start

9.1.1.2.4 Backup of Linux Manager (cluster environment)

Stop all cluster services that relate to the Manager.

Mount a shared disk on the primary node.

Perform steps 2, 3, 4,6,7 and 8 of "9.1.1.2.3 Backup of Linux Manager" on the primary node.
Perform step 5 of "9.1.1.2.3 Backup of Linux Manager" on both nodes.

Un-mount the disk mounted in step 2.

o g w D PP

Restart all cluster services that relate to the Manager.

9.1.1.2.5 Backup of Windows Manager
Perform the backup according to the procedure shown below.

_-ﬂlnformation

About description in the procedure
+ $BAK_DIR means the backup destination directory.
+ $INS_DIR means "Program Directory" specified at the Manager installation.
* $ENV_DIR means "Environment Directory" specified at the Manager installation.

* $TMP_DIR means "Work Directory" specified at the Manager installation.

1. Stopthe Manager.
Go to [Control Panel] - [Administrative Tools] - [Services], select "ETERNUS SF Storage Cruiser Manager" and stop the service.
2. Back up device management information.

For ordinary backup tasks, perform "Backing up device management information”. For version upgrading from older versions,
perform "Version upgrading from older versions'.

Backing up device management information:
Using Explorer, create the following backup directory:
- $BAK_DIR\Manager\var\opt\FJSV ssmgr\current\opencimom\logr

Using Explorer, copy the subdirectories and files in the following directories to the backup location.

Source directory Destination directory

$TMP_DIR\Manager\var\opt\FJSV ssmgr\current $BAK_DIR\Manager\var\opt\FISV ssmgr\current\opencimom
\opencimom\logr \logr

Version upgrading from older versions:

Usecimbackup.bat to back up the device management information. For detailsonthisfile, refer to" Appendix G Version Upgrade
Tool".

Using Explorer, create the following backup directory:
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- $BAK_DIR\Manager\var\opt\FJSV ssmgr\current\opencimom\logr
Move to the directory that contains cimbackup.bat, then execute cimbackup.bat as follows:
cimbackup.bat "$BAK_DIR\logr"

3. Back up essentidl files.
If there are no subdirectories or files, backup is unnecessary.
Using Explorer, create the following backup directories:
- $BAK_DIR\Manager\etc\opt\FISVtrcch\2.0
- $BAK_DIR\Manager\var\opt\FJSVtrcch\2.0\ac
- $BAK_DIR\Manager\var\opt\FJSVtrccb\2.0\db
- $BAK_DIR\Manager\var\opt\FJSV trcch\2.0\sr
- $BAK_DIR\Manager\var\opt\FJSV ssmgr\current
- $BAK_DIR\Manager\var\opt\FISV ssmgr\current\vsccompose

Using Explorer, copy the subdirectories and files in the following directories to the backup location.

Source directory Destination directory
$ENV_DIR\Manager\etc\opt\FJSVtrcch\2.0 $BAK_DIR\Manager\etc\opt\FJISVtrceh\2.0
$TMP_DIR\Manager\var\opt\FJSVtrcch\2.0\ac $BAK_DIR\Manager\var\opt\FJSVtrcch\2.0\ac
$TMP_DIR\Manager\var\opt\FJSVtrcch\2.0\db $BAK_DIR\Manager\var\opt\FJSVtrcch\2.0\db
$TMP_DIR\Manager\var\opt\FJSVtrcch\2.0\sr $BAK_DIR\Manager\var\opt\FIJSVtrcch\2.0\sr
$TMP_DIR\Manager\var\opt\FJSV ssmgr\current $BAK_DIR\Manager\var\opt\FISV ssmgr\current\vsccompose
\vsccompose

Using Explorer, copy the following file to the backup location.

Source file Destination directory

$TMP_DIR\Manager\var\opt\FJSV ssmgr\current $BAK_DIR\Manager\var\opt\FJSV ssmgr\current
\systemevent.csv

4. Back up filesthat are related to the performance management function.
If you are not using the performance management function, this step is unnecessary.
Using Explorer, create the following backup directories:
- $BAK_DIR\Manager\etc\opt\FJISV ssmgr\current
- $BAK_DIR\Manager\var\opt\FJSV ssmgr\current\perf

Using Explorer, copy the following files to the backup location.

Source file Destination directory

$ENV_DIR\Manager\etc\opt\FJSV ssmgr\current\perf.conf $BAK_DIR\Manager\etc\opt\FISV ssmgr\current

Using Explorer, copy the subdirectories and files in the following directories to the backup location.

Source directory Destination directory

$TMP_DIR\Manager\var\opt\FJSV ssmgr\current\perf $BAK_DIR\WManager\var\opt\FJSV ssmgr\current\perf

5. Back up files that can be customized.
If there are files that are not customized, backup is unnecessary. Backup is also unnecessary if these files do not exist.

Using Explorer, create the following backup directories:
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- $BAK_DIR\Manager\opt\FJSV ssmgr\bin
- $BAK_DIR\Manager\etc\opt\FJISV ssmgr\current

Using Explorer, copy the following files to the backup location.

Source file Destination directory
$INS_DIR\Manager\opt\FJSV ssmgr\bin\manager.ini $BAK_DIR\Manager\opt\FJSV ssmgr\bin
$ENV_DIR\Manager\etc\opt\FISV ssmgr\current $BAK_DIR\Manager\etc\opt\FISV ssmgr\current

\sanma.conf

$ENV_DIR\Manager\etc\opt\FJSV ssmgr\current
\ssmgr.conf

$ENV_DIR\Manager\etc\opt\FJSV ssmgr\current\trapop.bat

$ENV_DIR\Manager\etc\opt\FISV ssmgr\current\traprm.bat

$ENV_DIR\Manager\etc\opt\FISV ssmgr\current
\V scCommitScript.bat

$ENV_DIR\Manager\etc\opt\FJSV ssmgr\current
\FJSVssvsc.ini

6. Back up the SNMP trap XML definition file.
If you have not customized the SNMP trap XML definition file, this step is unnecessary.

In the example shown below, SNMP trap XML definitionfile"1 3 6 1 1588 2 1 1 1.xml" has been customized. Back up each
customized file separately, as shown in the example.

Using Explorer, create the following backup directory:
- $BAK_DIR\Manager\etc\opt\FJSV ssmgr\current\snmpth

Using Explorer, copy the file to the backup location.

Source file Destination directory

$ENV_DIR\Manager\etc\opt\FJSV ssmgr\current\snmpth $BAK_DIR\Manager\etc\opt\FJSV ssmgr\current\snmpth
\1 3611588 2 11 1xml

7. Back up the device polling settingsfile.
If you have not customized the device polling settingsfile, this step is unnecessary.

In the example shown below, the device polling settings file "DP_config.xml" has been customized. Back up each customized file
separately, as shown in the example.

Using Explorer, create the following backup directory:
- $BAK_DIR\Manager\etc\opt\FJISV ssmgr\current\devicepolling

Using Explorer, copy thefile to the backup location.

Source file Destination directory

$ENV_DIR\Manager\etc\opt\FJSV ssmgr\current\devicepolling $BAK_DIR\Manager\etc\opt\FJSV ssmgr\current
\DP_config.xml \devicepolling

8. Back up the polling service setting file.
Thisstep isonly required if customizations have been performed.

In the example shown below, the existence of the device polling settings file "pollingService.xml" indicates that device polling has
been customized. Back up each customized file separately, as shown in the example.

Using Explorer, create the following backup directory:
- $BAK_DIR\Manager\etc\opt\FJSV ssmgr\current\polling

-251-



Using Explorer, copy the file to the backup location.

Source file Destination directory

$ENV_DIR\Manager\etc\opt\FISV ssmgr\current\polling $BAK_DIR\Manager\etc\opt\FISV ssmgr\current
\pollingService.xml \polling

9. Restart the Manager.
Go to [Control Panel] - [Administrative Tools] - [Services], select "ETERNUS SF Storage Cruiser Manager" and start the service.

9.1.1.3 Restoring Manager

9.1.1.3.1 Restoring Solaris OS Manager
Perform restore for the backup performed in "9.1.1.2.1 Backup of Solaris OS Manager" according to the procedure shown below.

To restore after reinstalling the Manager, first complete the entire install ation and setup according to the description in "4.1 [Solaris OS]
Manager" in the ETERNUS SF Storage Cruiser Installation Guide.

To upgrade from a Manager in a previous version, proceed according to the Notes for each procedure.
For details about restoring in a cluster environment, refer to "9.1.1.3.2 Restoring Solaris OS Manager (cluster environment)".
1. Stop the Manager.

# [ opt/ FIJSVssngr/ sbi n/ mnagerct!| stop

2. Restore the device management information.

For ordinary restoration tasks, perform "Restoring device management information". For version upgrading from older versions,
perform "Version Upgrading from older versions'.

Restoring device management information
Delete the subdirectories and files under the restore destination directory displayed below.

Do not delete the restore destination directories. Create them if they do not exist.

# rm-rf /var/opt/FISVssngr/current/openci mom | ogr/*

Copy the files from the backup directory.

# cp -Rp backup_l ocation/var/opt/FISVssngr/current/openci mom | ogr/* /var/opt/FJSVssngr/
current/openci moni | ogr/

Version upgrading from older versions

Use cimrestore.sh to restore the device management information. For details on thisfile, refer to "Appendix G Version Upgrade
Tool".

Delete the subdirectories and files under the restore destination directory displayed below.
Do not delete the restore destination directories. Create themif they do not exist.
# rm-rf /var/opt/FJSVssngr/current/openci nom | ogr/*
Move to the directory that contains cimrestore.sh, then execute cimrestore.sh as follows:
# ./cinmrestore.sh backup_| ocation/| ogr
3. Restore essential files.
Delete the subdirectories and files in the restore destination directories shown below.

Do not delete the restore destination directories themselves. If these directories do not exist, create them.
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rm-rf /etc/opt/FISVtrccb/2.0/*

rm-rf /var/opt/FJSVtrccb/ 2.0/ ac/*

rm-rf /var/opt/FISVtrccb/ 2.0/ db/*

rm-rf /var/opt/FISVtrccb/2.0/sr/*

rm-rf /[var/opt/FJSVssngr/current/vscconpose/*

H oH OH R

Please delete systemevent.csv the restoration ahead.

# rm-rf /var/opt/FJSVssngr/current/systenevent.csv

Copy the subdirectories and files from the backup location.

cp -Rp backup_l ocation/etc/opt/FISVtrcchb/2.0/* /etc/opt/FISVtrcch/ 2.0/

cp -Rp backup_l ocation/var/opt/FISVtrcch/ 2.0/ ac/* [var/opt/FJSVtrcch/ 2.0/ ac/

cp -Rp backup_l ocation/var/opt/FISVtrcch/2.0/db/* /var/opt/FJSVtrccb/ 2.0/ db/

cp -Rp backup_l ocation/var/opt/FISVtrcch/2.0/sr/* [var/opt/FJSVtrccb/2.0/sr/

cp -Rp backup_l ocation/var/opt/FISVssngr/ current/vscconpose/* /var/opt/FJISVssmgr/current/
vscconpose/

# cp -p backup_l ocation/var/opt/FIJSVssngr/current/systemevent.csv /var/opt/FISVssngr/current/

H OH H H R

If there are no subdirectories or files, restore is unnecessary.

. Restore files that are related to the performance management function.

If you are not using the performance management function, this step is unnecessary.

Delete the subdirectories and filesin the restore destination directories shown below.

Do not delete the restore destination directories themselves. If these directories do not exist, create them.

# rm-rf /var/opt/FJSVssngr/current/perf/*

Copy the subdirectories and files from the backup location.

# cp -p backup_l ocation/etc/opt/FISVssmgr/current/perf.conf /etc/opt/FISVssmgr/current/
# cp -Rp backup_l ocation/var/opt/FISVssngr/current/perf/* /[var/opt/FISVssngr/current/perf/

. Restore files for which the maximum memory that can be used is customized.
If the maximum memory that can be used is not customized, restore is unnecessary.

Copy the files from the backup location.

# cp -p backup_l ocati on/ opt/FJSVssngr/ bi n/ manager.ini /opt/FJSVssngr/bin/

. Restore the other files that can be customized.
If there are files that are not customized, restore is unnecessary. Restore is also unnecessary if the files do not exist.

Copy the files from the backup location.

cp -p backup_l ocation/etc/opt/FISVssngr/current/sanma. conf /etc/opt/FISVssngr/current/

cp -p backup_l ocation/etc/opt/FISVssngr/current/ssnmgr.conf /etc/opt/FISVssngr/current/

cp -p backup_l ocation/etc/opt/FISVssngr/current/trapop.sh /etc/opt/FISVssmgr/current/

cp -p backup_l ocation/etc/opt/FISVssngr/current/traprmsh /etc/opt/FISVssngr/current/

cp -p backup_l ocation/etc/opt/FISVssngr/current/VscCommitScript /etc/opt/FISVssngr/current/
cp -p backup_l ocation/etc/opt/FISVssngr/current/FJSVssvsc.ini /etc/opt/FISVssmgr/current/

H oH H OH H R

. Restore the SNMP trap XML definition file.
If you have not customized the SNMP trap XML definition file, this step is unnecessary.
Copy the SNMP trap XML definition file from the backup location.

# cp -p backup_l ocation/etc/opt/FISVssngr/current/snnpth/*.xm /[etc/opt/FISVssngr/current/
snnpt h/

- 253 -



10.

& Note

Do not copy thefileif you are upgrading from a previous version. Instead, reflect the contents of the customization in the previous
version, according to the description in "C.6 SNMP Trap XML Definition File".

Restore the device polling settingsfile.
If you have not customized the device polling settingsfile, this step is unnecessary.

Copy the device polling settings file from the backup location.

# cp -p backup_l ocation/etc/opt/FISVssmgr/current/devicepolling/*.xm /etc/opt/FISVssngr/
current/devi cepol |ing/

gn Note

Do not copy the fileif you are upgrading from a previous version. Instead, reflect the contents of the customization in the previous
version, according to the description in "C.10 Device Polling Setting File".

Restore the polling service setting file.
If thisfile has not been customized, then this step is unnecessary.
Copy the file from the backup location.

# cp -p backup_l ocation/etc/opt/FISVssmgr/current/polling/*.xm /etc/opt/FISVssngr/current/
pol | i ng/

L:n Note

Do not copy the file if you are upgrading from an older version. Instead, reflect the customization of the older version file. For
details on how to do that, refer to "C.13 Polling Service Setting File".

Restart the Manager.

# [opt/ FJSVssngr/ sbi n/ managerct!l start

9.1.1.3.2 Restoring Solaris OS Manager (cluster environment)

Perform restore for the backup performed in "9.1.1.2.2 Backup of Solaris OS Manager (cluster environment)" according to the procedure
shown below.

Torestore after reinstalling the Manager, first complete the entire install ation and setup according to the descriptionin " Appendix A High-
availability admin servers’ in the ETERNUS SF Storage Cruiser Installation Guide.

1

Stop all cluster services that the Manager belongs to.

2. Mount the shared disk on the primary node.

3. Perform steps 2, 3, 4, 6, 7and 8 of "9.1.1.3.1 Restoring Solaris OS Manager" on the primary node.
4,
5
6

Perform step 5 of "9.1.1.3.1 Restoring Solaris OS Manager" on both nodes.

. Unmount the shared disk that was mounted in step 2.

. Start al cluster services that the Manager belongs to.
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9.1.1.3.3 Restoring Linux Manager

Thefollowing procedure explainsthe processto restorefilesthat were backed up using the procedure described abovein9.1.1.2.3 Backup
of Linux Manager".

If the manager isto be restored by areinstallation process al of the stepsoutlinedin "4.2 [Linux] Manager" in the ETERNUS SF Storage
Cruiser Installation Guide must be followed.

If the manager is to be restored by an upgrade process the procedures applicable to the upgrade must be followed.

For details about restoring in a cluster environment, refer to "9.1.1.3.4 Restoring Linux Manager (cluster environment)".

1. Execute the following command to stop the Manager.

# [ opt/ FISVssngr/ sbi n/ mnagerctl stop

2. Restore the device management information.

For ordinary restoration tasks, perform "Restoring device management information". For version upgrading from older versions,
perform "Version Upgrading from older versions'.

Restoring device management information

Delete the subdirectories and files under the restore destination directory displayed below.

Do not delete the restore destination directories. Create them if they do not exist.
# rm-rf /var/opt/FJISVssngr/current/openci mon | ogr/*
Copy the files from the backup directory.

# cp -Rp backup_l ocation/var/opt/FISVssngr/current/openci mom | ogr/* /var/opt/FISVssngr/
current/openci moni | ogr/

Version upgrading from older versions

Use cimrestore.sh to restore the device management information. For details on thisfile, refer to "Appendix G Version Upgrade
Tool".

Delete the subdirectories and files under the restore destination directory displayed below.
Do not delete the restore destination directories. Create them if they do not exist.

# rm-rf /var/opt/FISVssngr/current/openci mon | ogr/*
Move to the directory that contains cimrestore.sh, then execute cimrestore.sh as follows:

# ./cinmrestore.sh backup_| ocation/l ogr

3. Ressential files.

Delete the subdirectories and files in the restore destination directories shown below.

Do not delete the restore destination directories themselves. If these directories do not exist, create them.

H H R H H*

rm-rf /etc/opt/FISVtrccb/2.0/*

rm-rf /var/opt/FISVtrccb/ 2.0/ ac/*

rm-rf /[var/opt/FJSVtrcch/ 2.0/ db/*

rm-rf /var/opt/FJSVtrccb/ 2.0/ sr/*

rm-rf /var/opt/FJSVssngr/current/vscconpose/ *

Delete the restore destination files.

#

rm-rf /var/opt/FISVssngr/current/systenevent.csv

Copy the subdirectories and files from the backup location.

#
#
#
#

cp -Rp backup_l ocation/etc/opt/FISVtrcch/2.0/* /etc/opt/FISVtrcch/ 2.0/

cp -Rp backup_l ocation/var/opt/FISVtrcch/ 2.0/ ac/* [var/opt/FJSVtrcch/ 2.0/ ac/
cp -Rp backup_l ocation/var/opt/FISVtrcch/ 2.0/ db/* [var/opt/FJSVtrccb/ 2.0/ db/
cp -Rp backup_l ocation/var/opt/FISVtrccbh/ 2.0/ sr/* [var/opt/FISVtrcch/2.0/sr/
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# cp -Rp backup_l ocation/var/opt/FJSVssngr/current/vscconpose/* /var/opt/FISVssngr/current/
vscconpose/
# cp -p backup_l ocation/var/opt/FISVssngr/current/systemevent.csv /var/opt/FISVssmgr/current/

Only files and subdirectories created during the backup procedure will be available to restore.

. Restore files that are related to the performance management function.

Thisstep isonly required if the performance management function file was backed up.

Delete the subdirectories and files in the restore destination directories shown below.

Do not delete the restore destination directories themselves. If these directories do not exist, create them.

Copy the subdirectories and files from the backup location.

# cp -p backup_l ocation/etc/opt/FISVssmgr/current/perf.conf /etc/opt/FISVssmgr/current/
# cp -Rp backup_l ocation/var/opt/FISVssngr/current/perf/* /[var/opt/FISVssngr/current/perf/

. Restore files for which the maximum memory that can be used is customized.
This step isonly required if the file was backed up.
Copy thefiles from the backup location.

# cp -p backup_l ocation/ opt/FISVssngr/ bi n/ manager.ini /opt/FISVssngr/bin/

. Restore the other files that can be customized.
This step isonly required if customization had taken place and the relative file was backed up.

Copy the files from the backup location.

cp -p backup_l ocation/etc/opt/FISVssngr/current/sanma. conf /etc/opt/FISVssngr/current/

cp -p backup_l ocation/etc/opt/FISVssngr/current/ssmgr.conf /etc/opt/FISVssngr/current/

cp -p backup_l ocation/etc/opt/FISVssngr/current/trapop.sh /etc/opt/FISVssngr/current/

cp -p backup_l ocation/etc/opt/FISVssngr/current/traprmsh /etc/opt/FISVssngr/current/

cp -p backup_l ocation/etc/opt/FISVssngr/current/VscCommitScript /etc/opt/FISVssngr/current/
cp -p backup_l ocation/etc/opt/FISVssngr/current/FISVssvsc.ini /etc/opt/FISVssmgr/current/

HOH H H H R

. Restore the SNMP trap XML definition file.
This step isonly required if the definition file was backed up.
Copy the SNMP trap XML definition file from the backup location.

# cp -p backup_l ocation/etc/opt/FISVssngr/current/snnpth/*.xm /etc/opt/FISVssngr/current/
snnpt h/

L:n Note

Do not copy thefile if you are upgrading from a previous version, refer to "C.6 SNMP Trap XML Definition File" in the manual
for that version.

. Restore the device polling settings file.
This step is only necessary if the file was backed up.
Copy the device polling settings file from the backup location.

# cp -p backup_l ocation/etc/opt/FISVssngr/current/devicepolling/*.xm /etc/opt/FISVssngr/
current/devi cepol I'i ng/

QJT Note

Do not copy thefileif you are upgrading from a previous version, refer to "C.10 Device Polling Setting File" in the manual for that
version.
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9. Restorethe polling service setting file.
If this file has not been customized, then this step is unnecessary.
Copy thefile from the backup location.

# cp -p backup_l ocation/etc/opt/FISVssmgr/current/polling/*.xm /etc/opt/FISVssngr/current/
pol | i ng/

Qn Note

Do not copy the file if you are upgrading from an older version. Instead, reflect the customization of the older version file. For
details on how to do that, refer to "C.13 Polling Service Setting File".
10. Restart the Manager.

# [opt/ FISVssngr/ sbi n/ managerct!| start

9.1.1.3.4 Restoring Linux Manager (cluster environment)

Thefollowing procedure explainsthe processto restorefilesthat were backed up using the procedure described abovein"9.1.1.2.4 Backup
of Linux Manager (cluster environment)".

If the manager isto be restored by areinstallation process all of the stepsoutlinedin "4.2 [Linux] Manager" in the ETERNUS SF Storage
Cruiser Installation Guide must be followed.

1. Stopall cluster servicesthat relate to the Manager.
. Mount a shared disk on the primary node.
. Perform steps 2, 3, 4, 6, 7, and 8 of "9.1.1.3.3 Restoring Linux Manager" on the primary node.

2
3
4. Perform step 5 of "9.1.1.3.3 Restoring Linux Manager" on both nodes.
5. Un-mount the shared disk that was mounted in step 2.

6

. Start al cluster services that relate to the Manager.

9.1.1.3.5 Restoring Windows Manager
Perform restore for the backup performed in "9.1.1.2.5 Backup of Windows Manager" according to the procedure shown below.

To restore after reinstalling the Manager, first complete the entire installation and setup according to the description in "4.3 [Windows]
Manager" in the ETERNUS SF Storage Cruiser Installation Guide.

To upgrade from a Manager in a previous version, proceed according to the Notes for each procedure.

_-ﬂlnformation

About description in the procedure
+ $BAK_DIR means the backup destination directory.
+ $INS_DIR means "Program Directory" specified at the Manager installation.
+ $ENV_DIR means "Environment Directory" specified at the Manager installation.

* $TMP_DIR means "Work Directory" specified at the Manager installation.

1. Stop the Manager.
Go to [Control Panel] - [Administrative Tools] - [Services], select "ETERNUS SF Storage Cruiser Manager" and stop the service.
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2. Restore the device management information.

For ordinary restoration tasks, perform "Restoring device management information”. For version upgrading from older versions,
perform "Version Upgrading from older versions'.

Restoring device management information
By using Explorer, delete the subdirectories and filesin the restore destination directories shown below.
Do not delete the restore destination directories themselves. If these directories do not exist, create them.
- $TMP_DIR\Manager\var\opt\FJSV ssmgr\current\opencimom\logr

By using Explorer, copy the subdirectories and files from the backup location.

Source directory Destination directory

$BAK_DIR\WManager\var\opt\FJSV ssmgr\current $TMP_DIR\Manager\var\opt\FJSV ssmgr\current\opencimom
\opencimom\logr \logr

Version upgrading from older versions

Use cimrestore.bat to restore the device management information. For detailson thisfile, refer to " Appendix G Version Upgrade
Tool".

Delete the subdirectories and files under the restore destination directory displayed below.
Do not delete the restore destination directories. Create them if they do not exist.
- $TMP_DIR\Manager\var\opt\FISV ssmgr\current\opencimom\logr
Move to the directory that contains cimrestore.sh, then execute cimrestore.sh as follows:
cimrestore.bat "$BAK_DIR\ogr"
3. Restore essential files.
By using Explorer, delete the subdirectories and files in the restore destination directories shown below.
Do not delete the restore destination directories themselves. If these directories do not exist, create them.
- $ENV_DIR\Manager\etc\opt\FISVrcch\2.0
- $TMP_DIR\Manager\var\opt\FJSV trccb\2.0\ac
- $TMP_DIR\Manager\var\opt\FJSVtrcch\2.0\db
- $TMP_DIR\Manager\var\opt\FJSVrcch\2.0\sr
- $TMP_DIR\Manager\var\opt\FISV ssmgr\current\vsccompose
By using Explorer, delete the following file.
- $TMP_DIR\Manager\var\opt\FJSV ssmgr\current\systemevent.csv

By using Explorer, copy the subdirectories and files from the backup location.

Source directory Destination directory
$BAK_DIR\Manager\etc\opt\FJISVtrcch\2.0 $ENV_DIR\Manager\etc\opt\FJSVtrcch\2.0
$BAK_DIR\Manager\var\opt\FJSVtrcch\2.0\ac $TMP_DIR\Manager\var\opt\FJSVtrceh\2.0\ac
$BAK_DIR\Manager\var\opt\FJSVtrcch\2.0\db $TMP_DIR\Manager\var\opt\FJSVtrcch\2.0\db
$BAK_DIR\Manager\var\opt\FIJSVtrcch\2.0\sr $TMP_DIR\Manager\var\opt\FJSVtrcch\2.0\sr
$BAK_DIR\Manager\var\opt\FJSV ssmgr\current $TMP_DIR\Manager\var\opt\FJSV ssmgr\current\vsccompose
\vsccompose

By using Explorer, copy the following file from the backup location.
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Source file Destination directory

$BAK_DIR\Manager\var\opt\FJSV ssmgr\current $TMP_DIR\Manager\var\opt\FJSV ssmgr\current
\systemevent.csv

If there are no subdirectories or files, restore is unnecessary.
4. Restorefilesthat are related to the performance management function.
If you are not using the performance management function, this step is unnecessary.
By using Explorer, delete the subdirectories and files in the restore destination directories shown below.
Do not delete the restore destination directories themselves. If these directories do not exist, create them.
- $TMP_DIR\Manager\var\opt\FJSV ssmgr\current\perf

By using Explorer, copy the following file from the backup location.

Source file Destination directory

$BAK_DIR\Manager\etc\opt\FJSV ssmgr\current\perf.conf $ENV_DIR\Manager\etc\opt\FJSV ssmgr\current

By using Explorer, copy the subdirectories and filesin the following directories from the backup location.

Source directory Destination directory

$BAK_DIR\Manager\var\opt\FJSV ssmgr\current\perf $TMP_DIR\Manager\var\opt\FJSV ssmgr\current\perf

5. Restore files that can be customized.
If there are files that are not customized, restore is unnecessary. Restore is also unnecessary if the files do not exist.

By using Explorer, copy the following files from the backup location.

Source file Destination directory
$BAK_DIR\Manager\opt\FJISV ssmgr\bin\manager.ini $INS_DIR\Manager\opt\FJSV ssmgr\bin
$BAK_DIR\Manager\etc\opt\FJISV ssmgr\current $ENV_DIR\Manager\etc\opt\FIJSV ssmgr\current

\sanma.conf

$BAK_DIR\Manager\etc\opt\FJSV ssmgr\current
\ssmgr.conf

$BAK_DIR\Manager\etc\opt\FISV ssmgr\current\trapop.bat

$BAK_DIR\Manager\etc\opt\FJISV ssmgr\current\traprm.bat

$BAK_DIR\Manager\etc\opt\FJSV ssmgr\current
\V scCommitScript.bat

$BAK_DIR\Manager\etc\opt\FJISV ssmgr\current
\FJSV ssvsc.ini

6. Restorethe SNMP trap XML definition file.
If you have not customized the SNMP trap XML definition file, this step is unnecessary.
By using Explorer, copy the SNMP trap XML definition file from the backup location.

Source file Destination directory

$BAK_DIR\Manager\etc\opt\FJISV ssmgr\current\snmpth $ENV_DIR\Manager\etc\opt\FJSV ssmgr\current\snmpth
\* xml
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& Note

Do not copy thefileif you are upgrading from a previous version. Instead, reflect the contents of the customization in the previous
version, according to the description in "C.6 SNMP Trap XML Definition File".

Restore the device polling settingsfile.
If you have not customized the device polling settingsfile, this step is unnecessary.

Using Explorer, copy the device polling settings file from the backup location.

Source file Destination directory
$BAK_DIR\Manager\etc\opt\FJISV ssmgr\current $ENV_DIR\Manager\etc\opt\FIJSV ssmgr\current
\devicepolling\DP_config.xml \devicepolling

Ln Note

Do not copy the fileif you are upgrading from a previous version. Instead, reflect the contents of the customization in the previous
version, according to the description in "C.10 Device Polling Setting File".

Restore the polling service settings file.
If you have not customized the polling service settings file, this step is unnecessary.

Using Explorer, copy the polling service settings file from the backup location.

Source file Destination directory

$BAK_DIR\Manager\etc\opt\FJISV ssmgr\current\polling $ENV_DIR\Manager\etc\opt\FISV ssmgr\current\polling

\pollingServicexml

& Note

Do not copy thefileif you are upgrading from a previous version. Instead, reflect the contents of the customization in the previous
version, according to the description in "C.13 Polling Service Setting File"

Restart the Manager.
Go to [Control Panel] - [Administrative Tools] - [Services], select "ETERNUS SF Storage Cruiser Manager" and start the service.

9.1.2 Changing the operating environment

9.1.2.1 Changing the IP address of the administrative server

Follow the procedure given below to change the | P address of the administrative server.

1
2.
3.

Change the system | P address on the administrative server.
Reboot the administrative server.

Start the ESC Client, connect to the new |P address of the administrative server. When it connected to the administrative server
successfully, delete the old IP address of administrative server when start the ESC client next time by click <delete> button in the
login diadog.
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E) Point
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If the administrative server is cluster environment, it is necessary to reconstruct the cluster.

Please refer to "Appendix A High-availability admin servers' in ETERNUS SF Storage Cruiser Installation Guide for detail information.

For the device which isunder fault management automatically by SNMP trap, it is necessary to change the SNMP Trap transmission place
IP address setting. To change SNMP trap transmission setting, refer to "SNMP Trap transmission place |P address change command"
in "Chapter 12 Command References’, and execute the command.
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9.1.2.2

Changing the IP address of a server node (host)

Follow the procedure given below to change the IP address of a server node.

* Changing the IP address of a server node for which Agent isinstalled

1.

5.
6.

On the GUI screen, delete the deviceicon of the server node (without changing the access path).

. Change the system I P address on the server node.

2
3.
4

Stop the server node Agent on the server node.

. Execute the agent information change command on the server node to change the start | P of server node Agent.

For the command that change to Agent start IP, refer to "Agent information change command" in "Chapter 12 Command
References' for the detail information.

Restart the server node Agent on the server node.

On the GUI screen, perform [Register a server] with the new |P address.

* Changing the IP address of a VM host for which Agent is not installed

1
2.
3.

On the GUI screen, delete the device icon of the VM host (without changing the access path).
Change the | P address of the VM host.

On the GUI screen, perform [Register a server] with the new | P address.

+ Changing the IP address of a guest operating system for which Agent is not installed

1. Changethe IP address of the guest operating system.

2. Onthe GUI screen, perform [Refresh].

9.1.2.3

Changing the server name of the administrative server

No specia work isrequired.

9.1.24

Changing the name of a server node (host)

Follow the procedure given below to change the name of a server node.

* Changing the name of a server node for which Agent isinstalled

1. On the GUI screen, delete (no access path change) adevice icon of the server node that changes the server node name.

2. Change the server node name on the server node.

3. Stop the server node Agent on the server node.
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4. Execute the agent information change command on the server node to change the setting of server node Agent.

For the command that change the Agent settings, refer to "Agent information change command” in "Chapter 12 Command
References' for the detail information.

5. Restart the server node Agent on the server node.
6. Onthe GUI screen, perform [Register a server] on the server node.
* Changing the host name of a VM host for which Agent is not installed
1. On the GUI screen, delete (no access path change) adeviceicon of the VM host that changes the host name.
2. Change the host name of the VM host.
3. Onthe GUI screen, perform [Register a server] for the VM host.
+ Changing the virtual machine name of aVVM guest or the host name of a guest operating system, for which Agent is not installed
1. Change the virtual machine name of the VM guest or the host name of a guest operating system.
2. Onthe GUI screen, perform [Refresh].

gn Note

Information of an associated application element created in the Correlation window is not inherited when the server node nameis changed.
Register the application element again.

9.1.2.5 Changing the IP address or the SNMP community name of a supported device

To change the |P address of a device with support level A or B registered with this software or to change the SNMP community name,
follow the procedure below:

When the | P address of a device with support level A or B registered with this software is changed, this software can automatically change
the IP address part in the properties of the same device.

To change the IP address

Referring "Detecting adevice by specifying |P address' in "5.2.1 Device search" to perform device detection by specifying an | P address.
Based on this operation, this software detects that the I P address of a registered device has been renewed and automatically changes the
IP address information of the target device on this software.

For a device with support level A or B, excluding the server node, |P address information for multiple devices in the subnet can be
automatically changed by performing " Detecting for devicesin the same subnet asthe administrative server automatically" in"5.2.1 Device
search”.

4}1 Note
+ If thelP addressis changed for a device where performance management is performed, then follow the procedure bel ow to reflect the
new | P address. For details on the procedure, refer to "7.2.11 Updating configuration information”.
Configure the performance monitoring.
Configure the threshold value monitoring (if threshold value monitoring is performed).
Stop threshold value monitoring (if threshold value monitoring is performed).
Stop performance monitoring.
Detect the device with the new |P address.
Create a configuration file.

Start performance monitoring based on the settings specified in step 1.

© N o g ~ w DR

Start threshold value monitoring based on the settings specified in step 2 (if threshold value monitoring is performed).
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* The device management software calling information is not changed automatically. Manually rewrite this information from the
properties of each of the device icons.

E’ Point
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When the SNMP community name of the device has been changed to something other than "public* and its IP address is changed, set a
new IP address for the SNMP community name before detecting any device using a new IP address. For the setting, see
SNMP_COMMUNITY_NAME_FOR_IP and SNMP_COMMUNITY_NAME_FOR_AUTODISCOVER in "C.2 sanmaconf
Parameter”, and reflect the contents of the setting file on this software.
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To change the SNMP community name
1. Set the community name of each target device.
For information on the community name of each target device, see "Chapter 4 Environment Configuration”.
2. Set up the admin server.

Set the SNMP_COMMUNITY _NAME_FOR_IP to the setting file by referring to "C.2 sanma.conf Parameter”, and reflect the
contents of the setting file on this software.

9.1.2.6 Changing the operation management of the cluster system (node name
takeover)

In the environment of a Cluster System Operation, Node name inheritance may be used for Inherit network setting. Node name takeover
affects the Name of a Server node.

In changing the Name of a Server node by setting Node name inheritance, refer to "9.1.2.4 Changing the name of a server node (host)".

9.1.2.7 Changing the port number

ESC uses the following four ports.

Port Description
nfport 23456/tcp Used for communication between administrative server and client
sscruisera 4917/tcp Used for communication between administrative server and managed server node
ssvscme 7420/tcp Used for communication between the administrative server and virtual switcheswhen using Virtual Storage
ssvscme 7420/udp Conductor

These port numbers are managed asinternal information by the site domain server, domain admin servers, managed server nodefiles (* 1),
and admin clients. When not setting the port numbersin thefiles (* 1), the numbers above will be used by default.

*1: Thefiles for managed server nodes are as follows:

Type File name (full path)
Windows %SystemRoot%\system32\drivers\etc\services
Solaris OS [etclinet/services
Linux, letc/services
HP-UX
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If you change the port number, set the same number for the other server nodes in ESC that used the previous number.

_iiJExanuﬂe
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When nfport of the administrative server is set as 23456:

Set 23456 for nfport of the client.
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2 See
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For further details about the ports, refer to "3.1.1 Network requirements”.
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Change the port number as follows.

How to change the port number of the administrative server and managed server nodes

Y ou can change the port numbers by editing each file as follows:

File editing
Platform Method of editing
Windows Edit %SystemRoot%\system32\drivers\etc\services file using an editor application.
Solaris OS Edit the /etc/inet/services file using the vi(1) command.
Linux, Edit the /etc/services file using the vi(1) command.
HP-UX
Procedure

1. Changethefile
Administrative server (Solaris OS, Linux)

Change the lines under /etc/inet/services.

# service nanes
nf port
sscrui sera
ssvsche
ssvsche

port nos. /protocol nanes
23456/ tcp

4917/ tcp

7420/ tcp

7420/ udp

Administrative server (Windows)

Change the lines under %SystemRoot%\system32\drivers\etc\services.

# service nanes
nf port
SSCrui sera
ssvsche
ssvscne

port nos. /protocol nanes
23456/ tcp

4917/ tcp

7420/ tcp

7420/ udp

Managed server nodes (Solaris OS)

Change the lines under /etc/inet/services.

# service nanes
Sscrui sera

port nos. /protocol names
4917/ tcp

Managed server nodes (Windows)

Change the lines under %SystemRoot%\system32\drivers\etc\services.
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# Service nanes port nos. /Protocol nanes
Sscrui sera 4917/ tcp

Managed server nodes (Linux)

Change the lines under /etc/services.

# service nanes port nos. /protocol nanes
Sscrui sera 4917/ tcp

Managed server nodes (HP-UX)

Change the lines under /etc/services.

# service nanes port nos. /protocol nanes
Sscrui sera 4917/ tcp

2. Restart all the server nodes where the port numbers have been changed.

i, See
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For changing the port numbers used by Virtual Storage Conductor, refer to "Chapter 3 Building an Environment"” in the "ETERNUS SF
Storage Cruiser User's Guide for Virtual Storage Conductor”.
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Change the port number of the admin client
Change the port number with which the admin client is connected to the site admin server.

1. Start ESC by selecting [start] - [All Programs] - [ETERNUS SF Storage Cruiser] of the admin client or double-clicking theicon on
the desktop.

The login window will appear.
2. Click <Port> button.
The "Port number" window will appear.
3. Set the port number to be changed, and click <OK> button.
Y ou are returned to the login window.
4. Click <Login> button on the login window, then connect to the admin server.

The port number becomes enabled as setting information of the site admin server when the network connection to the administrative
server succeeds.

9.1.2.8 Changing the configuration of supported devices

After hardware product isadded to or removed from the supported devicesor after informationisadded to or del eted from the configuration
settings (for adisk array unit, changein aRAID Group, Logical Volume, etc.) for the supported devices or such information is modified,
the information of the target device must manually be updated in the following windows:

* Mainview
Execute [View] - [Refresh] to read the latest conditions of SAN from al the devices. The target device information is updated and
displayed.

* Relationship management window

When the Relationship management window is being displayed, execute [View] - [Refresh] to read the latest condition of the target
device. The target device information is updated and displayed. To display the Relationship management window, see "6.2.1
Correlation window".
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* Performance management window

Select the target device in the tree of the Performance management window, and then select [Device] - [Create Device Configuration
File] from the menu to read the latest condition of thetarget device. Thetarget deviceinformation isupdated and displayed. For details,
see"7.2.11 Updating configuration information”.

9.1.2.9 Changing the password of supported devices

Follow the procedure given below to change the password of a device which is been registed to this software.

Objected Device Conduction

Refer to" User name and password for Fibre Channel switch
control" in"4.2.1.1 Setting" to change the registered
information.

ETERNUS SN200 series (Brocade) Fiber Channel switch
PRIMERGY fiber channel switch blade

Change the information registered in this software by

VMware Infrastructure 3 Version 3.5 or later referring to " User name and password" of "Changing
VMware vSphere 4 or later environment" in"4.1.7.2 VMware Infrastructure 3 Version
VMware ESXi 3.5 or later 3.5 (or later), VMware vSphere 4 (or later) or VMware

ESXi 3.5 (or later)"

Except for the devices described above, there is no necessary to do any deal with this software when change the device's password.

9.2 [Solaris OS Version] Maintenance of Agent

9.2.1 Definition files

When an access path is set from this software, Agent automatically modifiesthe following files that contain device definitions on a server
node and Fibre Channel environment definitions:

- Path setting
/kernel/drv/sd.conf shared to different vendors HBASs
+ Storage affinity setting

- If the HBA is the PWOOBFC2A, PWOOSFC2-G, PWOO0SFC3, GP7B8FC1A, GP7B8FC1-G, GP7B8FC1, SEOX7F11F,
SEOX7F12F:

/kernel/drv/fjpfca.conf
- If the HBA is the Emulex L P9000/9002S/9002L /9802/10000:
/kernel/drv/Ipfc.conf or Ipfs.conf

In the event that a server node operation becomes abnormal after the setting of an access path from this software, a backup copy of
the setting files that was created beforehand can be used for recovery.

Thebackup fileis stored in /var/opt/FJISV ssage/backup. Thefile nameisthe old file name suffixed with a serial number starting from
1

9.2.2 Action to take for troubleshooting

If an Agent error (message ID = 3400) is output to /var/adm/messages during the setting or deletion of an access path, a definition file
may not have been updated successfully. In this event, stop Agent, and take the following action:
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1. Asauser having root authority, enter the following command to stop Agent:
# [ opt/ FJSVssage/ bi n/ pst or ageagt

2. Execute the ps command as follows to confirm that Agent is stopped:
# I bin/ps -ef| grep FISVssage

3. Asnecessary, save the following files to any directory:

/kernel/drv/sd.conf

/kernel/drv/fjpfca.conf

/kernel/drv/Ipfc.conf
- [kernel/drv/Ipfs.conf

4. Restore the following definition files:
Restore the original file from the backup file that is stored in the backup file storage area (/var/opt//FISV ssage/backup).

5. Restart the server node.

Solaris 8, 9, 10 OS

# touch /reconfigure

# [usr/sbin/shutdown -y -i6 -g0

After the server node is restarted, enter the followi ng comand:
# disks -C

Other examples of major errors and the appropriate action to be taken are explained below.

+ Agent detects an environment error when anew HBA is added (except in cases where the HBA is areplacement).
The server node may not have been started in re-configuration mode after the addition of the HBA. In this event, restart the server
node in re-configuration mode.

* Agent detects an environment error when anew HBA driver isinstalled.
The server node may not have been started in re-configuration mode after installation of the driver. In this event, restart the server
node in re-configuration mode.

9.2.3 Collecting data for troubleshooting

If any problem occursin Agent, collect troubleshooting information according to "D.1 Troubleshooting information".

9.2.4 Changing the administrative environment

9.2.4.1 Changing the IP address of a server node (host)
For detail, please refer to "9.1.2.2 Changing the | P address of a server node (host)".

9.2.4.2 Changing the port number

For detail, please refer to "9.1.2.7 Changing the port number".
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9.3 [Windows Version] Maintenance of Agent

9.3.1 Action to take for troubleshooting

Major errors related to Agent running on a Windows 2000 and Windows Server 2003 server node and the corrective action to be taken
are explained below. In the Event viewer or the GUI window, confirm the occurrence of the errors described below.

Manager cannot detect Agent.
1. If all access paths under multipath control have been deleted by mistake, follow the recovery procedure given below.

- Restart the Windows server node.
After an access path is deleted, multipath control no longer controls the path, and the related device is not recognized.

- "Refresh" the GUI window. The monitoring status of [HOST Property] in the Server node view of the GUI window then
becomes normal.

- Set the access path that was deleted by mistake.

2. Communication with Agent is disabled when an access path is connected.
Depending on the particular system environment, Agent may not be able to communicate when an access path is set in the
Windows 2000 environment. This is because the simultaneous operation of the access path connection and the plug& play
function of Windows 2000 places atemporary heavy load on the system. In such cases, select [Refresh] in the GUI window.
If communication remains disabled, the problem described in Item 3 may have occurred. See Item 3 below.

3. Too many devices are connected to the Windows server node.
If too many devices are recognized by the Windows server node, Agent cannot perform processing within the response time,
leading to a communication failure. In this event, check the connection configuration, and reduce the number of devices
recognized by the Windows server node.
Access paths can be set for approximately 100 devices per one Windows server node, but the number of devicesvariesdepending
on the server node environment.

4. Anti-virus software "Real Time Scan" is operated
If an anti-virus program performs a real-time scan on a Windows server node, it is possible that the server cannot be detected
or that "communication disabled" is displayed. It is because file access processing by agent takes more time than usual and it
leads to timeout. Change the setting value of SNMP_HCM_TIMEOUT of sanma.conf to higher value on the side of manager
to be able to detect and display the applicable server.
See, "C.2 sanma.conf Parameter" for path of sanma.conf and the procedure for reflecting it.

The GUI window contents differ from the physical configuration.

1. Anaccess path from an Emulex HBA cannot be drawn.
The Topology value in adriver parameter in the registry may be incorrect.
This caused by values in the registry being reset to default values, which occurs at either of the times: when a driver isre-
installed; and when adriver isautomatically re-installed because of theinstallation anew HBA having adifferent model number
from that of aHBA already installed in a Windows 2000 or Windows Server 2003 machine (e.g., LP9802 and L P1050).
Using the registry editor, check the driver parameters of the HBA, correct any incorrect value that you find, and then select
[Refresh].
For information about driver parameters, see "4.1.2 Windows server node (host)".

9.3.2 Collecting data for troubleshooting

If any problem occursin Agent, collect troubleshooting information according to "D.1 Troubleshooting information".

9.3.3 Changing the administrative environment
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9.3.3.1 Changing the IP address of a server node (host)
For detail, please refer to "9.1.2.2 Changing the | P address of a server node (host)".

9.3.3.2 Changing the port number

For detail, please refer to "9.1.2.7 Changing the port number".

9.4 [Linux Version] Maintenance of Agent

9.4.1 Collecting data for troubleshooting

If any problem occursin Agent, collect troubleshooting information according to "D.1 Troubleshooting information".

9.4.2 Changing the administrative environment

9.4.2.1 Changing the IP address of a server node (host)
For detail, please refer to "9.1.2.2 Changing the | P address of a server node (host)".

9.4.2.2 Changing the port number
For detail, please refer to "9.1.2.7 Changing the port number".

9.5 [HP-UX Version] Maintenance of Agent

9.5.1 Collecting data for troubleshooting

If any problem occursin Agent, collect troubleshooting information according to "D.1 Troubleshooting information".

9.5.2 Changing the administrative environment

9.5.2.1 Changing the IP address of a server node (host)
For detail, please refer to "9.1.2.2 Changing the | P address of a server node (host)".

9.5.2.2 Changing the port number

For detail, please refer to "9.1.2.7 Changing the port number".
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9.6 Maintenance of Client

9.6.1 Collecting data for troubleshooting

If any problem occursin Agent, collect troubleshooting information according to "D.1 Troubleshooting information".

- 270 -



IChapter 10 Linkage to Other Software

This chapter describes the operating methods conducting centralized administration in Systemwalker Centric Manager and other
administrative software.

10.1 Operating Methods in a ETERNUS SF Storage Cruiser
Environment

This software can not use the environment of ETERNUS SF Storage Cruiser.

10.2 Linkage with Systemwalker Centric Manager

Linkage with Systemwalker Centric Manager enablesit to be used for centralized monitoring of storage devices. Linkage through window
operations enables smooth troubleshooting of storage devices.

EuElris
U\‘ Wanager Syetemvalker
o Centric
Srver [ENME Trap Manager
administrative
e > fitering :
SNME Trap i
Switch i
|
I
|
|
|
v
[Linkage with events]

Dtorage system
CEEEE Btorage-A FANz: Fault”

10.2.1 Linkage function with Systemwalker Centric Manager

Centralized event monitoring

Iconsof the devices managed by this software aredisplayed in the monitoring window of the Systemwalker Centric Manager administrative
client.

When an SNMP Trap isreceived from amonitored device, thissoftware obtainsonly an event related to afault and decodesit appropriately.
This event is sent to Systemwalker Centric Manager to display the event. As a result, Systemwalker Centric Manager can be used to
integrate existing server node management and storage device monitoring of this software. Moreover, functions such as Systemwalker
Centric Manager e-Mail and pager can then be used for fault monitoring of the server node and storage devices.

By directly managing the storage eguipment from Systemwalker Centric Manager, easier setup is achieved and more comprehensible
troubleshooting reports are produced.
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Theicon for a device where a fault has occurred is indicated by "X" in Systemwalker Centric Manager, and information about the fault
is displayed as event contents. When the event content is checked and action is taken for the fault, "Action" will be marked for the event.
This operation clearsthe "X" state. The "X" stateis not restored automatically by recovery from the fault.

"SSC" isindicated in the message for an event linked by this function to Systemwalker Centric Manager.

Linkage through window operations

On the Systemwalker Centric Manager monitoring window, select a menu item that was added to this software from the pop-up menu of
anode of the faulty storage device, and then start it. This facilitates troubleshooting of the faulty storage device.

10.2.2 Required versions

Linkage of Systemwalker Centric Manager with this software requires one of the following versions of Systemwalker Centric Manager:

+ SolarisOS, Linux
SystemWalker Centric Manager GEE V11 or later
SystemWalker Centric Manager-M EE/SE V11 or later

* Windows
SystemWalker Centric Manager-M EE/SE V11 or later

10.2.3 Preparations

Preparations for linkage of Systemwalker Centric Manager with this software are described below.

* Register the storage devices to be managed with this software before setting up alink with Systemwalker Centric Manager.

+ So that the names of the devices registered in this software can be resolved, either register the IP address and host name information
for each device in the DNS server that is referenced by the administrative server, or define them in the /etc/hosts file on the
administrative server.

* To detect node names and achieve software linkage, the Systemwalker Centric Manager administrative server and the administrative
server of this software should both be managed by the DNS server, and have the same/etc/hosts definition. Please confirm the settings.

* The Systemwalker Centric Manager administrative server must be the same server, or Systemwalker Centric Manager Agent must be
installed on the administrative server of this software.
Also, the Systemwalker Centric Manager administrative server or Systemwalker Centric Manager Agent on the same server must be
operating during the linkage operation.

10.2.4 Setup procedure

Follow the procedure below on the Systemwalker Centric Manager operation management client.
Log in to the administrative client with a user name belonging to the Administrator group of the local group.
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10.2.4.1 Setup from Systemwalker Centric Manager administrative client

Tze Bystemwalker Centric Manager
administrative client to detect the node.

v

Register the start methods in the popup menu

of a node.

1. Onthe Systemwalker Centric Manager administration client, follow the procedure to detect anode in a subnet that contains storage
devices.

2. Register the window start method in the pop-up menu of the node.

Register the start method of this software in the pop-up menu of the node of the storage device, using the Systemwalker Centric
Manager mpaplreg command. (Client must be installed on the same PC.)

For use of the mpaplreg command, see "12.4.1 Systemwalker Centric Manager window linkage command (mpaplreg)". (The
examplebelow uses"ESC" asthe menu nameand "tama"' asthe server node name. Change these names according to the environment
if necessary.

mpaplreg -a -mESC -p tana -¢ "\"C \Program Fi | es\ ETERNUS- SSC\ C i ent\ bi n\rcxclient.exe\""

Enclose the entire start command (-c option value) specified with the mpaplreg command within double quotation marks ("), and
enclose the start command (C:\Program Files\...\rcxclient.exe) with [\"] and [\"].

gn Note

* The operating environment must be set up in such away that the administrative server recognizes the association between "Name"
and "IP" in case that Systemwalker Centric Manager detects the server node by "Name", but not "I1P". Please confirm that the name
isregistered in /etc/hosts or on the DNS server. Software linkage from this software to Systemwalker Centric Manager will fail if the
administrative server does not recognize the association between an |P number and a node name.

* Perform this operation each time a storage device is added.

* When the event that is displayed as Info in the status item of the event log window is reported to Systemwalker Centric Manager, it
is regarded as "Display Mode: genera" and is not displayed on the monitoring window. If you want to display it, execute [Display
Modein the Monitored Viewer] from [Action] - [Action Setting] - [Message] from the Systemwalker Centric Manager menu. For the
detail about [Display Mode in the Monitored Viewer], refer to the Systemwalker Centric Manager manual.

+ If the starting method of this software administrative server is changed, execute the following command to del ete the registered menu,
and register it again. (In the example below, the menu name is"ESC.")

nmpaplreg -d -m ESC

+ Confirm the content of registration by the following commands when the icon of this software is not displayed in the pop-up menu
of the node though the menu addition by the mpaplreg command has normally. (In the example below, the menu nameis"ESC.")

nmpaplreg -v -m ESC

* After completing the procedure, restart the Systemwalker Centric Manager server of an administrative client, and execute "node
detection” in the monitoring area. Updating of registered iconsis enabled in the display.

* A parameter error (swsag5101) occursif the mpaplreg command contains an invalid parameter when starts from the batch file.
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10.2.4.2 Action to be taken if Systemwalker Centric Manager administrative server and
this software adminitrative server are the same server

If the Systemwalker Centric Manager administrative server and administrative server of this software are the same server, both
Systemwalker Centric Manager and this software receive and display SNMP Traps from devices. Perform the following task to prevent
Systemwalker Centric Manager from directly receiving and displaying SNMP Traps from devices:

Suppressing Systemwalker Centric Manager reception of SNMP Traps from devices managed by this
software

If the same server node has the Systemwalker Centric Manager administrative server and administrative server of this software, following
the stepsgiven below to prevent Systemwal ker Centric Manager from direct reception of SNMP Traps of devices managed by thissoftware.
Asaresult, SNMP Traps would be received and decoded by this software and only SNMP Traps necessary for fault monitoring would be
posted to Systemwalker Centric Manager. Consequently, when the SNMP Trap display function supported by Systemwalker Centric
Manager is used, multiple traps appear for a single event or unnecessary SNMP Traps are displayed.

'_ﬂlnformation

© 00 0000000000000 000000000000000000000000000000000000000000CO0CO0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCCOCO0C0C000000000000000G0S

These settings are not required if the Systemwalker Centric Manager-supported SNMP Trap display function is enabled.

© 00 0000000000000 000000000000000000000000000000000000000000000C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0CO000000000000000G0S

1. From a Systemwalker Centric Manager administrative client, select [Event] - [Action Definition] in " System Monitoring.”
The Monitored Event Table appears.

:.'- MMonitored Event Table

Enwirarment Setup  Event  fAction  Yiew  Jod  Helo

B SIS KE == FsE 7

Humber | Test SelechonfVerbose] | Text SelectoniBrel] | Acton Scheduls | Mess P Ml &
Systam MITAMOTD Late “MIAMOTO" . -8
Syshem * Label "Lt apac * L% apagi§™ = = =
Sysbem ° Label "LBCMpT = "L MpTdagd "
Sysbam * Label "10<MpT = L MpTdMgrg" *
Syshem ® Label “LiCMpa = = L MpSpLinks™ -
Systam " Label "G MpC = LI MpCH applf” *
Sysbem * Label "LCMpH =~ L0 MpHIpd™ = = *
Sygbaim ® Label "L MpD = L MpDpg" """ "
Syebem ® Label "< dems = = Ll dimg™ == ===
10 Sysbem ® Label “LBCFISY = "L FISWsivmgt™
11 Sysbem " Label “U0EMph = ™LX Mphm" == ="
12 Syshem® Label "LECHpN | = = L0<MphsagtMar:
13 Cysham - Label “unieg Ex - "' e e
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Help will b digplayed by presting F1 key [HUW

2. Select [Event] - [Event Addition] in the Monitored Event Table dialog.
The Event Definition dialog appears.
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0K | Cancel Hel

Define the following items:
Host Name

Check "Not specified".
Monitored Event Type

Check "Not specified".
Error Type

Check "Not specified".
Message Number

Check "Not specified".
Display Mode (only for Systemwalker Centric Manager 5.1 or later)

Check "Not specified".
Label

Check "Not specified".
Text

Specify one of the values shown below for an event definition.
Be sure to define this item only when individual devices are being managed. Otherwise, the item need not be defined.

Table 10.1 Lists of text

Device Value

ETERNUS DX60/DX80/DX90 enterprise:apl NetStorage\. 1
ETERNUS DX400 series
ETERNUS DX8000 series
ETERNUS2000
ETERNUS4000
ETERNUS8000
ETERNUS3000
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Device Value

ETERNUS6000
ETERNUS GR series
ETERNUS SX300 enterprise.enterprises\.1123\.1\.205
ETERNUS SX300S enterprise:enterprises\.1123\.4\.300
Hitachi SANRISE enterprise.enterprises\.116\.3\.11
EMC Symmetrix (ECC Agent) enterpriseenterprises\.1139\.1
ETERNUSLT120 enterprise:enterprises\.11\.2\.3\.9\.7\.1
HP Surestore enterpriseienterprises..11\.2\.3\.9\.7\.2
ETERNUSLT130 enterprise:enterprises\.3351\.1\.3\.2\.6
ETERNUSLT160 enterprise:aplNetStorage\.3\.1
ETERNUSLT200 enterprise:enterprises\.119\.1\.83\.1\.21
ETERNUSLT210, LT220, LT230 enterprise:enterprises\.119\.1\.83\.1\.1
enterprise:enterprises\.119\.1\.83\.1\.2
ETERNUSLT250 enterprise:aplNetStorage\.3\.5
ETERNUSLT270 enterprise:aplNetStorage\.3\.2
ETERNUS NR1000 enterprise:enterprises\.789
Brocade Fibre Channel switch enterprise:enterprises\.1588\.2\.1\.1

ETERNUS SN200 series Fibre Channel switch
PRIMERGY fiber channel switch blade

GadzooxFC-Hub enterprise:enterprises\.1754\.1\.2\.2

Performance enterprise:apl SANMgr

Agent trap

Device polling

Cisco MDS enterprise.enterprises\.O\.9\.117\.2

ETERNUS SN200 MDS enterprise:enterprises\.9\.9\.289\.1\.3
enterprise:enterprises\.9\.9\.302\.1\.3
enterprise:enterprises\.9\.9\.91\.2

McDATA FC-Switch enterprise:enterprises\.289

LT130, Brocade Fibre Channel switch, ETERNUS SN200 | enterprise:experimental\.94 (*)
series Fibre Channel switch, PRIMERGY fiber channel
switch blade, Cisco MDS, SN200 MDS, McDATA FC-
Swiich, GadzooxFC-Hub common

*: The device not supported with Storage Cruiser includes the device which reports on SNMP Trap of this experimental\.94
and the event of those devicesis controlled.

3. Select [Action] - [Action Setting] for the event set in step 2.
The Action Definition dialog appears.
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Select the [Message] tab, and define the following items:
Forward to Monitoring Server

Check "No"
Log Spool

Check "No"

4. Repeat Steps 1 to 3 for each of the text messagesin the "Table 10.1 Lists of text".
If the SNMP standard trap is reported as an event from a storage device, refer to the above description, and suppress transmission
of the SNMP standard trap according to your operation mode.

10.2.4.3 Setting confirmation test

In case that the target device is a device of the ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series,
ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000, ETERNUS GR series or a Fibre Channel switch,
asuitable procedure and command are provided to confirm whether software linkage to Systemwalker Centric Manager is set up correctly.
Run the test described in "5.3 Checking Management Status' to check whether operation is correct.

The figure below shows an example of the Systemwalker Centric Manager window displayed during event linkage with Systemwalker
Centric Manager.
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10.3 Linking with Systemwalker Service Quality Coordinator

Linkage with Systemwalker Service Quality Coordinator, Systemwalker Service Quality Coordinator can make use of performance
information of storage devices and Fibre Channel switches.

Please refer to " Systemwalker Service Quality Coordinator User's Guide” for detail information.

Items that can be linked to Systemwalker Service Quality Coordinator
Fibre Channel switch

Performance information (Unit)

Port Transfer rates of send/receive data (MB/S)

Number of CRC errors

ETERNUS disk storage systems

Performance information (Unit)

LUN Read/Write count (10PS)
LogicalVolume Read/Write data transfer rate (MB/S)
RAIDGroup
Read/Write response time (msec)
Read/Pre-fetch/Write cache hit rate (%)
Disk drive Disk busy rate (%)
CM Load (CPU usage) rate (%)

L._;] Note

* The performance information that can be managed depends on the version of Systemwalker Service Quality Coordinator.

+ The ETERNUS SN200 M DS series Fibre Channel switch is not supported.

+ The CM load (CPU usage) rate for ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS 4000 (models 400 and 600) and
ETERNUS 8000 (models 800, 1200 and 2200) includes the ROE load (CPU usage) rate.
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10.4 Linkage with Other Administrative Software

Events can be sent to other administrative software.

The Shell/bat linkage function is used for such linkage. For details, see 6.4 Event Display and Linkage".

10.5 Server Node Middleware that can be Managed

Thetable below lists the server node middleware products that can be managed. Please contact your Fujitsu systems engineer (SE) for the
latest support information.

In the "Failure monitoring" column, "A" indicates "Available" and "N/A" indicates "Not Available".

OS type Middleware type Product name Version Failure
monitoring
Solaris 7 OS Multipath driver ETERNUS Multipath Driver 2.0.1or later A
Solaris8 OS GR Multipath Driver (GRMPD) | 1.0 or later A
Solaris9 OS
Multipath disk control load 2.0or later A
balancing option (MPLB)
Multipath disk control (MPHD) 2.0or later A
HITACHI JPL/HiCommand 05-41 A
Dynamic Link Manager
(hereinafter referred to asHDL M)
Mirror disk driver PRIMECLUSTER Global Disk All versions A
Services
File system UFS - N/A
PRIMECLUSTER Global File All versions A
Services
Database (*11) Oracle Database 8i (8.1.6 or later), N/A
9,
10g
Symfoware Server Enterprise 5.0.1or later N/A
Extended Edition (*2)
Symfoware Server Enterprise 5.0 or later
Edition
Solaris 10 OS Multipath driver ETERNUS Multipath Driver 2.0.1or later A
(*7,*8) MPxIO - A
Mirror disk driver PRIMECLUSTER Global Disk 4.1A40 or later A
Services
File system UFS - N/A
ZFS (*10) - N/A
QFS - N/A
Database (*11) Oracle Database 10g N/A
Symfoware Server Enterprise 7.0 or later N/A
Extended Edition (*2)
Symfoware Server Enterprise 7.0 or later N/A
Edition
Windows 2000 Multipath driver GR Multipath Driver (GRMPD) 1.0 or later A
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OS type Middleware type Product name Version Failure
monitoring
Multipath control for Windows V2.0or later A
2000
File system NTFS(FAT) (*1) - N/A
Database Symfoware Server Enterprise V5.0L10 or later N/A
Edition
SQL Server 2000 - N/A
Oracle Database 8i (8.1.6 or later), N/A
9,
10g (*5)
Windows Server 2003 | Multipath driver GR Multipath Driver (GRMPD) | V1.0L13 or later A
(x86) ETERNUS Multipath Driver V2.0L10 or later A
File system NTFS(FAT) (*1) - N/A
Database Symfoware Server Enterprise V5.0L30 or later N/A
Edition
SQL Server 2000 SP3 or later N/A
Oracle Database 9i (9.2.0 or later), N/A
10g (*5)
Windows Server Multipath driver ETERNUS Multipath Driver V2.0L11 or later A
2003(x64) File system NTFS(FAT) (*1) - N/A
Windows Server 2003 | Multipath driver ETERNUS Multipath Driver V2.0LO1 or later A
(IPF) File system NTFES(FAT) (*1) - N/A
Windows Server 2008 | Multipath driver ETERNUS Multipath Driver V2.0L14 or later A
msdsm (*9) 6.0 or later A
File system NTFS(FAT) (*1) - N/A
RHEL-AS2.1(x86) Multipath driver GR Multipath Driver (GRMPD) | V1.0L03 or later (*3, A
RHEL-ES2.1(x86) *4)
Mirror disk driver PRIMECLUSTER Global Disk 4.0 A20 or later A
Services
File system ext2, ext3 - N/A
PRIMECLUSTER Global File 4.0 A20 or later A
Services
Database Symfoware Server Enterprise V6.0L10 or later N/A
Edition
Oracle Database 9, N/A
10g (*5)
RHEL-AS3(x86) Multipath driver GRMultipath driver(GRMPD) V1.0L04 or later (*4) A
E: Et-issi(g%) Mirror disk driver PRIMECLUSTER Global Disk | 4.1 A20 or later A
-AS3.9(x86) Services
RHEL-ES3.9(x86)
File system ext2, ext3 - N/A
PRIMECLUSTER Global File 4.1 A20 or later A
Services
Database Symfoware Server Enterprise V6.0L10 or later N/A

Edition
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OS type

Middleware type

Product name

Version

Failure
monitoring

Oracle Database

9,
10g (*5)

N/A

RHEL-AS4(x86)
RHEL-ESA4(x86)
RHEL-AS4(EM64T)
RHEL-ESA(EM64T)
RHEL-AS4.5(x86)
RHEL-ES4.5(x86)
RHEL-
AS4.5(EM6AT)
RHEL-
ES4.5(EM64T)
RHEL-AS4.6(x86)
RHEL-ES4.6(x86)
RHEL-
AS4.6(EM6AT)
RHEL-
ES4.6(EM64T)
RHEL-AS4.7(x86)
RHEL-ES4.7(x86)
RHEL-
ASA.7(EMBAT)
RHEL-
ES4.7(EM64T)
RHEL-AS4.8(x86)
RHEL-ES4.8(x86)
RHEL-
AS4.8(EM6AT)
RHEL-
ES4.8(EM64T)

Multipath driver

ETERNUS Multipath driver

V2.0L02 or later (*6)

A

File system

ext2,ext3

N/A

RHEL-ASA(IPF)

RHEL-AS4.5(1PF)
RHEL-AS4.6(1PF)
RHEL-ASA4.7(PF)
RHEL-AS4.8(IPF)

Multipath driver

ETERNUS Multipath driver

V2.0L01 or later

File system

ext2, ext3

N/A

RHEL5(x86)
RHEL5(Intel64)
RHELS5(IPF)
RHEL5.1(x86)
RHEL5.1(Intel64)
RHELS5.1(IPF)
RHEL5.2(x86)
RHEL5.2(Intel64)
RHEL5.2(IPF)
RHEL5.3(x86)
RHEL5.3(Intel64)
RHEL5.3(IPF)

Multipath driver

ETERNUS Multipath driver

V2.0L11 or later

File system

ext2,ext3

N/A

SUSE Linux
Enterprise Server 9 for
EM64T

File system

ext2, ext3, reiserfs

N/A

HP-UX 11.0
HP-UX 11i
HP-UX 11iv2

Multipath driver

PV-LINK (LVM function)

Mirror disk

LVM

N/A
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OS type Middleware type Product name Version Failure
monitoring
HP-UX 11iv3 Multipath driver PV-LINK (LVM function) - A
Native multipath function - A
Mirror disk LVM - N/A
VMWare (*12) File system ext2, ext3 - N/A

*1: File systems created on a dynamic disk or mounted drives are not supported.

*2: Thein-doubt log file of Symfoware is not supported.

*3: A patch (GRMPD V1.0L03 patch01) must be applied to GRMPD V1.0L03.

*4: GRMPD V1.0L04, to which GRMPD V1.0L04 patch03 has been applied, isrequired for using GRMPD and GDS together.

*5: The database file created on the ASM (Automatic Storage Management) disk group is not supported.

*6: For V2.0L02, the application of the patch (ETERNUS multipath driver V2.0L02 patch0l) is required.

*7: When using zone in Solaris 10 OS, monitoring of non-global zone is not supported.

*8: When HBA made of SUN is used, only file systems UFS, ZFS and QFS, or Multipath driver MPxIO are supported.

*9: The "msdsm" is the multi path driver that is built into Windows operating system since Windows Server 2008 by the standard.
*10: If anormal fileisused asavirtual device for aZFS storage pool, anicon for the ZFS areawill be displayed. However, displaying
the connection lines to the icon for the file system that includes thisfile is not supported.

*11: If the resources relating to the database have been created as QFS or ZFSfiles, the file information icon for the database will be
displayed. However, displaying the connection lines to the icon for the file system that includes the filesis not supported.

*12: VMware Infrastructure 3 Version 3.0 only.

About monitoring function, only which marked with "A" is supported.
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|Chapter 11 Storage Volume Configuration Navigator

This chapter explains the Storage V olume Configuration Navigator.

11.1 OQutline

11.1.1 Features

The Storage Volume Configuration Navigator will standardize Storage device's complicated volume configuration methods varied from
model to model and relieve administrators of the liability to create volumes through graphical operation windows.

Only specifying the required capacity and numbers of volumes can automatically create L ogical VV olumesto the Storage device (Automatic
creation of LogicaVolume configuration) without considering any difference in models.

In addition, configurations created through the automatic configuration function can manually be corrected (manual configuration).

Saving a configuration of operational environment in afile makesit possible to correct at Offsite. The configuration corrected at Offsite
can be reflected at onetime at Onsite.

11.1.2 Supported configurations

Storage Volume Configuration Navigator cannot perform configuration design and setup for RAID groups that include volumes other
than open volumes, snap data volumes, and SDPVs. It can design and set up logical volumes for RAID groups only if they exclusively
contain open volumes, snap data volumes and SDPVs.

Note that Storage V olume Configuration Navigator and ETERNUSmMgr cannot change device configurations at the sametime. Do not use
ETERNUSmMgr to change the device configuration from the time Storage V olume Configuration Navigator reads the device configuration
data until the designed configuration isreflected to the actual device. If ETERNUSMgr has been used to change the device configuration,
then perform the design process again, starting with reading the device configuration.

The table below shows the requisites for use of Storage Volume Configuration Navigator:

Configuration read No requisites apply.

[If creating aRAID group]
No requisites apply.

New [If creating avolume]
Only open volumes can be created.

Mainframe volumes, Snap Data VVolumes, SDPVs, MVVs, MVV Concatenation and LUN
Concatenation volumes, and Thin Provisioning Volumes cannot be created.

Configuration .
design [If updating a RAID group]
Design and setup is possible only if the RAID group exclusively contains only open volumes, snap

Configuration data volumes, and SDPVs.

Settings
Design and setup is not possible if the RAID group contains mainframe volumes, MVVs, or MVV
Concatenation or LUN Concatenation volumes.

Update
Design and setup is not possible if the RAID group comprises a TPP.
[If creating avolumein an existing RAID group]

Volumes can be created for the RAID groups that meet the first condition above.

Only open volumes can be created.
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Mainframe volumes, Snap Data VVolumes, SDPVs, MVVs, MVV Concatenation and LUN
Concatenation volumes, and Thin Provisioning Volumes cannot be created.

The table below lists the devices that can operate with Storage Volume Configuration Navigator and the target items. "A" indicates

"Available", "N/A" indicates "Not Available".

Model name Configuration target Configuration Configuration Configuration
read design settings
ETERNUS DX60/ RAIDO A N/A N/A
DX80 RAID1+0 A A (Note 1) A (Note 1)
(Note 4, Note 5)
RAID1 A A(Note1) A(Note 1)
RAID group
RAID5 A A(Note 1) A(Note 1)
RAID5+0 A A(Note1) A(Note 1)
RAID6 A A (Note 1) A (Note 1)
Hot spare A A A
Hot spare
Dedicated Hot Spare A A A
Open volume A A (Note 2) A (Note 2)
Snap Data Volume A N/A N/A
Volumetype
SDPV A N/A N/A
LUN Concatenation A N/A N/A
AffinityGroup A A A
Affinity type Linked AffinityGroup A N/A N/A
LUN Mapping A N/A N/A
ETERNUSDX90 RAIDO N/A N/A N/A
ET,ERNUS DX400 RAID1+0 N/A N/A N/A
series
ETERNUS DX 8000 RAID1 N/A N/A N/A
. RAID group
series RAID5 N/A N/A N/A
RAID5+0 N/A N/A N/A
RAID6 N/A N/A N/A
Hot spare N/A N/A N/A
Hot spare
Dedicated Hot Spare N/A N/A N/A
Open volume N/A N/A N/A
Snap Data Volume N/A N/A N/A
Volumetype
SDPV N/A N/A N/A
LUN Concatenation N/A N/A N/A
AffinityGroup N/A N/A N/A
Affinity type Linked AffinityGroup N/A N/A N/A
LUN Mapping N/A N/A N/A
ETERNUS2000 RAIDO A N/A N/A
RAID1+0 A A(Note 1) A (Note 1)
RAID group RAID1 A A (Note 1) A (Note 1)
RAID5 A A (Note 1) A (Note 1)
RAID6 A A (Note 1) A (Note 1)
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Model name Configuration target Configuration Configuration Configuration
read design settings
Hot spare A A A
Open volume A A (Note 2) A (Note 2)
Snap Data Volume A N/A N/A
Volume type
SDPV A N/A N/A
LUN Concatenation A N/A N/A
AffinityGroup A A A
Affinity type Linked AffinityGroup A N/A N/A
LUN Mapping A N/A N/A
ETERNUS4000 RAIDO A N/A N/A
models 80 and 100 RAID1+0 A A (Note 1) A (Note 1)
RAID group
RAID1 A A (Note 1) A (Note 1)
RAID5 A A (Note 1) A (Note 1)
Hot spare A A A
Volumetype Open volume A A A
AffinityGroup A N/A N/A
Affinity type
LUN Mapping A N/A N/A
ETERNUS4000 RAIDO A N/A N/A
(except for models 80 RAID1+0 A A (Note 1) A (Note 1)
and 100)
RAID group RAID1 A A(Note 1) A (Note 1)
RAID5 A A(Note 1) A(Note 1)
RAID6 A A (Note 1) A(Note 1)
TPP A N/A N/A
Hot spare A A A
Open volume A A (Note 2) A (Note 2)
Snap Data Volume A N/A N/A
SDPV A N/A N/A
Volumetype
LUN Concatenation A N/A N/A
Thin Provisioning Volume A N/A N/A
(Note 3)
AffinityGroup A A A
Affinity type Linked AffinityGroup A N/A N/A
LUN Mapping A N/A N/A
ETERNUSB000 RAIDO A N/A N/A
RAID1+0 A A (Note 1) A (Note 1)
RAID group RAID1 A A(Note 1) A (Note 1)
RAID5 A A (Note 1) A (Note 1)
RAID6 A A(Note 1) A(Note 1)
TPP A N/A N/A
Hot spare A A A
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Model name Configuration target Configuration Configuration Configuration
read design settings
Open volume A A (Note 2) A (Note 2)
Mainframe volume A N/A N/A
MVV A N/A N/A
Snap Data Volume A N/A N/A
Volume type SDPV A N/A N/A
MVV Concatenation A N/A N/A
LUN Concatenation A N/A N/A
'I(":icr)lt:;(;visioning Volume A N/A N/A
AffinityGroup A A A
Affinity type Linked AffinityGroup A N/A N/A
LUN Mapping A N/A N/A
ETERNUS3000 RAIDO A N/A N/A
RAID1+0 A A(Note1) A(Note 1)
RAID group
RAID1 A A (Note 1) A (Note 1)
RAID5 A A(Note1) A (Note 1)
Hot spare A A A
Volumetype Open volume A A A
AffinityGroup A N/A N/A
Affinity type
LUN Mapping A N/A N/A
ETERNUSG000 RAIDO A N/A N/A
RAID1+0 A A (Note 1) A (Note 1)
RAID level
RAID1 A A (Note 1) A (Note 1)
RAID5 A A(Note 1) A(Note 1)
Hot spare A A A
Open volume A A (Note 2) A (Note 2)
Mainframe volume A N/A N/A
Volumetype MVV A N/A N/A
MVV Concatenation A N/A N/A
RAID Consolidation A N/A N/A
AffinityGroup A N/A N/A
Affinity type
LUN Mapping A N/A N/A

Note 1: Configuration design and settings are not possible if the target RAID group contains volumes other than open volumes, snap
datavolumes, and SDPVs,.

Note 2: Configuration design and settings are not possible if the RAID group that contains the target volume contains volumes other
than open volumes, snap data volumes, and SDPVs,.

Note 3: The target devices are ETERNUS4000 models 400 and 600, ETERNUS8000 models 800, 1200 and 2200.
Note 4: The enclosure for 2.5 inch driveis not supported.

Note 5: The model upgraded devices are not supported.
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11.1.3 Automatic creation of LogicalVolume configuration

Based on the specified capacity of a LogicalVolume, number of LogicaVolumes and RAID level, the automatic LogicalVolume
configuration creation (hereafter referred to as the automatic configuration function) automatically creates LogicalVolumes and assigns
them to a RAIDGroup. It is also possible to specify automatic creation of a RAIDGroup to which LogicalVolumes should be assigned.
Using this function thus makes it possible to easily configure a RAIDGroup and LogicaVVolumes with excellent serviceability and

availability.

The automatic configuration function creates and assigns L ogicalVolumes as follows:

Checking the hot spare disk capacity and creating a hot spare disk
Tosecuresufficient availability, the automatic configuration function checksthe hot spare capacity prior to LogicalVVolumeassignment.
If arequired hot spare disk does not exist or the capacity istoo small, the function automatically configures a hot spare disk.
LogicalVolume assignment order

LogicalVolumeswith larger capacities are preferentially assigned to aRAIDGroup. By preferentially all ocating LogicalVVolumeswith
larger capacities, a RAIDGroup can be used effectively and efficiently.

Exampls of logical wolumes allocation

EAIDGmup LogicalVolume
Fres space 10 .
Free space 15 Forassigning logical wolumes 10
with capacities 8 and 10 g
] sequentially to EAIDGoups
beginning from BEAIDGmup
00001

RAIDCToply 00l RAIDCropdx00ne

If logical wolumes with small capacities are assigned preferentially

Free space 2 - Fres space 2 15 generated in RAIDGoup 0x0001.
Fras space 3 — Any small size free space generated may
5 not be nsed forlogical wolume assignment

and end up as nselsss dead space.

10 - Fres space 3 remains in RAIDGoup 0x0002,

— The maximum capacity of logical wolumes
that ¢an be assigned izenly 5.

&

RAIDGIp0u00l  RAIDCoup0xI00E

Iflogical wolumes with larger capacities are assigned preferentially

- Mo free space remains in EAIDGmoup 020001,
Free space 7 —+ The EAIDGoup can be nsed effectivel v
10 without wasts,
- Free space T remains in RAIDGonp 0z0002,
—+ The maximum capacity of logical wlumes
that can be assigned is 7, which is larger
than the fres space that remains when

B TTCipon o0z 001 RAIDGTo 00002 logieal wolumeas with smaller capacities
are assigned preferentially.

LogicalVolume assignment areas within a RAIDGroup

When two or morefree spacesexistinaRAIDGroup, LogicalVolumes are assigned preferentially beginning from an areawith smaller
free space. Doing so enables the effective and efficient use of a RAIDGroup.
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Example of logical volume allocation

EAIDGoup

Free space 3 LogicalWolumes

a For assigning alogical wolume with
capacity 3 to RAIDGroup 020001

Free space 7

RAIDGop0x001

Ifthe logical wolume 15 preferantially assigned to an araa with alarger free space

The maximum capacity of logical wolumes that

Free space 3 L L
can be assigned to BAIDGronp 020001 1z 4.

5

Free space 4
3

RAIDC o000

If the logical wolume 15 preferentiall y assigned to an area with a smaller free spacs

The maximum capacity of logical wolumes that
can be assigned to EAIDGroap 020001 157

—+ [tiz possible to further assign alogical wolume

orf logical wolumes with larger capacity than
Fras space 7 that remaining after an area with larger free
space 1s preferentially alloeatad.

RAIDroup0i00]

RAIDGroup allocation order

A RAIDGroup isalocated according to L ogical \VV olume assignment as shown below. The RAIDGroup to be used can a so be selected
from alist of existing RAIDGroups.

- Distribution to individual RAIDGroups

A RAIDGroup with the smallest allocation to LogicalVolumesis alocated preferentially.
Distributing LogicalVolumes to RAIDGroups can distribute loads. If two or more RAIDGroups have the same size of
LogicalVolume allocation, the one with the smallest RAIDGroup number is allocated preferentially.

- Order of RAIDGroup numbers
RAIDGroups with smaller numbers are allocated preferentially.

Configuring a RAIDGroup (only when RAIDGroup configuration permission is given)

The automatic configuration function configuresa RAIDGroup by selecting disks evenly from individual groupsto secure availability.

11.1.4 Manual configuration

The configurations of LogicalVolumes and RAIDGroups created by the automatic configuration function are automatically correctable.
The following operations are manually available.

* Create and delete RAID groups, and add and delete disks.

+ Create and delete LogicaVVolumes.
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* Create and delete hot spares.

The above operationsmakeit possibleto create rough configurationsat atime by the automatic configurati on function and make correction
of details by manual configuration.

11.1.5 Operation procedure

Storage Volume Configuration Navigator designs and sets a storage device configuration according to the following steps:

How to perform and define configuration design in advance at Offsite

1

6.

Starting (offsite)
Start Storage V olume Configuration Navigator by selecting it from the Start menu or clicking the corresponding desktop icon.
Loading the device configuration

If the real device configuration has been saved in advanceto afile onsite, load thefile. In this case, steps 3 "Creating adevice unit"
and step 4 "Mounting disks" do not need to be performed.

Creating a device unit

Click theicon of the device, whose configuration isto be designed and set, from the unit stencil to create a device unit on the design
window. For more information, see "11.2.6 Creating a device unit (for new designing offsite)".

Mounting disks

Mount disks according to the real device configuration in the device unit. If arequired DE has not been mounted on the location
where adisk is to be mounted, mount a DE first. For more information, see "11.2.7 Mounting disks (for new designing offsite)".

Configuring RAIDGroups and LogicalVVolumes

Configure RAIDGroups and LogicaVolumes in the device unit. Using the automatic configuration function can greatly simplify
thedesigning process. See"11.2.8 Executing automatic configuration” for moreinformation on the automatic configuration function.
Manual configuration is also possible. In addition, editable RAID levelsand LogicalVolumesin the Storage V olume Configuration
Navigator are as follows.Unsupported RAID levels and LogicalVolumes are not editable. For details, see "11.1.2 Supported
configurations".

- Supported RAID levels
RAID1+0, RAID1, RAID6, RAID5+0 and RAID5 are supported.
However, if an unsupported LogicalVolume (except Snap Data Volume and SDPV) is associated with RAID groups, even a
supported RAID level is not editable.

- Supported LogicaVolumes
Open Volumes are supported. However, even if it isan Open VVolume, a concatenated volume is not supported.

Follow the procedure below for manual configuration:
1. Configuring RAIDGroups
Configure RAIDGroups in the device unit. For details, see"11.2.9 Creating a RAIDgroup (manual creation)".
2. Allocating LogicalVolumes

Allocate LogicalVolumes to the RAIDGroups thus configured. For details, see "11.2.12 L ogicalVolume creation (manual
operation)".

3. Creating ahot spare disk
Create a hot spare disk in the device unit. For details, see "11.2.14 Creating a hot spare disk (manual operation)”.
Creating AffinityGroups and Allocating LUNs

Create AffinityGroups within a device unit to allocate LUNS.
When creating AffinityGroup, LogicaVolumes are required within the device unit.
For details, see"11.2.15 AffinityGroup operation(manual creation)”.
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10.

11

12.

13.

14.

Saving as afile

Save the configuration whose design is complete as afile. For details, see "11.2.24 Reading and saving afile".

Starting (onsite)

Start Storage V olume Configuration Navigator by selecting it from the Start menu or clicking the corresponding desktop icon.
Loading thefile

Load the file that was saved in Step 7. For details, see "11.2.24 Reading and saving afile".

Login

Log in to the operation management server at Onsite with a privileged administrator.

For details, see"11.2.18 Login".

Entering an IP address

To specify the real device for which the data of the device configuration created in the device unit is to be defined, enter the IP
addresss of thereal devicein the device unit. For details, see"11.2.19 Entering |P address". Note that this operation is not required
if adevice configuration was created by loading the real device configuration from the file.

Device matching

Make sure that the IP address entered in the device unit is correct and define the correspondence between the device unit and the
real device on a one-to-one basis. For details, see "11.2.20 Device matching".

Setting the device
Set the data of the device configuration created in the device unit for the real device. For details, see"11.2.21 Device setup".

Access path setting
After setting device configuration datato areal device, an access path can be set through the access path management function. For
details of access path management, see "6.3 Access Path Management".

How to perform and define configuration design at Onsite

1

Changing the storage device configuration

For changing hardware configurations such as adding disks or DE of a storage device, it is required to be executed before read
operation of the device configuration.

Starting Storage V olume Configuration Navigator and loading the device configuration

Select a registered device on the resource view and then select [To Send] - [Storage Volume Configuration Navigator] from the
pop-up menu to start. Or, select [Fil€] - [Storage V olume Configuration Navigator] from the menu of the resource view to start, and
drag and drop the deviceicons displayed on the resource view to the design window of the Storage VVolume Configuration Navigator
to read the device configuration data.

For details, see "11.2.23 Device loading". In addition, when selecting " Storage Configuration Navigator" from the start menu or
desktop icons to start, it is necessary to login with a privileged administrator before drag and drop.

Offsite designing and saving of device configuration datato afile

If you want to perform configuration design at Offsite based on the current Storage device configuration, save in afile the device
configuration displayed on the design window. Start the Storage V olume Configuration Navigator at Offsite to design. For details,
see "How to perform and define configuration design in advance at Offsite".

Configuring RAIDGroups and Logical VVolumes

Configure RAIDGroups and LogicaVolumes in the device unit. Using the automatic configuration function can greatly simplify
thedesigning process. See"11.2.8 Executing automatic configuration” for moreinformation on the automatic configuration function.
Manual configuration is also possible. In addition, editable RAID levels and LogicaVVolumesin the Storage VVolume Navigator are
as follows. Unsupported RAID levels and LogicalVolumes are not editable. For details, see "11.1.2 Supported configurations”.

- Supported RAID levels
RAID1+0, RAID1, RAID6, RAID5+0 and RAID5 are supported.
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However, if an unsupported LogicalVolume (except Snap Data Volume and SDPV) is associated with RAID groups, even a
supported RAID level is not editable.

- Supported LogicalVolumes
Open Volumes are supported. However, even if it is an Open Volume, a concatenated volume is not supported.

Follow the procedure below for manual configuration:
1. Configuring RAIDGroups
Configure RAIDGroups in the device unit. For details, see "11.2.9 Creating a RAIDgroup (manual creation)".
2. Allocating LogicalVolumes

Allocate LogicalVolumes to the RAIDGroups thus configured. For details, see "11.2.12 L ogicalVolume creation (manual
operation)".

3. Creating ahot spare disk
Create a hot spare disk in the device unit. For details, see "11.2.14 Creating a hot spare disk (manual operation)”.
5. Creating AffinityGroups and Allocating LUNs

Create AffinityGroups within a device unit to allocate LUNS.
When creating AffinityGroup, LogicalVolumes are required within the device unit.
For details, see "11.2.15 AffinityGroup operation(manual creation)".

6. Device matching

Define the correspondence between the device unit and the real device on a one-to-one basis. For details, see "11.2.20 Device
matching".

7. Setting the device
Set the data of the device configuration created in the device unit for the real device. For details, see"11.2.21 Device setup".
8. Access path setting

After setting device configuration datato the real device, access path can be set with access path management functions. For details
of access path management, see "6.3 Access Path Management”.

11.2 Menu List and Screen Explanation

The Storage V olume Configuration Navigator window configuration is explained below:
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I Storaee Volume Gonfiguration Navigator

File Edit Wiew Design Element Information Help
Nala 95 @ @k AcBLY LA HH
Storage(Disk) | 5 - v
Toal bar =
LNIT [ HELP | -
)
R ==
E3000 EGOOO
. | SR ey
E4000 EZ000
E2000 DixE0
D80
PARTS [ HELP ] Part stencil
_JEROO0._L F2000 DE0 D80
E3000 |  Eso000 E4000
RAIDGraup Hot Spare
]
S [E2
Devices0 |[(Element Information) .complete .notcomplete errr .noteditable
* Menu bar

Used to give an operation instruction.
* Toolbar

Displays the icons of frequently used functions so that each function can be started simply by clicking the corresponding icon.
* Unit stencil

Displaystheiconsof the devicesfor which configuration design can be performed. Click theicon of the devicefor which configuration
design isto be started, and the device unit is then displayed on the design window.

* Part stencil

Displays the icons of the parts that configure the devices displayed on the unit stencil. Clicking a part icon while selecting the device
icon on the design window adds the part to the device unit.

+ Design window
Used to perform configuration design.
+ Status bar

Provides examples of status displays on the design window.
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11.2.1 Menu bar, toolbar, and pop-up menus

This section explains the operations that can be performed from the menu bar, toolbar, and pop-up menus.
In the column of Toolbar and Pop-up, "A" indicates "Available", "N/A" indicates "Not Available".

Menu Menu item Submenu item| Toolbar Pop-up Function
File New creation A N/A Starts new configuration design.

Open A N/A Opensadevice configuration filethat has been
saved previoudly.

Save A N/A Saves the device configuration data to the
current filein overwrite mode.

Save as N/A N/A Saves the device configuration data to a new
file with a name assigned.

Page setup N/A N/A Sets the print page.

Print A N/A Prints the design window.

Quit N/A N/A Quits the window.

Edit Undo A N/A Returns the edit state one state prior.
Redo A N/A Returns the edit state one state subsequent.
View Zoom In A N/A Enlarges the display magnification.

Out A N/A Reduces the display magnification.

Fit A N/A Automatically adjusts the screen display
magnification according to the size of the
screen.

Hand tool A N/A Used to grasp the display onthedesignwindow
to move (scroll) the display. Thisitem is not
displayed on the menu bar.

Marquee tool A N/A Displays the specified range on the screen.
Thisitem is not displayed on the menu bar.

Interactive zoom A N/A Enables changing the screen display
magnification by moving the mouse cursor up
and down. Thisitem is not displayed on the
menu bar.

Selection tool A N/A Normal cursor. Thisitem isnot displayed on
the menu bar.

Layout Hierarchical A N/A Automatically optimizes the layout of the

Circular A N/A dgV| ces and dqnmtg displayed on the design
window. Selecting this menu after manually

Orthogonal A N/A changing the layout or display elements can

Tree A N/A rearrange the display so that relationships

- between elements can be checked with ease.

Symmetric A N/A

Orthogonal Line Mode N/A N/A When this mode is selected, the lines
connecting the elementsin the device are
displayed asstraight lines, similarly to acircuit
diagram. This mode is effective for allowing
compact display when alarge number of
elements are displayed. Selecting this menu
again cancels this mode.

Tool Bar N/A N/A Selects Show/Hide of the toolbar.
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Menu Menu item Submenu item| Toolbar Pop-up Function
Overview N/A N/A Opens the window displaying the entire
configuration data controlled on the design
window. In overview mode, not only can the
display range of the design window be
displayed, but also can arange of the design
window to be displayed be specified by using
the mouse.
Design Login N/A N/A Logsin to the administrative server.
(*1)
Auto Configuration N/A A Starts the automatic configuration function.
Verification All A N/A Checks the configuration for problems.
Make LogicalVVolume N/A A Makes a LogicalVolume in the RAIDGroup.
Delete N/A A Deletes the selected device unit or part.
Copy Device N/A A Copies a selected deice unit.
Disk Operation N/A A Mounts adisk or DE.
RAIDGroup N/A A Configures a RAIDGroup.
Operation
Creates AffinityGroup.
AffinityGroup N/A A This item cannot run under ETERNUS3000,
Operation ETERNUS6000, ETERNUS4000 models 80
and100.
Input IP Address N/A A Enters an |P address for the newly created
device unit.
Device Matching N/A A Defines the correspondence between device
configuration data and a real device.
*2)
Cancel Device N/A A Cancels device matching performed
Matching previoudly.
*2)
Device Setup A N/A Applies device configuration data to the
device.
*2)
Path search A N/A Executes path search. Thisitemis not
displayed on the menu bar.
Path search clear A N/A Clearstheresult of path search. Thisitemisnot
displayed on the menu bar.
Element Detail Expand N/A A Used to specify whether to display the
Collapse N/A A elements in the device unit.
Select [Expand] to display detail elements.
If [Collapse] isselected, detail elementsarenct
displayed but only the icon of the device unit
is displayed.
Table Element ON N/A A Displays the integrated element icon selected
OFF N/A A by the mouse as table elements.

When [ON] is selected, table elements are
displayed as an integrated element icon.
When [OFF] isselected, theintegrated element
iconisdisplayed as table elements.
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Menu Menu item Submenu item| Toolbar Pop-up Function
Table Element N/A N/A Changesthedisplay magnifications of all table
Magnification elements.
Property N/A A Displays the properties of the selected
elements.
Information Disk Map N/A A Displays disk allocation information.
Help Help N/A N/A Displays the User's Guide.
Message Reference N/A N/A Displays the Messages.
Version Information N/A N/A Displays client information.

*1 Only a privileged administrator can login.
*2 The user must login as a privileged administrator to execute operation.

11.2.2 Unit stencil

The unit stencil displays the icons of devices for which device configuration data can be newly created.

Icon Device name Explanation Remarks
ETERNUS DX60 Used to create an ETERNUS DX60 | (*1)
ﬂ device unit.
D60
ETERNUS DX80 Used to createan ETERNUS DX80 | (*1)
n device unit.
L4230
ETERNUS2000 Used to create an ETERNUS2000 | (*1)
ﬂ device unit.
E2000
ETERNUS4000 Used to create an ETERNUS4000 | (*1)
: device unit.
E4000
ETERNUS8000 Used to create an ETERNUS8000 | (*1)
device unit.
E3000
ETERNUS3000 Used to create an ETERNUS3000 | (*1)
(Except for model 50) device unit.
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Icon Device name Explanation Remarks

ETERNUS6000 Used to create an ETERNUS6000 | (*1)
device unit.

*1: If adeviceregistered ontheresourceview issel ected and started by selecting [ To Send] - [ Storage V olume Configuration Navigator]
from the pop-up menu, only the device selected at start-up is operated.

11.2.3 Part stencil

The part stencil displays theicons of the parts that can be added to device units.

Icon Part name Explanation Remarks
RAIDGroup Used to create a RAIDGroup.
&
RAID Group
Hot spare Used to create a hot spare disk.
—
4
Hot Spare

11.2.4 Display explanation

The state of each resource on the design window isindicated using color coding.

Color Target Explanation Remarks
Green Device unit Device setting is complete.
Violet Device unit Device setting is incomplete, or the device
configuration is being edited.
Yellow Device unit Device setting failed.
Gray Device unit and element This device unit or element cannot be edited.

11.2.5 Starting and exiting

Storage Volume Configuration Navigator can be started using any one of the three methods bel ow:

+ [Method-1]: Select a device registered on the resource view, and then select [To Send] - [Storage V olume Configuration Navigator]
from the pop-up menu.

If adevice registered on the resource view is selected and started by this method, it is necessary to select the device on the resource
view in advance and execute [Register] - [Register SAN devices] from the pop-up menu.

* [Method-2]: Select [File] - [Storage Volume Configuration Navigator] from the resource view.
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* [Method-3]: Click theicon of Storage VVolume Configuration Navigator installed in the client (hereafter referred to as standalone start)

If adevice registered on Method-1, a device reading screen is displayed that specifies how to read the specified storage device into the
design window. According to the screen, read the device configuration data to work on device configuration design.

Select [File] - [Quit] to exit the Navigator.

In addition, if adeviceregistered on Method-1, the Storage Configuration Navigator will automatically exit by closing thedial og displayed
when configuration is not let to read or cannot be read. Also, the Storage Volume Configuration Navigator is started by Method-1 or
Method-2, it will automatically exit by closing the dialog displayed in the same way even when start-up is not enabled.

11.2.6 Creating a device unit (for new designing offsite)

To design anew device configuration, first create the device unit to be designed on the design window. To do so, click the target device
icon on the unit stencil as shown in the figure below.

I Storaee Volume Gonfiguration Navieator

File Edit Wiew Design Element Infarmation Help

Dalé O RQAE Q8 _h ACcHALLS A A BN

Storage(Disk) -~
UNIT [ HELP |
§ i
E3000 EG000
E4000 EBO000
E2000 DiXE0

n From the unit ztencil, ¢lick the icon of the device far

which the device configuration is to be created.

D20

FARTS HELP

11 [ F2000 [)dall] [x20

E3000 EGO00 E4000
RAIDGroup Hot Spare
o
£ *
Devices0 |[(Element Information) complets . not complete Brror . not editable

When the deviceicon is clicked, a device creation window appears as shown below:
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Greate E3000 [X]
b

Model natme : |r-.-1|:|del 200 Rack mount 100% (E320R104)

Device name 1 : | E3000#01

Mema 1 : | ETERMUZ3000 Ma.1

Device name 2 |

Mem02:|

T T T

Enter the necessary information in the window.

1. Select the device model from the dropdown menu of [Model name].
A model number ending with "*" (example: E320R10*) can be used as a device having the same model number before the "*".
However, amodel number ending with "*" cannot be supported for ETERNUS2000.

Create E2000 x|

Model narme |r-.-1|:|del 200 Rack mount 100% (E320R10%) A |

Device natme 1 : | E3000#01 |

Metno 1 : | ETERMUSZ000 Mo

Device name 2 | |

Mem02:|

T T T

2. Enter the name of the target device in the [Device name 1] field. The device name entered here is a temporary name used for
identification on the design window. Executing the device matching operation replaces the name with the one defined on the
administrative server. [Device name 2] is enabled only when a dual configuration model is specified. Enter the name of a device.
The specified name is assigned to each of the duplicated devices.

3. Enter amemo in [Memo 1] as necessary. The memo information entered here is a memo on the design window and cannot be
referenced on the resource view after a configuration is set for the device. [Memo 2] is enabled only when a dual configuration
model is specified. Enter memo information.

4. Click the <OK> button.

The above operations create a device unit on the design window. Continue to perform the disk mount operation and then execute the
automatic configuration function to automatically configure aRAIDGroup and LogicalVolumes. A RAIDGroup and L ogicalVolumes can
a so be configured manually.

The device configuration data for the created device is set in the real device after the real device configuration dataisinitialized.

11.2.7 Mounting disks (for new designing offsite)

This section explains how to add a disk to the device unit and how to delete a disk from the device unit.

If the automatic configuration function is used to automatically configure a RAIDGroup and LogicaVVolumes for the device unit that has
been newly created, disks must be added in advance by this procedure according to the configuration of the real device.

This is because the automatic configuration function makes a configuration within the range of the disks already mounted. Disks must
a so be added in advance by this procedure even in cases where a RAIDGroup is to be configured manually.

A disk can also be added to, or deleted from, the real device unit displayed with the device |oad operation.

When a volume shortage occurs during operation, for instance, a RAIDGroup and LogicalVolumes need to be created. If free disks are
required to create them do not exist, the required disks must be added to the real device. To be prepared for thistype of situation, the user
can use the procedure explained here to add disks to the disk mount positions and then execute the automatic configuration function or
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configure aRAIDGroup and L ogical vV olumes manually. Doing so enables the user to create in advance the device configuration after disk
addition without actually adding disksto the real device.

Mount a disk according to the following procedure:

1. While selecting a device unit, select [Design] - [Disk Operation] from the menu bar or select [Disk Operation] from the pop-up
menu to open the disk operation window. The figure below shows how the disk operation window is opened.

|F—'- Storage Volume Gonfigeuration Havigator

File Edit Wiew Design Element Information Help

D8HL 90 a5 O/R[(:| BOE

AHE AL Wl

QELP |

Ef000
EB000
Auto Configuration...
ﬂ Delete
D50 Copy Device. ..

RAIDGroup Operatio
AffinityGroup Operati
Input IP Address..

_Eaoon_J[__F AN E4000
E2000 E2000 [D=aE0 D20

Device Matching...
Detail
RAIDGroup Hot Spare
Disk Map
Froperty
1
Devices:1  (Element Information) . camplete . not complete arrar . not editable Select I

2. Check whether aDE isa ready mounted at the position where adisk isto be mounted. If not, mount a DE by following the procedure
below. If a DE is already mounted, this operation is not required.

To delete an existing DE, select the [Select DE] check box, and click the <Delete> button.
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3. Specify the type of the disk to be mounted. The disk type can be specified either for all disks (All disks) or for individual slots (Set
individually).Select either [All disks] or [Set individually] from [Capacity / Rotation speed (rpm) / Type]. When [All disks] is
selected, click the down arrow and select the type of the disks to be added. When [Set individually] is selected, select the type of
the disk to be added to each disk slot. Disk types are displayed as follows:

Description on the screen Disk type name
FC Fibre Channel Disk
FC(N) Nearline FC Disk
SAS SASDisk
SAS(N) Nearline SAS Disk
SATA(N) Nearline SATA Disk
SSD SSD

[mwices rures
EXIOOF
Capaity / Falstion speed dpnl F T
(=) All dakz TIE S 1SK £ 5AS
5 St e ickualiy

"

Eren koesaie:
Total| a
Dizks
Totel | 1]
Aazgred | 1]
Mot Agzagrad| 1]

Hase Fach
Eict I o T 1 [ E] | 3
T T 15 1r |
Select [All dizks] or [Set individually] from »
[Capacity ! Raotation speed (rpm) F Type].
|| Thiz example iz selected the "r3GE capaciy,
15000rpm, SAS type" dizks in [All dizks] mode.
vonad =3 & ] ]
EAID Laswl
o Thim | [ | ] I
[ ssiectnE
CET T R - ] a L]
AN LAL
8, TR pm
[ |ssiscinE
Tl Simbmi i [ e
e I = = = =
BAID Lasal g
L] 3 . £
Glaar A1 ] [ End ] [ e

-300-



4. After specifying the disk type, specify the position where the disks are to be mounted. The disk mount position can be specified
either for al disk mount positions in a DE or for individua slots. After specifying the disk mount positions, click the <Create>
button. The figure below shows how disks are mounted.

B Digk Operatmon

[msice names Base Pack
S e a— = - | =
Capainz ity / Parlalsen speed dpml 5 Topa 2
(3 Al dizk T R P e - & &
5l mdrmuslly w:c:::
End ke Lol bl ) {
e - By clicking the terget slots one b
clicking the target slotz one be
Dikex [T Rl ] I:III g g i
Toni | i . one, the mounted postion can be
devared | L] [ ea.ternm | | gpecified for indiidual slots.
ot Azzagraed [1]
iy [P ) ) .
] BAID Lasal Selecting [Select all Disks] k&
Click the =Creste= button 48, TBI o ahle to specify all disks inthe
o mount diskz on the DE at once.
specified positions. I ELTTETES
Bt ek,
| WDLII\: o
L £l
Eresls —| l Clasr & | l End ] | Helo |

To delete adisk, select the disk and click the <Delete> button.

11.2.8 Executing automatic configuration

The automatic configuration function can be used to automatically configure LogicalVVolumes. This function automatically allocates a
RAIDGroup and LogicalVVolumes in an optimum configuration for the device unit. Automatic configuration is enabled for both adevice
unit created from the unit stencil and a device unit loaded from the real device with the device load function. For either type of device
unit, automatic configuration can be performed even after the device configuration is changed by disk operation or RAIDGroup operation.
The device configuration created by automatic configuration can also be reconfigured manually.

The following explains how to operate the automatic configuration function.

-301-



1. While selecting a device unit, select [Design] - [Auto Configuration] from the menu bar or select [Auto Configuration] from the
pop-up menu to open the disk operation window. The figure below shows how the disk operation window is opened.

lg':i Storage Volume Gonfigeuration Mavigator
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2. Enter the necessary information on the auto configuration window. The auto configuration window is shown below.

Auto Configuration

Define Logicalvolumes
Logicalviolume details Logicalviolumes to be created
Capacity (ME) 0 A000 CapacityB) Mumber RAID Level
—— 1000 10 RAID1+0 S
: 20
Mumber to creste . s FelD
2000 z2 RAIDS
RAID level
RAID Level © |R&IDS b
~
Logicalviolume Distribution
Pleaze zpecify the uzage of a RAIDGroup Digtribution
'@' Create a new RAIDGroup '@} Distribute volumes evenly across RAIDGroups
{:} Uze an existing RAIDGraup {:} Aszsign volumes ta the lowest available RAIDGroup number
Execute ] ’ End ] ’ Help

The following explains the meanings of individual parameters and how to use the window.
Define LogicalVolumes

Enter information on the L ogicaVolumes to be created. Specify the capacity of aLogicalVolume for [Capacity(MB)]. Specify
the number of LogicalVolumesto be created for [Number of create]. For [RAID Level], select the RAID level of the RAIDGroup
to which the LogicalVolumes are to be assigned. After specifying the above parameters, click the <>>> button to move the
specified LogicalVolume parameters to [LogicalVolumes to be created]. To delete a LogicalVolume parameter from
[LogicalVolumes to be created], select the corresponding field and click the <<<> button.

LogicalVolume Distribution
Specify how the RAIDGroup and LogicaVolumes are to be configured.
LogicalVolume assignment method

Select avolume assignment method in [Please specify the usage of aRAIDGroup]. In other words, specify the RAIDGroup
to which the LogicalVVolumes specified in [Define LogicalVolumes] are to be assigned. Select one of the following two
methods:

[Create anew RAIDGroup]

No existing RAIDGroups are used but free disks are used to create a RAIDGroup, after which the LogicaVolumes are
assigned to the created RAIDGroup.

[Use an existing RAIDGroup]

LogicalVolumes are assigned by searching the existing RAIDGroups for free space. Clicking the <Select> button lists
existing RAIDGroups. The user can uncheck a certain RAIDGroup to prevent it from being allocated to LogicaVolumes.
(*1) If the option "If there is not enough free space create anew RAIDGroup" is selected, anew RAIDGroup is created for
allocating LogicalVolumes only when the existing RAIDGroups run short of free space.

*1: RAID groups that cannot be edited with Storage Volume Configuration Navigator are not displayed (for more
information, see"11.1.5 Operation procedure").
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LogicalVolume assignment method

Select one of the options under [Distribution]

When [Distribute volumes evenly across RAIDGroups] is selected, LogicalVolumes are assigned to target RAIDGroups as

evenly as possible.

When [Assign volumes to the lowest available RAIDGroup number] is selected, LogicalVVolumes are assigned in order of

RAIDGroup numbers.

3. After entering all necessary parameters, click the <Execute> button.

This completes the procedure for automatically allocating Logical Volumes.

11.2.9 Creating a RAIDgroup (manual creation)

Select a device unit and click a RAIDGroup icon on the part stencil to open the RAIDGroup operation window. Alternatively, select a
device unit and select [Design] - [RAIDGroup Operation] from the menu bar or select [RAIDGroup Operation] from the pop-up menu to

open the RAID group operation window. The RAIDGroup operation window is shown below.
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In the RAID group operation window displayed, create a RAID group, hot spare disk or dedicated hot spare disk as follows:

1. Select the RAID level of the RAIDGroup to be created. Select the RAID level from [RAIDGroup/ Hot Spare] - [RAID Level / Hot
Spare]. If [Hot Spare] is selected here, a hot spare disk can be created.Also if [D. Hot Spare] is selected here, a dedicated hot spare

disk can be created.

2. Select the assigned CM of the RAIDGroup to be created. Select a CM from [RAIDGroup / Hot Spare] - [CM]. If [Hot Spare] or

[D. Hot Spare] is selected in step 1, it is not able to select aCM.

_ﬂjlnformation

© 0 0000000000000 000000000000000000000000000000000000000000000000C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCOCIEOCIEOCETOCITTES

Itisnot ableto set theassigned CM, if the storage deviceis ETERNUS3000, ETERNUS4000 model s80 and 100, or ETERNUS6000.

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000
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3. Select the disks to be composed with the RAIDGroup,hot spare disk or dedicated hot spare disk. Clicking the button representing
adisk putsthe disk in the selected state, and clicking the button again desel ects the disk.Select both the disks to be composed with
the RAIDGroup and dedicated hot spare disk if create a dedicated hot spare disk.

4. After selecting all necessary disks, click the <Make> button.
This completes the procedure for creating the specified RAIDGroup.hot spare disk or dedicated hot spare disk.

(.:{] Note

When you create a RAIDgroup, the message "Selected disk composition not recommended.” might be displayed. In this case, please
confirm the number of disk drives that can be installed to your Fujitsu systems engineer. If it isanumber of disk drives supported by the
device, you may create RAIDgroup disregarding the message.

11.2.10 Adding disks to a RAIDgroup (manual operation)

To add adisk to a RAIDGroup, select the target RAIDGroup on the design window and select [Design] - [RAIDGroup Operation] from
the menu bar or select [RAIDGroup Operation] from the pop-up menu. The RAIDGroup operation window is shown below.
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The RAIDGroup operation window opens with the activated RAIDGroup displayed in the selected state. Add a disk to the RAIDGroup
asfollows:

1. Select the disk to be added to the RAIDGroup.
2. Click the <Add Disk> button.
This completes the procedure for adding the specified disk to the RAIDGroup.
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Q{ Note

When the disk is added to the RAIDGroup or the disk is deleted from the RAIDGroup, both the RAID level and the assigned CM cannot
be changed for its RAIDGroup.

11.2.11 Deleting a RAIDGroup (manual operation)

To delete a RAIDGroup, select the RAIDGroup to be deleted from the design window and select [Design] - [Delete] from the menu bar
or select [Delete] from the pop-up menu. Gray LogicalVolumes cannot be deleted.
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11.2.12 LogicalVolume creation (manual operation)

Select the RAIDGroup in which a LogicalVolume is to be created, and select [Design] - [Make LogicalVolume] or select [Make
LogicalVolume] from the pop-up menu to open the L ogical VvV olume creation window.
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The LogicaVolume creation window is shown below:
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Create a LogicaVolume using the L ogicalVolume creation window as follows:
1. From the RAIDGroup tree, select the free space to be allocated to a new LogicalVolume.
2. Select one of the following three methods of LogicalVolume creation:
- [Specify capacity and number]
Specify the capacity of a LogicalVolume for [Capacity(MB)] and the number of LogicalVolumes for [Number to create].
- [Divide free space between volumes]

The LogicalVolume capacity is alocated evenly according to the number specified for [Number to create] in the specified free
Space areas.

- [Specify details for each volume]
The capacity of the LogicalVVolumesto be allocated is entered only once to create Logical Volumes.
3. After entering all necessary parameters for creating LogicalVolumes, click the <Add> button.

This completes the procedure for assigning Logical Volumes to the specified RAIDGroup.

11.2.13 Deleting a LogicalVolume (manual operation)

TodeletealL ogicaVolume, select the Logica Volumeto be deleted from the design window and select [Design] - [Delete] from the menu
bar or select [Delete] from the pop-up menu. Gray L ogicalVolumes cannot be deleted. The figure below shows how a LogicaVolumeis
deleted.
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11.2.14 Creating a hot spare disk (manual operation)
While selecting a device unit, click the Hot Spare icon on the part stencil to open the hot spare disk operation window. The hot spare disk

operation window is shown below.
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1. Create ahot spare disk or dedicated hot spare disk using the hot spare disk operation window as follows: Select the RAID level of
the RAIDGroup to be created. Select the RAID level from [RAIDGroup / Hot Spare] - [RAID Level / Hot Spare]. If [Hot Spare] is
selected here, a hot spare disk can be created.Also if [D. Hot Spare] is selected here, a dedicated hot spare disk can be created.

2. Select the disks to be composed with the hot spare disk or dedicated hot spare disk. Clicking the button representing a disk putsthe
disk in the selected state, and clicking the button again desel ects the disk.Select both the disks to be composed with the RAIDGroup
and dedicated hot spare disk if create a dedicated hot spare disk.

3. After selecting all necessary disks, click the <Make> button.

This completes the procedure for creating a hot spare disk or dedicated hot spare disk. A hot spare disk or dedicated hot spare disk can
also be created using the RAIDGroup operation window.

11.2.15 AffinityGroup operation(manual creation)

Select a device unit and then select [Design] - [AffinityGroup Operation] from the menu or [AffinityGroup Operation] from the pop-up
menu to start the AffinityGroup operation window. The AffinityGroup operation window isshown bel ow. AffinityGroup cannot be operated
by ETERNUS3000, ETERNUS6000, ETERNUS4000 models 80 and 100.

Setting AffinityGroup in the Storage will allow it to set an access path by access path management functions. For access path management,
see "6.3 Access Path Management"

-310-



1 LogicalVolume viem 2)ffinitylroup View

LffinityGroup display column

TPP number

fffinityGrour number

EAIDGrour number

iffinityGroup name

LogicalVolume number

LY number

IEX% AffinityGroup Operatiof LozgicalVolume capacity

[
PP RADGroup | Logical\olume Capacity(MB) E LUNMapping... : e
= : wes sy | SRt
| % 0x0000" 0x0000 2,048 0 .
i LT e w el [T -
| et = i i
| ox0001 | ox0005 | 5,120 0 .
i | oxoo06 5120 1 s
| | 0x0007 5120 ]
| oxo002 | oxoo0s12) | 9 /5425 2 :
| | oxooog n:gé .
| oxoooac2:2) 5 ;
0x0000 | | ox0002 i
i E.__._._"_'E'E'_'F"_ _________ LogicalVolume: x0001 is configurated in |
| | 0x0004

RAIDGroup:0x0000, LUN number: 2

S

allocated by AffinityGroup: 1.

& EEEEEEEEE® 3

EsEEEEEEEEEEEEEEEEEEEEEEEEEE . an EEESEEEEEEEsEESEEEEsEEEEEEEE
Execution End Help

The following are descriptions of the configuration of the AffinityGroup operation window.
LogicalVolume view
A LogicalVolume view is displayed that is configured in the device unit selected at start-up of the Affinity operation window
RAIDGroup number
RAIDGroup numbers are displayed. RAIDGroups to which LogicalVVolumes are not allocated are not displayed.
TPP number
TPP numbers are displayed. TPP to which LogicalVolumes are not allocated are not displayed.
LogicalVolume numbers

A LogicalVolume numbersis displayed by RAIDGroup.
To a LogicalVolume to which LUN concatenation is executed is displayed [(Seria number/LogicalVolume concatenated total
number)], following the LogicalVolume number.

_VJ Example

© 0 0000000000000 0000000000000000000000000000000000000000000000000000000000000000000000000000Ss

When 0x0008(1/2) is displayed:
LogicalVolume Number is 0x0008, a serial number is 1 and LogicalVolume concatenated total number is 2.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

-311-



LogicalVolume capacity
The capacity of LogicalVolumeisdisplayed. The unitisMB.

Depending on the allocation to AffinityGroups, font colors vary as follows.

Font color Meaning
Black Allocated
Blue Unallocated
Orange Allocated to multiple AffinityGroups or to LUNMapping. (shared with LogicalVVolume)

A LogicalVVolume to which LUN concatenation is executed is shown in [relevant amount/totoal amount].
AffinityGroup view

The views of AffinityGroups and LUNMappings are displayed that are configured in the device unit selected at start-up of the
AffinityGroup operation window.

AffinityGroup number

AffinityGroup numbers are displayed in decimal. If AffinityGroups are concatenated, all the numbers of concatenated
AffinityGroups are displayed set off with commas.

For LUNMappings, port names are displayed.
AffinityGroup name

Aliases of AffinityGroups and LUNMappings are displayed.
LUN number

A LUN number allocated to the L ogical Volumein aL ogical Volumeview inthe samerow isdisplayed in decimal by AffinityGroup
and by LUNMapping.

The cell color changes as follows depending on the relevant LogicalVolume state.

Cell color Meaning
White LUN number is editable.

Also, arelevant LogicalVolumeis not allocated to multiple AffinityGroups or LUNMappings (Multiple
LUN numbers are not allocated).

Yellow LUN number is editable.

Also, arelevant LogicalVolumeis allocated to multiple AffinityGroups or LUNMappings (Multiple LUN
numbers are Allocated).

Gray LUN number is not editable.

If aLUN number falls under the following, it is not editable.
+ LogicaVolume of atypethat is not supported by the Storage Volume Configuration Navigator.

* LUNMapping

* Concatenated AffinityGroup

The following are descriptions of operation procedures of the AffinityGroup operation window.

AffinityGroup addition
1. Pressthe <AffinityGroup addition> button on the AffinityGroup operation window.
2. Then, the AffinityGroup add dialog is displayed. Enter a group number and a group name. Group names are optional.
3. Pressthe <OK> button.

Once the maximum number of AffinityGroups has been created no more can be added.
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Allocating LUN and changing LUN number

1. If youwant to allocate a LUN (or change a LUN number), focus on acell at which arow of LogicalVolume and a column of
AfiinityGroup are intersected.

2. Enter the LUN number you want to allocate.
Automatic allocation of LUN

1. Select multiple cellsto which you want to allocate LUNs and at which multiple rows of LogicalVolume and multiple columns
of AffinityGroup are intersected.

2. Select [Automatic allocation] from the pop-up menu displayed by right click of mouse.

For automatic allocation of LUN, LUN numbers are allocated in ascending order from the smallest LUN number that is not allocated
in the relevant AffinityGroup.

Unallocating LUN

1. Focusonacell to which you want to unallocated a LUN and at which arow of LogicalVolume and a column of AffinityGroup
are instersected.

2. Pressthe delete key or the backspace key.
Y ou cannot create any AffinityGroup without LUN.
Unallocating multiple LUNs

1. Drag multiplecellstowhich you want to unallocated L UNs and at which multiple rows of LogicalV olume and multiple columns
of AffinityGroup are intersected.

2. Select [Unallocation] from the pop-up menu displayed by right click of mouse.
Y ou cannot create any AffinityGroup without LUN.
Changing AffinityGroup number and AffinityGroup name

1. Pressthe <AffinityGroup edit> button with an AffinityGroup number or an AffinityGroup name you want to change selected.
Or, select [AffinityGroup edit] from the pop-up menu.

2. Then the AffinityGroup change dialog is displayed. Enter a desired group number and a desired group name.
3. Pressthe <OK> button.
In the following case, AffinityGroup humber is not changesble.
- AffinityGroup to which ahost affinity is set.
In the following cases, AffinityGroup numbers and AffinityGroup names are not changeable.
- AffinityGroup to which a LogicalVolumeis allocated that is allocated to an unsupported RAIDGroup.
- AffinityGroup to which an unsupported LogicalVVolumeis allocated.
- Concatenated AffinityGroup.
- LUNMapping
Deleting AffinityGroup

1. Pressthe<AffinityGroup deletion> button with an AffinityGroup number or an AffinityGroup nameyou want to del ete sel ected.
Or select [AffinityGroup deletion] from the pop-up menu.

2. Then the confirmation dialog to delete AffinityGroup is displayed. If it isall right, press the <OK> button.
In the following cases, AffinityGroups cannot be deleted.
- AffinityGroup to which a LogicalVolume that is allocated to an unsupported RAIDGroup is alocated.

- AffinityGroup to which an unsupported LogicalVVolume is all ocated.

Concatenated AffinityGroup

AffinityGroup to which a host affinity is set.
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- LUNMapping
Reflecting to the design window

If you want to reflect created or corrected contents to the design window, press the <Execution> button.
Whenever the <Execution> button is pressed on the design window after the AffinityGroup operation window exits, the Return/Redo
commands are executable.

Exiting the operation window

To exit the AffinityGroup operation window, press the <End> button. If the <End> button is pressed before the <Execution> button,
created or corrected contents are not reflected to the design window but the window exits.

11.2.16 Copy Device

This function alows you to efficiently create a device configuration containing similar device units. First create an origina device unit,
use Copy Device to copy as many device units as desired, and then edit the devices.

gn Note

If adeviceregistered on the resource view is selected and started by selecting [ To Send]-[ Storage V olume Configuration Navigator] from
the pop-up menu, only the device selected at start-up is operable.

Copy Device can be operated as shown below.

1. Selecting an original device unit of which you want to make a copy, select "Copy Device" from the menu bar and pop-up menu.
The following Copy Device window then appears.

Gopy Device §|
Marne :
Memmo

ak ] I Cancel ‘ ’ Help

2. Enter the name you want to assign to acopied device unit in the [Name] text box. Thisis atemporary name used for identifying the
device on the design window. The device matching operation renames the temporary names as device names specified in the
operation management server.

3. Write any necessary information in the [Memo] text box. This memo information is only valid on the design window. Y ou cannot
browse this information on the resource view after configuring the devices.

4. Click <OK> button.

With these operations, the copied device unit is now created on the design window. Now you can edit the configuration.

11.2.17 Displaying disk assignment information

Storage Volume Configuration Navigator can display how disks are currently assigned to a device unit. Select a device unit, and select
[Information] - [Disk Map] from the menu bar or select [Disk Map] from the pop-up menu to open the disk map window. The disk map
window is shown below.
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|E%| Disk Map

Device name Baze Rack
E2000#01 Slot
RADGGUR
Digks FAID Lewvel
Total 2
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Hot Spare 1} RAIDGroup)
0. Hot Spare & [ Lo
RAIDGroups
DE-1D Oza0q
Group Lewvel TPFP Hum Chd Colar RAIDGroup s
00000 RAID1+0 - 8 | Autn Set A Rl Leve| I
030001 RAIDS . 5 | Auto et
DE-1D 000
b ettty I 1+0

RAID Level

|~
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11.2.18 Login

When Storage VVolume Configuration Navigator is started in standalone mode, the user must login to the operation management server
before reading the real device configuration, device matching, and device setting. Select [Design] - [Log in] from the menu bar to open
the login window. The login window is shown below.

—
X
Flease enter the administrative serer name or IP address, user hame and password.

Administrative server | V|

LIser narme : | |

Loein

FPasswiord | |

Login ] ’ Cancel l [ Paort... ]

All Rights Reserved, Copyright( CIFLITSU LIMITED.

1. For [Administrative server], enter the address of the administrative server.
2. For [User name], enter the user name with administrator authority.

3. For [Password], enter the password.

4. Click <Login> button to login.

If adeviceregistered to theresource view is selected and started by selecting [To Send)] - [Storage V olume Configuration Navigator] from
the pop-up menu, or started by selecting [Fil€] - [Storage Volume Configuration Navigator] from the menu on the resource view, login
operation is not required.

11.2.19 Entering IP address

The IP address of the real device must be specified as information required to associate the device unit created virtually with the real
device. The device matching operation explained later searchesfor the real device that matches the | P address entered here, and maps the
device unit to the detected real device.
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To open the Input | P address window, select a device unit, and select [Design] - [Input IP Address] from the menu bar or select [Input |P
address] from the pop-up menu. The Input | P address window is shown below.

Input IP Address [5_(|

IP address : | |

Pleaze check that the IP address corresponds to that of
the physical device.

PRI (ST  wETE—

_E] Point

Make sure that the |P address to be entered matches the information set to the real device.

Enter an IP address as follows:
1. Select avirtual device unit displayed on the design window.
2. Select [Input IP address] from the menu.
3. Enter an IP address.
4. Click <OK> button.

11.2.20 Device matching

The device matching operation checks or specifies the real device to which the settings of the device unit displayed in the edit window
should be applied. For a device unit that has been created virtually, execute this operation after entering an IP address. If designing is
performed offsite, login as a privileged administrator to the operation management server before executing this operation.

To open the device matching window, select the device unit to be matched, and select [Design] - [Device Matching] from the menu bar
or select [Device Matching] from the pop-up menu. The device matching window is shown below.

IE% Device Matchine

The device matches with the fallowing phyzical devices:

Pleaze verify that the device name, IP address, setial number, and BOX D
that are currertly dizplayed below match the physical target device.
Campare setial number wwith that of the label on the device.

Device Name IF Address Serial No. BOX 1D

Ez000hdz00 5 1o0104 OO EI000FEEEEEEE EI20R A0 EEEEF L1900 108 S 15

54
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B Point

The device matching window displays information on the real device with an |P address that matches the one defined for the device unit
selected on the design window. Check the IP address, serial number, and BOX ID displayed to make sure that the device is the right one
for which the configuration setting is to be performed.

The operation procedure is explained bel ow:
1. Fromthelist of real devices, select the target device to verify the device matching.
2. Click <OK> button to validate the device matching.

If the device name entered in the device unit creation window differs from that of the real device during device matching, a message
indicating that the device name of the real device isto be replaced appears. Similarly, when you select a model number ending with an
"*" in the device unit creation window, a message indicating that the product name of thereal deviceisto be replaced also appears. Click
the <OK> button.

11.2.21 Device setup

The device setup operation applies the device configuration of the device unit created on the design window to the real device associated
with the device matching operation. To open the device setup window, select [Design] - [Device Setup] from the menu bar, or select the
device setup icon from the toolbar. If designing is performed offsite, login as a privileged administrator to the operation management
server before executing this operation. The device setup window is shown below.

Device Setup §|
Following devices are perform device setup.
Flease verify that the device name, IP address, serial number, and BOX ID
that are currently displayed below match the physical target device.
Compare serial number with that of the label on the device.
fode Device Name IF Address Serial Mo, BOX I Fre
MNeu E3000m200 10.253.232 62 190104 O0E3000#&EF#EEEE EI20 RO AESESEEF L1901 08 S E30000 A |
[
- | Delete
RS bd
l Ok ] [ Cancel ] l Help

The items displayed in the [Mode] are different as follows depending on device creating method and device loading method.

Displayed items Displayed devices

New Devices that newly designed at offsite
Devices that selected "NEW" in [Processing mode] at the device loading procedure

Update Devices that selected "Update" in [Processing mode] at the device loading procedure
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2 See

© 00 0000000000000 00000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCO0COCO0COCO00C0000000000000000S

For the [Processing mode] of the device loading, refer to "11.2.23 Device loading"”.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

& Note

Before starting device setup, be sure to check the following to verify that there are no problems.
* Make surein advance that the real device to which device configuration dataisto be applied is correct.

* For the device that [Mode] is "New", execute the device setup operation after deleting the LogicalVolume by referring the manuals
of the storage device.

+ If the LogicalVolumeisdeleted, all dataof itsLogicaVVolumeis deleted. Make sure in advance that the reconfiguration will not cause
any problems.

The operation procedure is explained bel ow:

1. Thedevice configuration is applied sequentially to real devices from the upper to lower of thelist. Use the <Move up> and <Move
down> button to adjust the order of application. A device that need not be set up can be deleted using the <Delete> button.

2. Click <OK> button to start device setup.

3. The Device Setup Progress Status window is displayed during the device setup. The contents that are set up in the machine, and the
overall device setup progress rate, can be verified in this window.

_ -ﬂlnformation

About the Device Setup Progress Status window:

This window is not displayed, when the storage device is ETERNUS3000, ETERNUS4000 models 80 and 100, or
ETERNUSG6000.

Additionally, the progress status of ETERNUS3000, ETERNUS4000 models 80 and 100, and ETERNUSG000 is not displayed
when there is a mixture of these devices.

4. After the device settings have been configured, the <OK> button in the Device Setup Progress Status window is enabled.

After the device settings have been configured, click the <OK> button in the Device Setup Progress Status window to display the Device
Setup Result window. The data displayed in the device setup result window is as follows:

Device setup result list

The device setup result is displayed for each device. The message displayed at [Setup result] is as follows:

Message Explanation
Normal Device configuration setting is completed.
Unset In this configuration, device configuration data cannot be set in the real device.

Alternatively, device setup was not performed for this device because an error occurred in adevice for which
device setup was attempted earlier.

Error Device setup failed.

The unsupported configuration is not reflected. For details of the supported configuration, refer to "11.1.2 Supported configurations”.
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11.2.22 General verification

The general verification function checks the configuration of the device unit displayed on the design window for problems.

To start genera verification, select [Design]-[Verification All] from the menu or click the general verification icon on the toolbar.

The table below provides a summary of what items are checked and what messages are output as the result of checking. Note that device
setup is possible even if awarning message with a message number of the type 4xxxxx has been displayed.

Checking

Message No.

Message text

When disks are mounted on the ETERNUS3000, check whether
disks are mounted in ascending order of DE numbersin each loop
and also in ascending order of slot numbers beginning from 0 in
each DE.

42520, 42521

Install disksinorder fromdlot 0, starting
with the lower number DEs (loop
ID:X).

Check whether the number of disksmounted onthedevicesatisfies
the requirements.
(ETERNUS3000)

62531, 62532,
62533, 62535

There areinsufficient disks. There must
be at least X.

Check whether the number of disks mounted onthedevicesatisfies
the requirements.

(ETERNUS DX60/DX80, ETERNUS2000, ETERNUS4000,
ETERNUS8000, ETERNUS6000)

62531, 62533,
62536, 62537,
62538, 62541,
62542, 62543,
62546, 62550,
62551, 62553,
62556, 62557,
62558, 62559,

Thereareinsufficient disks. There must
be at least X.

any slot, from the beginning in each DE.
(ETERNUS6000)

62560
Check Whaha the number of disksmounted onthedevicesatisfies | 62552 There are insufficient disks. Check
the requirements. necessary number of Disk
(ETERNUS8000) '
Check whether disks are mounted sequentially, without skipping | 42530

Install the disks starting with the first
one.

Check whether the DEs are mounted continuously.
(ETERNUS3000)

42532, 42533

Theloop ID:X DEswere not installed
in sequence.

configuration, check whether the hot spare of the nearline SATA
disk is mounted.
(ETERNUS2000)

Check whether the DEs are mounted continuously. 42534 . .
(ETERNUS5000) The DEswerenot installed in sequence.
A hot spare disk must be mounted in each loop. Check whether a | 42535 One loop does not contain a hot spare
hot spare disk is missing in any loop. disk.

Wher_w nea_rlme FC disks are mountgd, check whether at least 12 | 42536 Install 12 or more disks that are not
nearline disks (except the system disk) are mounted. nearline FC disks

(ETERNUS6G000) )

Wher_1 nea_rllne FC disksare mountgd, check whether at least 24 42537 Install 24 or more disks that are not
nearline disks (except the system disk) are mounted. nearline FC disks

(ETERNUS6000) )

When the SAS disk is used for RAID group configuration disk, 42538 -

check whether the hot spare of the SAS disk is mounted. ;I'Of:;zot spare of the SAS diskis not
(ETERNUS DX60/DX80, ETERNUS2000) '

When the nearline SATA disk isused for RAID group 42539

Thehot spare of thenearline SATA disk
is not found.
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Checking Message No. Message text

When thefiber channel disk isused for RAID group configuration | 42540

disk, check whether the hot spare of the fiber channel disk is Oneloop does not contain the hot spare

mounted. of the fibre channel disk.

(ETERNUS4000, ETERNUS8000)

When the nearline FC disk is used for RAID group configuration | 42541

disk, check whether the hot spare of the nearline FC disk is One loop does not contain the hot spare

mounted in each loop. of the nearline FC disk.

(ETERNUS4000, ETERNUS8000)

When the nearline SATA disk isused for RAID group 42542

configuration disk, check whether the hot spare of the nearline One loop does not contain the hot spare

SATA disk is mounted in each loop. of the nearline SATA disk.

(ETERNUS4000, ETERNUS8000)

When the nearline SASdisk isused for RAID group configuration | 42544

disk, check whether the hot spare of the nearline SAS disk is The hot spare of the nearline SAS disk

mounted. is not found.

(ETERNUS DX60/DX80, ETERNUS2000)

When SSD is used by the RAID group configuration disk, check _

whether the SSD hot spare is mounted in each loop. 42545 One loop does not define the SSD hot
spare.

(ETERNUS4000, ETERNUS8000)

Check whether two or more disks are mounted in each DE. 62521 Install thetwo detadisksinthefirst slots
of the DE.

E):Z(i( whether the same number of DEsaremountedinindividual | 62522 The number of DEsis different in loop

(ETERNUS3000) ID:0 and loop ID:1.

Check whether disks are mounted in Slots O to 3 of DEOx00. 62523 Install disk between slot 0 and 3in

(ETERNUS3000) DEOXx00.

Check whether DEs are mounted in ascending order of the DE 62529

numbers. . . .

(ETERNUS DX60/DX80, ETERNUS2000, ETERNUSA000, DE is not installed in sequence.

ETERNUSB000)

Check whether the rr_1aX| mum capacny qf the hot spare disk is 62530 One of the hot spare disks i not

greater than the maximum capacity of disks related to workin

RAIDGroups. Check this for each loop. g

Check whether the maximum capacity of the SAS disk defined as | 62544

hot spare is greater than that of the SAS disk used in RAID Hot spare disk with insufficient

Groups. capacity found in SAS disk.

(ETERNUS DX60/DX80, ETERNUS2000)

Check whether the maximum capacity of the nearline SATA disk | 62545

defined as hot spare is greater than that of the nearline SATA disk Hot spare disk with insufficient

used in RAIDGroups. capacity found in nearline SATA disk.

(ETERNUS2000)

Check for each loop whether the maximum capacity of thefibre | 62547 . .

channel disk defined as hot spare is greater than that of the fibre ic:];eflf(i);zrt]?at h;?oﬁczﬁgji? :(b\r’\gth

channel disk used in RAIDGroups. channdl di Skcap y

(ETERNUS4000, ETERNUS8000) '

Check for each loop whether the maxi mum capacity of thenearline | 62548

FC disk defined as hot spare is greater than that of the nearline FC
disk used in RAIDGroups.
(ETERNUS4000, ETERNUSS8000)

One loop that has hot spare disk with
insufficient capacity found in nearline
FC disk.
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Checking Message No. Message text

Check for each loop whether the maximum capacity of thenearline | 62549
SATA disk defined as hot spare is greater than that of the nearline
SATA disk used in RAIDGroups.

One loop that has hot spare disk with
insufficient capacity found in nearline

(ETERNUS4000, ETERNUSS000) SATA disk.

Check whether the maximum capacity of the nearline SASdisk | 62554

defined as hot spare is greater than that of the nearline SAS disk Hot spare disk with insufficient
used in RAID Groups. capacity found in nearline SAS disk.

(ETERNUS DX60/DX80, ETERNUS2000)

Check for each loop whether the maximum capacity of the SSD
defined as hot spare is greater than that of the SSD used in 62561 One loop that defines an SSD hot spare
RAIDGroups. disk with insufficient capacity found.

(ETERNUS4000, ETERNUS8000)

11.2.23 Device loading

The device configuration of a storage deviceis readable from the resource view. When starting up asingle device, log in to the operation
management server with a privileged administrator before operation.

Loading device data...

@ Mode
Processing mode

) Lpdate (Only madified information is canflgureds

() Mewiist the time of an device setup, the composition of real device is initialized at once and all are set up)
The reading method
(%) Only object device is read

() Related device is also read

[ OF ][Oancel][ Help ]

The operation procedure is explained bel ow:
1. Select one of the following modes from [Processing mode]:
Update
When configuration datais set in the device, only the updated portions of the data are set in the device.
New

The device configuration data edited based on the device configuration that has been loaded is set in the real device after the
real device configuration dataisinitialized.

2. Select one of the following methods from [The reading method]:
Only object device is read
Only the device configuration of the specified storage device is |oaded.
Related device is also read
Configuration data for switches and hosts related to the specified storage device is also read.
3. Click the <OK> button.
A storage device in one of the following states cannot be |oaded:

+ Storage device whose device status is other than normal or warning
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+ Storage device using a hot spare disk, which means a storage device in one of the following states:
- A RAIDGroup isusing the hot spare disk.
- The storage device is being copied back.
- The storage deviceis being rebuilt.

+ Storage device within which a LogicalVVolume of LUN concatenation is being created.

11.2.24 Reading and saving a file

Device configuration data created on the design window can be saved by selecting [File] - [Save As] from the menu bar. The device
configuration data thus saved can be read by selecting [Fil€] - [Open] from the menu bar.

QJT Note

If adevice registered on the resource view is selected and started by selecting [To Send] - [Storage Volume Configuration Navigator]
from the pop-up menu, only the device configuration datais allowed to save.

11.3 Messages

This section explains the information, warning, or error messages that Storage V olume Configuration Navigator displays.

11.3.1 Information messages

22520

22520: Could not connect to administrative server.
Explanation

The operation was attempted while the user was not logged in to the operation management server.
Response

Login to the operation management server and then reexecute the operation.
22521

22521: Account information incorrect.

Explanation

The authentication information does not match that in the window in which the device to be loaded was specified.

Response
Match the authentication information, and reload the device.

22522

22522: The device reading to Storage Volume Configuration Navigator that selects the device and was
started cannot be operated.
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Explanation

If adevice registered on the resource view is selected and started by selecting [To Send] - [Storage Volume Configuration Navigator]
from the pop-up menu, reading to the device is alowed by drag and drop.

Response

Perform the deviceload operation after starting Storage V olume Configuration Navigator by selecting it from the Start menu or by clicking
the corresponding desktop icon, or start the storage deviceby selecting [Fil €] - [ Storage V olume Configuration Navigator] from theresource
view.

22523

22523: Error authenticating account. Check username and password.

Explanation

Authentication failed with the entered account information.
Response

Check the user information and password, and then retry the operation.
22526

22526: Only privileged administrators can perform this operation.
Explanation

The specified account information does not indicate a privileged administrator.
Response

Make sure that the account information is of a privileged administrator, and then retry the operation.
22527

22527: xxx is not found on the network. Check specified administrative server is valid.
Explanation

The specified operation management server nameis not found in the network.
Response

Check the operation management server name, and then retry the operation.
22529

22529: Specify logical volume information.
Explanation

Automatic configuration was executed without entering LogicalVVolume information in the auto configuration window.
Response

Enter LogicalVolume information and then execute auto configuration.
22530

22530: Invalid logical volume capacity.
Explanation

Aninvalid value was specified for the LogicalVVolume capacity in the auto configuration window.
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Response

Specify avalid value for the LogicalVolume capacity of the LogicalVVolume information.

22531

22531: Invalid number of logical volumes.
Explanation

Aninvalid value was specified for the number of LogicalVVolumesin the auto configuration window.

Response

Specify avalid value for the number of LogicalVolumes of LogicalVVolume information.

22532

22532: Logical volume could not be assigned to this composition.
Explanation

The number of disksisinsufficient for creating RAIDGroups to which the specified L ogicalV olumes can be assigned.

Response

Add disks to the device.
For areal device, add disksto the real device, execute device loading, and then perform automatic configuration again.

22533

22533: Disk not installed in specified device.
Explanation

No disks are mounted on the device for which automatic configuration is to be performed.

Response

Mount disks on the device.
For areal device, mount disks on the real device, execute device loading, and then perform automatic configuration again.

22534

22534: Logical volume capacity exceeds the maximum capacity.
Explanation

The specified capacity of LogicalVVolumes exceeds the maximum L ogical V olume capacity that can be assigned to the device.
Response

Specify asmaller value for the LogicalVolume capacity.
22535

22535: The number of logical volumes exceeds the maximum that can be assigned to this device.
Explanation

The sum of the specified number of LogicaVolumes and the number of existing L ogical V olumes exceeds the maximum number that can
be assigned to the device.

Response
Reduce the number of LogicalVolumes to be created.
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22536

22536: DE not installed.
Explanation

No DE is mounted on the device. Automatic configuration cannot be executed for a device without a DE.

Response

Mount DEs on the device.
For areal device, modify the real device configuration, execute device loading, and then perform automatic configuration again.

22537

22537: DE composition invalid.
Explanation

The configuration of the DEs mounted on the device contains an error.

Response

Check and correct the DE configuration of the device.
For areal device, correct the real device configuration, execute device loading, and then perform automatic configuration again.

22538

22538: Install disk between slot 0 and 3 in DE0x00.
Explanation
Disks must always be mounted as backup disks in DEOx00 Slot0 to Slot3.

Response

Perform disk operation to mount disksin DEOx00 SlotO to Slot3.
For areal device, modify the real device configuration, execute device loading, and then perform automatic configuration again.

22539

22539: Install disk between slot 0 and 1 in the DE.
Explanation

Disks are not mounted in DEOx10 or expansion DE SlotO and Slot1.

Response

Perform disk operation to mount disksin DEOx10 or expansion DE Slot0 and Slot1.
For areal device, modify the real device configuration, execute device |oading, and then perform automatic configuration again.

22540

22540: Could not find hot spare disk with sufficient capacity.
Explanation

A hot spare disk could not be secured because any disk has a free space exceeding the largest disk capacity, from among the disks already
alocated to the RAIDGroup.

Response

Perform disk operation to mount a disk having a free space exceeding the largest disk capacity among the disks already allocated to the
RAIDGroup.
For areal device, modify the real device configuration, execute device loading, and then perform automatic configuration again.
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22541

22541: RAID group capacity is insufficient.
Explanation

The current capacity of the existing RAIDGroups is insufficient for assigning the specified LogicalVolumes. The number of the RAID
groups allocated the specified LogicalVolume is insufficient. Therefore the number of LogicalVVolume exceeded the number that it is
assigned to the RAID group.

Response
Perform RAIDGroup operation to create a RAIDGroup and then execute automatic configuration. Alternatively, execute automatic
configuration by specifying that a new RAIDGroup be created.

22543

22543: Install the two data disks in the first slots of the DE.
Explanation

Data disks must be mounted in the first two slots of each DE.

Response

Perform disk operation to mount data disks in the first two slots of each DE. System disks are not included.
For areal device, modify the real device configuration, execute device loading, and then perform automatic configuration again.

22555

22555: The number of logical volumes exceeds the maximum that can be assigned per RAID group.
Explanation

The number of LogicalVolumes exceeds the maximum number of LogicalVolumes that can be assigned to a RAIDGroup.
Response

Reduce the number of LogicaVolumes to a number that can be assigned to a RAIDGroup.
22556

22556: Selected disk cannot be used as a hot spare disk.
Explanation

Disks used as backup disks and system disks cannot be used for hot spare disks.
Response

Specify disks other than backup disks and system disks as hot spare disks.
22557

22557: The capacity of the selected disk is insufficient for use as a hot spare disk.
Explanation

The specified disk cannot be defined as a hot spare disk because its capacity istoo small.

Response

For the ETERNUS3000, specify the disk having the largest capacity, from among those mounted on the device.
For the ETERNUS4000, ETERNUS8000 and ETERNUSE000, specify adisk of the same Loop and of the maximum capacity.

22558
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22558: Selected composition invalid. Add the disk to a different loop on the same DA.
Explanation
For aRAID5 configuration of the ETERNUS6000, disks must be selected on the same DA.

Response
Select disks on the same DA. For information about the DA configuration, refer to the ETERNUS6000 SA/SE Handbook.

22559

22559: Device name required.
Explanation

A required device name has not been specified.

Response

Specify adevice name.

22560

22560: Specified device name already in use.
Explanation

An existing device has the same name.

Response

Specify aunique name.

22563

22563: RAID group capacity insufficient.
Explanation

The RAIDGroup does not have sufficient free space for creating the specified LogicalVVolumes.

Response

Reduce the L ogicalVolume capacity.

22564

22564: Maximum number of RAID groups already exist.
Explanation

An attempt was made to create more RAIDGroups than permitted in the device.

Response

Create RAIDGroups within arange not exceeding the maximum number permitted in the device.

22565

22565: Contains unsupported disks.
Explanation

An unsupported disk is mounted on the real device.

Response

Remove the unsupported disk from the real device, and then reload the device.
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22566

22566: Disks must be equally distributed across loops.
Explanation

The disks configuring of a RAIDGroup are not allocated evenly between loops.

Response

Select the disks configuring a RAIDGroup again so that they are allocated evenly.

22567

22567: The specified number of logical volumes cannot be created.
Explanation

The RAIDGroup does not have sufficient free space for creating as many LogicalVolumes as specified.

Response

Create LogicaVolumesin a RAIDGroup that has sufficient free space.

22568

22568: RAID1+0 requires an even number of disks to be assigned to the group.
Explanation
An odd number of diskswere specified although aRAIDGroup with RAID level RAID1+0 must be created with an even number of disks.

Response

Specify an even number of disks to create a RAIDGroup, or add disks so that the total humber of disks making up a RAIDGroup is an
even number.

22569

22569: Selected disk composition not recommended.The recommended composition is 4 per loop ID:0 and
4 per loop ID:1. Continue anyway?

Explanation

The selected disks do not meet a configuration recommended for a RAIDGroup. In consideration of performance and reliability, mount
four diskseachin Loop ID 0 and Loop ID 1.

Response
Mount four diskseachin Loop ID 0 and Loop ID 1. Note that this configuration is not always required.
22570

22570: Selected disk composition not recommended.Recommended composition is 8 or less per loop ID:
0 and loop ID:1 respectively. Continue anyway?

Explanation

The selected disks do not meet a configuration recommended for a RAIDGroup. Eight or more disks are selected for each loop. In
consideration of performance and reliability for this device, assign eight or fewer diskseachto Loop ID O and Loop ID 1.

Response

Assign eight or fewer disks each to Loop ID 0 and Loop ID 1. Note that this configuration is not always required.

22571
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22571: The specified number of disks is not recommended. Recommended composition is 8.Selecting
disks from different loops will enhance performance and reliability. Continue anyway?

Explanation

The selected disks do not meet a configuration recommended for a RAIDGroup. In consideration of performance and reliability, mount
four diskseach in Loop ID 0 and Loop ID 1.

Response

Mount four disks each in Loop ID 0 and Loop ID 1. Note that this configuration is not always required.

22572

22572: The specified number of disks is not recommended. Recommended composition is 16.Selecting
disks from different loops will enhance performance and reliability. Continue anyway?

Explanation

The selected disks do not meet a configuration recommended for a RAIDGroup. In consideration of performance and reliability, allocate
16 or fewer disks evenly in each loop.

Response

Allocate 16 or fewer disks evenly in each loop. Note that this configuration is not always required.

22573

22573: The specified number of disks is not recommended. Recommended composition is 5. Continue
anyway?

Explanation

The selected disks do not meet a configuration recommended for a RAIDGroup. It is recommended to allocate five disks.

Response

Allocate five disks evenly in each loop. Note that this configuration is not always required.

22574

22574: The specified number of logical volumes could not be created because this will cause the total
number to exceed the maximum allowable for the device.

Explanation

The specified number of LogicalVVolumesto be created causes the total number to exceed the maximum allowable number for the device.

Response

Change the number of LogicalVVolumesto be created so that the total number does not exceed the maximum allowable number, and then
retry the operation.

22575

22575: The specified number of disks is not recommended. Recommended composition is 5.Distribute
disks evenly across loop ID:0 and loop ID:1 to enhance performance and reliability. Continue anyway?

Explanation

The selected disks do not meet a configuration recommended for aRAIDGroup. For RAID5, the recommended configuration consists of
five disks, and disks are allocated evenly to loops.

Response

Select five disks for configuring a RAIDGroup in such a way that the disks are alocated evenly to individual loops. Note that this
configuration is not always required.
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22576

22576: Specify the number of logical volumes to create.
Explanation
The number of LogicalVolumes to be created is not specified.

Response

Specify the number of LogicalVolumes and then retry the operation.

22577

22577: Specify the logical volume capacity.
Explanation

The LogicalVolume capacity is not specified.

Response

Specify the LogicalVolume capacity and then retry the operation.

22578

22578: The specified number of disks is not recommended. Recommended composition is 10. Continue
anyway?

Explanation

The number of selected disks does not meet a configuration recommended for a RAIDGroup. The recommended number of disksis 10.

Response

Select 10 disks. Note that this configuration is not always required.

22579

22579: Selected disk composition not recommended. It's also recommended to use disks of the same
capacity. Continue anyway?

Explanation
The capacities of the selected disks are uneven. When the capacities of the disks making up a RAIDGroup are uneven, a RAIDGroup is
configured based on the value of the disk with the smallest capacity. Disks with larger capacities cannot be used effectively.
Response

Configure a RAIDGroup with disks having the same capacities. Note that this configuration is not always required. Refer to the SA/SE
Handbook for details.

22580

22580: Selected disk composition not recommended. It's also recommended to use disks of the same
speed. Continue anyway?

Explanation

The numbers of rotations of the selected disks are uneven. In this case, a RAIDGroup is configured based on the value of the disk with
the smallest number of rotations and this may lead to a performance-related problem. Note that thisis not checked if the configuration of
areal device has been read from afile.

Response

Configure a RAIDGroup with disks having the same numbers of rotations. Note that this configuration is not always required. Refer to
the SA/SE Handbook for details.
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22581

22581 Selected disk composition not recommended. It's also recommended to use disks of the same
capacity and speed. Continue anyway?

Explanation

The capacities and the numbers of rotations of the selected disks are uneven. If the numbers of rotations making up a RAIDGroup are
uneven, a RAIDGroup is configured based on the value of the disk having the smallest number of rotations and a problem may occur in
performance. If the capacities are uneven, aRAIDGroup is configured based on the value of the disk with the smallest capacity and disks
with larger capacities cannot be used effectively.

Note that this matter is not checked if the configuration of area deviceisread from afile.

Response

Configure a RAIDGroup with disks having the same capacities and rotations. Note that this configuration is not always required. Refer
to the SA/SE Handbook for details.

22582

22582: Selected disk composition not recommended. To enhance performance and reliability, distribute
disks evenly across loop ID:0 and loop ID:1. Continue anyway?

Explanation

The selected disks are not allocated evenly in each loop. Taking performance and reliability into consideration, allocate the disksas evenly
as possible.

Response

Select disks again so that the disks are allocated evenly in each loop. Note that this configuration is not always required. Refer to the SA/
SE Handbook for details.

22583

22583: The RAID group cannot be created unless the DA has a redundant configuration.
Explanation
Since the selected disks within the DA are both located on the same path, both disks become unusable in case of afailure in the path.

Response

When using disks in the same DA (when the Loopl D numbers are displayed in the same color), select disks that are located on different
paths. (Select one disk having an even Loopl D number and the other having an odd Loopl D number.)

22584

22584: The specified number of disks is not recommended. Recommended composition is 8. Continue
anyway?

Explanation

The selected number of disks does not meet a recommended configuration. Eight disks are recommended.

Response

Select eight disks and reconfigure the RAIDGroup. Note that this configuration is not always required. Refer to the SA/SE Handbook for
details.

22585

22585: The selected composition cannot be created. Assign the disk to a different loop.
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Explanation
For the ETERNUS6000, disks in the same loop cannot be selected to configure RAID1+0.

Response
Select disks from different loops and retry the operation. Refer to the SA/SE Handbook for details.

22586

22586: RAIDS5 requires that disks be distributed evenly across loops.
Explanation

Deletion failed because deleting disks making up a RAIDGroup results in an unbalanced number of disksin each loop.

Response

Perform deletion so that the numbers of disksin individual loops are equal.

22587

22587: The number of disks assigned to one loop must not exceed half of all disks making up a RAID group.
Explanation

A half or more of the disks configuring aRAIDGroup are specified in oneloop. The number of disks assigned to oneloop must not exceed
half of al disks making up a RAIDGroup.

Response
Specify disks so that the number of disks assigned to one loop is less than half of all disks.

22588

22588: Cannot change the composition of the RAID group that contains logical volumes.
Explanation

A RAIDGroup containing a LogicalVolume cannot be reconfigured.

Response

Delete the L ogical VVolumes and then reconfigure the RAIDGroup.

22589

22589: Selected disk composition not recommended. Selecting disks from a different loop will enhance
performance and reliability.

Explanation
The selected disksare not allocated asrecommended between loops. Distribute disksevenly to loopsfrom the pointsof view of performance
and reliability.

Response

Allocate disks again so that they are distributed evenly to loops. Note that this configuration is not always required.

22590

22590: Hot spare disk with insufficient capacity found on loop ID:0 and loop ID:1.
Explanation

Recovery from adisk error will not be possible because the capacity of the disk configuring the RAIDGroup exceeds that of the existing
hot spare disk.
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Response

Assign to a hot spare disk, the disk having a capacity exceeding that of any disk configuring the RAIDGroup.

22591

22591: Hot spare disk with insufficient capacity found on loop ID:0.
Explanation

Recovery from a disk error will not be possible because the capacity of the disk in Loop ID 0 configuring the RAIDGroup exceeds that
of the existing hot spare disk.

Response

Assign to ahot spare disk in Loop ID 0, the disk having a capacity exceeding that of any disk in Loop ID 0 configuring the RAIDGroup.

22592

22592: Hot spare disk with insufficient capacity found on loop ID:1.
Explanation

Recovery from a disk error will not be possible because the capacity of the disk in Loop ID 1 configuring the RAIDGroup exceeds that
of the existing hot spare disk.

Response

Assign to ahot spare disk in Loop ID 1, the disk having a capacity exceeding that of any disk in Loop ID 1 configuring the RAIDGroup.

22593

22593: A hot spare disk with insufficient capacity was found in the following loops:
Explanation

Recovery from adisk error will not be possible because the capacity of the disk configuring the RAIDGroup exceeds that of the existing
hot spare disk.

Response
Assign to a hot spare disk, the disk having a capacity exceeding that of any disk configuring the RAIDGroup.
22594

22594: RAID1+0 requires an even number of disks on each loop. Delete a disk.
Explanation
When deleting disks configuring a RAIDGroup in the RAID level RAID1+0, delete them so that each loop has the same number of

remaining disks.
Response

Perform deletion again so that each loop has the same number of remaining disks.
22595

22595: Delete a disk to ensure even number, as required for RAID1+0 RAID groups.
Explanation
The number of disks configuring a RAIDGroup in the RAID level RAID1+0 must be an even number.

Response

Perform deletion again so that the number of remaining disks configuring the RAIDGroup becomes an even number.
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22596

22596: Cannot delete disk because that would put the number of disks below the minimum required by
RAID1+0.

Explanation

Deletion failed because the number of disks configuring aRAIDGroup in the RAID level RAID1+0 will be less than the number required
for the minimum allowable configuration.

Response

Perform deletion again so that the number of remaining disks does not become smaller than that required for the minimum allowable
configuration. For details of the number of disks, refer to the SA/SE Handbook for the respective device.

22597

22597: Cannot delete disk because that would put the number of disks below the minimum required by
RAID5.

Explanation

Deletion failed because the number of disks configuring a RAIDGroup in the RAID level RAIDS will be less than the number required
for the minimum allowable configuration.

Response

Perform deletion again so that the number of remaining disks does not become smaller than that required for the minimum allowable
configuration. For details of the number of disks, refer to the SA/SE Handbook for the respective device.

22598

22598: Cannot delete one of the logical volumes.
Explanation
A LogicalVolume used by the server cannot be deleted.

Response
Release the L ogicalVolume from the server and then delete the Logical Volume.
22599

22599: Cannot delete one of the RAID groups.
Explanation

The RAIDGroup cannot be deleted because it contains a L ogicalVVolume that cannot be deleted. Alternatively, the RAIDGroup cannot be
deleted because it is not supported.

Response
An attempt was made to delete the RAIDGroup containing a LogicalVolume being used. Check the system configuration.
22600

22600: RAID group maximum capacity exceeded.
Explanation
Using the selected disks exceeds the maximum capacity allowed for a RAIDGroup.

Response

Reduce the number of selected disks or select disks with smaller capacities to configure a RAIDGroup.
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22601

22601: Selected disk composition not recommended. Use the highest speed disks in the loop as hot spares.
Continue anyway?

Explanation

The sel ected disks do not meet arecommended configuration. Selecting adisk featuring the fastest rotation speed in the loop asahot spare
disk prevents degradation of performance when the hot spare disk isincorporated into the RAIDGroup.

Response
Select the disk featuring the fastest rotation speed in the loop and then retry the operation.

22602

22602: Different size disks cannot be used to create a RAID group.
Explanation

The capacities of the disks making up a RAIDGroup are not the same.
(ETERNUS6000)

Response

Select disks making up a RAIDGroup again in such away that the capacities of individual disks are the same.

22603

22603: Different speed disks cannot be used to create a RAID group.
Explanation

The numbers of rotations of the disks making up a RAIDGroup are not the same.
(ETERNUS6000)

Response

Select disks making up a RAIDGroup again in such away that the numbers of rotations of individua disks are the same.

22604

22604: Disks of different size and speed cannot be used to create a RAID group.
Explanation

The capacities and the numbers of rotations are not equal among the disks making up a RAIDGroup.
(ETERNUS6000)

Response

Select disks making up a RAIDGroup in such away that the capacities and the numbers of rotations are equal among the disks.

22605

22605: Are you sure you want to cancel composition?
Explanation

This message confirms whether the configuration currently displayed can be abandoned to load a new configuration onto the design
window.

Response

If the configuration currently displayed on the design window isrequired, save the configuration into afile and then perform configuration
load operation.
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22606

22606: Specified device already exists. Overwrite?
Explanation

This message confirms whether the configuration displayed on the design window can be overwritten when the device to be loaded isthe
same as the device unit displayed on the window.

Response
If you do not want to overwrite the configuration on the design window, save the configuration into afile and then perform configuration
load operation.

22607

22607: Cannot read from multiple devices simultaneously.
Explanation

More than one device cannot be selected for device load operation.

Response

Specify one device at atime for device load operation.

22608

22608: Device not supported.
Explanation

The device that was specified for device load operation is not supported.

Response

Perform device load operation by specifying a supported device.

22609

22609: Cannot read from device while it is in error state.
Explanation

The device in one of the following states cannot be |oaded:
* The status of the deviceiserror.
* The RAIDGroup is using a hot spare disk.
* Copy-back isin progress.
* Rebuilding isin progress.

+ Storage device within which a LogicalVVolume of LUN concatenation is being created.
Response
Remove the problem cause and then reload the device.
22610

22610: Save composition?
Explanation

Exiting was instructed before saving the configuration on the design window.
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Response

To save the configuration on the design window, click <OK> button.

22617

22617: There is no device on which device matching can be performed.
Explanation

The device used for device matching is not registered with the operation management server.

Response

Register the relevant device with the operation management server and then retry the operation.

22619

22619: There was no device on which device matching could be performed.
Explanation

A device for which device matching has been performed is not found.

Response

Perform device matching and then retry the operation.

22621

22621: No RAID group can be selected.
Explanation
No RAIDGroup exists.

Response

Using the automatic configuration function, create aRAIDGroup to which LogicalVVolumes can be assigned, and then retry the operation.

22622

22622: Data is stored in the logical volume and the RAID group. When the logical volume and RAID group
are deleted, all data contained in these groups will be erased. Continue anyway?

Explanation
This message warns that data will be deleted if aLogicalVolumeis deleted.

Response

Make sure that deleting the specified LogicalVolume causes no problems, and then delete it.

22623

22623: Cannot create RAID group with the selected RAID level using nearline FC disks.
Explanation
Nearline FC disks cannot be used at the selected RAID level.

Response
Confirm disks with which a RAID group of the selected RAID level can be created. For details, refer to the SA/SE handbook.

22625
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22625: Selected disk composition not recommended. Use the highest capacity disks in the loop as the hot
spares. Continue anyway?

Explanation

The selected disk is not configured in the recommended way. For a hot spare disk, select the disk having the largest capacity in the loop.

Response

Select the disk having the largest capacity in the loop, and retry the operation.

22626

22626: RAID group cannot be created for the selected composition.
Explanation
A RAIDGroup cannot be created with the selected disk configuration.

Response
Refer to the SA/SE Handbook, and specify a disk configuration with which a RAIDGroup can be created.

22627

22627: Device cannot be copied because it contains an unsupported RAID group.
Explanation

The from-copy device unit cannot be copied because it contains an unsupported RAID group. RAID levels of the supported RAID group
are RAID1+0, RAID1, RAID5, RAID5+0 and RAIDS.

Response

Unsupported RAID groupswerefound in the storage device configuration when loading the device configuration fromreal devices. Delete
the unsupported RAID groups of thereal devices, rel oad the device configuration, and then execute Copy Device again. Otherwise, create
anew device unit and make copies of it.

22628

22628: Device cannot be copied because it contains a volume consolidation.
Explanation

The from-copy device unit cannot be copied because it contains an unsupported linked volume.

Response

Linked volumeswerefound in the storage device configuration when |oading the device configuration from real devices. Deletethelinked
groups of the real devices, reload the device configuration, and then execute Copy Device again. Otherwise, create a new device unit and
make copies of it.

22629

22629: Device cannot be copied because it contains a mainframe logical volume.
Explanation

The device cannot be copied because the device unit specified as the copy source contains an unsupported mainframe volume.

Response

Unsupported mainframe volumes are found in the storage device configuration because the device configuration was read from actual
devices. Delete the unsupported mainframe volumes in the actual devices, reload the device configuration, and then execute Copy Device
again. Or, create anew device unit and execute Copy Device again using the new device as a copy source.

22630
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22630: Cannot copy device.
Explanation

The device cannot be copied because the device unit specified as the copy sourceisamanual assembly unit or a storage device that cannot
be edited.

Response

A manual assembly unit or a storage device that cannot be edited is found in the device configuration because the device configuration
was read from actual devices. Create a new device unit and execute Copy Device again using the new device as a copy source.

22631

22631: The file does not exist.

Explanation

Thefile to be opened is not found.

Response

Confirm that the file to be opened exists and try to open it again.

22632

22632: File format is not supported.
Explanation

The unsupported format file was saved or opened.

Response

Select a".cnc” file and try to save or open it again.

22633

22633: It cannot create to selected device.
Explanation

The selected device unit cannot be edited. Therefore, you cannot specify the device to add components.

Response
Select the device unit you want to edit on the resource view, load it into Storage V olume Configuration Navigator, and then restart the
job.

22634

22634 It cannot operate other than the device you are editing.
Explanation

If a device registered on the resource view is selected and started by selecting [To Send)] - [Storage Volume Configuration Navigator]
from the pop-up menu, no other storage devices than the storage device specified at start-up are not editable.

Response

Perform the device read operation for the device to be edited by starting Storage VV olume Configuration Navigator by selecting it from the
Start menu or by clicking the corresponding desktop icon, or start the storage device by selecting [File] - [ Storage VVolume Configuration
Navigator] from the resource view.

22635

22635: RAID1 does not allow addition of disks.
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Explanation
No disk can be added in the RAID1 level.

Response
Create anew RAIDL.

22636

22636: Cannot delete disk because that would put the number of disks below the minimum required by
RAID1.

Explanation

No more disks can be deleted because doing so puts the number of disks that constitute the RAID group of RAID1 under the minimum
configuration.

Response

No disks can be deleted because the current disks are required for the minimum configuration. For details of the number of component
disks, refer to the SA/SE Handbook.

22637

22637: Cannot delete one of the disks.
Explanation

Disksin an unsupported RAID level or in aRAID group containing an unsupported L ogicalVVolume cannot be deleted.

Response

Delete the disks in the unsupported RAID level or in the RAID group containing an unsupported L ogicalVolume from the actual device,
and then reread the device.

22638

22638: Device cannot be copied because it contains an MVV logical volume.
Explanation

Copy Device failed because the device unit specified as the copy source contained an unsupported MVV volume.

Response

Unsupported MVV volumes are found in the storage device configuration because the device configuration was read from actual devices.
Delete the unsupported MVV volumes from the actual devices, reload the device configuration, and then execute Copy Device again. Or,
create anew device unit and execute Copy Device again using the new device as a copy source.

22639

22639: Device cannot be copied because it contains an unknown logical volume.
Explanation

Copy Device failed because the device unit specified as the copy source contained an unsupported volume.

Response

Unsupported volumes are found in the storage device configuration because the device configuration was read from actual devices. Delete
the unsupported volumes from the actual devices, reload the device configuration, and then execute Copy Device again. Or, create a new
device unit and execute Copy Device again using the new device as a copy source.

22640

22640: An invalid disk was specified for installation between slot 0 and 3 in DEOxOO.



Explanation

From the disks specified for SlotO through Slot3 of DEOXO, there isadisk that cannot be mounted as a backup disk.

Response

Using disk operation, specify a disk that can be mounted as a backup disk. For information on disks that cannot be mounted as a backup
disk, refer to the "ETERNUS3000 SA/SE Handbook".

22643

22643: Select disks from the same BRT pair.
Explanation

Disksin different pair BRTs (the disks have different Loop ID colors) cannot be sel ected.

Response

Select disksin the same pair BRT (the disks must have the same Loop ID color), and perform the operation again. For details, refer to the
SA/SE handbook.

22646

22646: Cannot add disk to the RAID group with the selected RAID level.
Explanation

Disks cannot be added to a RAID group of the selected RAID level.

Response
Create anew RAID group of the selected RAID level.

22647

22647: Cannot remove disk from the RAID group with the selected RAID level.
Explanation

A disk that is a component of a RAID group of the selected RAID level cannot be deleted.

Response
A disk that is a component of a RAID group of the selected RAID level cannot be deleted.

22649

22649: Select disks from different loop IDs in the BRT pair.
Explanation

The RAID group cannot be created by selecting disks with the same Loop ID in apair BRT (the disks have the same Loop ID color).

Response

Select disks with different Loop IDsin the pair BRT (the disks must have the same Loop ID color), and perform the operation again. For
details, refer to the SA/SE handbook.

22651

22651: Select disks for disk pairs from different loop IDs.
Explanation
Disksthat are to be paired are selected from the same Loop ID.
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Response

Select disks to be paired from the different Loop IDs, and perform the operation again. For details, refer to the SA/SE handbook.

22652

22652: Allocation of the selected disks is not recommended. Disks for disk pairs should be selected from
a different BRT pairs. Continue anyway?

Explanation

Disksto be paired are selected from the same pair BRT (the disks have the same Loop ID color). Select disks to be paired from different
pair BRTs (the disk must have different Loop ID colors).

Response

Perform again the configuration in which disks to be paired are selected from different pair BRTs (the disk must have different Loop ID
colors). However, it is not necessary to always use such a configuration. For details, see the SA/SE handbook.

22654

22654: Allocation of the selected disks is not recommended. Disks should be selected from the same loop
ID. Continue anyway?

Explanation
Disks from different Loop IDs are selected. Allocate disks from the same LooplD.

Response

Perform again the configuration in which disks from the same Loop ID are selected. However, it is not necessary to always use such a
configuration. For details, see the SA/SE handbook.

22655

22655: Allocation of the selected disks is not recommended. An equal number of disks should be selected
from different loop IDs. Continue anyway?

Explanation

Disks from the same Loop ID are selected. Allocate disks evenly from different Loop IDs.

Response

Perform again the configuration in which disks from different Loop IDs are selected evenly. However, it is not necessary to always use
such a configuration. For details, see the SA/SE handbook.

22657

22657: Cannot remove disk. Delete disks such that remaining paired disks are on different loop IDs.
Explanation

Since disks of the same Loop ID areto be paired in this configuration, they cannot be deleted.

Response

Perform the deletion in away that disksto be paired are of different Loop IDs. For details, see the SA/SE handbook.

22658

22658: Disks to be paired are allocated to the same BRT pair. The recommended configuration is the one
in which disks to be paired are allocated to different BRT pairs.
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Explanation

Disks to be paired are allocated from the same pair BRT (the disks have the same LooplD color). The recommenced configuration is the
one in which disks to be paired are allocated in different pair BRTs (the disk must have different LooplD colors).

Response

Reselect disksin away that disksto be paired are of different pair BRTs (the disk must have different LooplD colors). However, it is not
necessary to always use such a configuration. For details, see the SA/SE handbook.

22660

22660: Logical volume capacity is below the minimum.
Explanation

LogicalVolume was specified with a capacity with which creation isimpossible.

Response

Perform the operation in a way that the capacity of the LogicalVVolume to be created becomes no less than the minimum capacity. For
details, see the SA/SE handbook.

22661

22661: Cannot add disk because that would put the number of disks over the maximum required by RAIDG.
Explanation

Asthe number of disks configuring RAID groups in RAID6 becomes larger than the maximum configuration, disks cannot be added.

Response
Disks cannot be added because of the maximum configuration. For details of the maximum configuration, refer to SA/SE handbooks for
respective devices.

22662

22662: Cannot delete disk because that would put the number of disks below the minimum required by
RAIDG.

Explanation

Disks cannot be deleted because the number of disks configuring RAID groups in RAID6 is less than the minimum configuration.

Response

Disks cannot be deleted because of the minimum configuration. For details of the minimum configuration, refer to SA/SE handbooks for
respective devices.

22663

22663: Allocation of the selected disks is not recommended. An equal number of disks should be selected
from different loop IDs. Continue anyway?

Explanation

Arrange disks evenly with different LooplDs.

Response

Retry to make a configuration where disks are evenly selected with different Loopl Ds. In addition, it is not always necessary to make this
configuration. For details, refer to the SA/SE handbook.

22664

22664: The device cannot be copied because it contains the LUNMapping.



Explanation

Since an unsupported LUNMapping exists in adevice unit specified by copy source, device copy is not allowed.

Response

Itiswhen the configurationisbeing read from areal devicethat LUNM apping existsin the configuration of astorage device. After enabling
the security setting for FC port on the real device, read the device configuration again to execute device copy.

22665

22665: The device cannot be copied because it contains the concatenated AffinityGroup.

Explanation

Since an supported AffinityGroup exists in a device unit specified by the copy source, device copy is not allowed.

Response

It is when the configuration is being read from areal device that a concatenated AffinityGroup exists in the configuration of a storage
device. After deleting the concatenated AffinityGroup in the real device, read the device configuration again and execute device copy. In
addition, create a new device unit and retry device copy with the device unit as a copy source.

22666

22666: Cannot delete one of the AffinityGroups.
Explanation

Since a LogicaVVolume with an unallocated LUN is allocated to an AffinityGroup, the AffinityGroup cannot be deleted. Or it cannot be
deleted because of a concatenated AffinityGroup or a AffinityGroup set by the Host AffinityGroup.

Response

The AffinityGroup or concatenated AffinityGroup to which aLogicaVolumein useis allocated is about to be deleted. Check the system
configuration.

22667

22667: An invalid disk was specified for installation. Install same capacity and speed disk between slotO
and 3 in DEOxO0O.

Explanation

The same capacity and speed disk must be installed between slot0 and 3 in DEOxQ0.

Response
The same capacity and number of rotations of a disk must be specified between slot0 and 3 in DEOXQO.

22668

22668: The specified number of disks is not recommended. Recommended composition is 6. Continue
anyway?

Explanation

The specified number of disksis not recommended. Recommended compositionis 6.
Response

The recommendation isto use 6 as the number of disks; however thisis not a requirement.
22669

22669: Hot spare disk with insufficient capacity found in following disk type. Create hot spare disk of
following type.



Explanation

The disk capacity for the created RAID group configuration is greater than the hot space capacity of the existing same disk type so that a
recovery cannot be performed when adisk error occurred.

Response

Define the maximum disk capacity within the device and use SAS and nearline SATA disks as the hot spare.

22670

22670: An invalid disk was specified for installation on following slot.
Explanation

An attempt was made to install aninvalid disk type.

Response
A valid disk type must be specified.

22671

22671: The loop that has hot spare disk with insufficient capacity found in following disk type. Create hot
spare disk of following type in each loop.

Explanation

The disk capacity for the created RAID group configuration is greater than the hot space capacity of the existing same disk type and loop.

Response

Specify the applicable maximum disk space for the type of hot spare disk used in the loop.

22672

22672: Cannot delete logical volumes, because these contain following volume type.
Explanation

The specified logical volume cannot be deleted, because it contains unsupported logical volume.

Response

Specify the logical volume that has no unsupported logical volume, and then re-execute.

22673

22673: Device cannot be copied because it contains following compositions.
Explanation

The Copy Device cannot be executed, because the specified copy destination device unit contains unsupported compositions.

Response

When thedevice configuration hasbeenloaded from actual devices, thereare unsupported compositionsin the storage device configuration.
Deletethe unsupported compositionsfrom the actual devices, reload the device configuration, and then re-execute Copy Device. Otherwise,
create a new device unit, and re-execute Copy Device specifying it with the copy destination.

22674

22674: Invalid format of IP address.

Explanation

The syntax or value of |P addressisinvalid.



Response
Specify avalid value within the range from 0.0.0.0 to 255.255.255.255.

22675

22675: IP address already in use.
Explanation
The device that has the specified | P address already exists.

Response
Specify avalid | P address.

22676

22676: Enter IP address.
Explanation
The IP addressis not set to the device unit.

Response
Specify an |P address.

22677

22677: IP address of the storage was changed.
Explanation
The |P address of the target device has been changed to another | P address.

Response

Turn back the I P address of the target device to avalue at loading, then re-execute.

22678

22678: The another storage which has same IP address is registered.
Explanation

The target deviceis not registered. Another device that has the specified |P address is registered.

Response

Delete the registered information of another device, and register the target device in the same IP address again.

22679

22679: An invalid disk was specified for installation. Install same capacity and speed disk between slotO
and 1 in DEOxO00.

Explanation
The same capacity and speed disk must be installed between slot0 and 1 in DEOXQ0.

Response

The same capacity and number of rotations of a disk must be specified between slotO and 1 in DEOx0O.

22680
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22680: Selected disk composition not recommended. It's also recommended to use disks of the same type.
Continue anyway?

Explanation

The type of the selected disksis uneven. In this case, there is the case that cannot use performance of adisk effectively.

Response

ConfigureaRAIDGroup with disks having the same disk type. Notethat this configurationisnot awaysrequired. Refer tothe"ETERNUS
SF Storage Cruiser SA/SE Handbook" for details.

22681

22681: Cannot add disk because that would put the number of disks over the maximum required by
RAID5+0.

Explanation
The RAID5+0 disk cannot be added because it would exceed the maximum number of disks comprising a RAID group.
Response
The disk cannot be added because of the maximum number of disks that can be configured. For details on the number of disks, refer to

the SA/SE handbooks of each device.

22682

22682:Cannot delete disk because that would put the number of disks below the minimum required by
RAID5+0.

Explanation

The RAID5+0 disk cannot be deleted because there would be less than the minimum number of disks comprising a RAID group.

Response

The disk cannot be deleted because of the minimum number of disks that can be configured. For details on the number of disks, refer to
the SA/SE handbooks of each device.

22683

22683:The specified number of disks is not recommended. Recommended composition is 4. Continue
anyway?

Explanation

The selected number of disksis not the recommended configuration. The recommended configuration is 4 disks.

Response

Select 4 disks and revise the RAID group configuration. Note that it is not absolutely essential to use this configuration.

22684

22684:The specified number of disks is not recommended. Recommended composition is 3. Continue
anyway?

Explanation

The selected number of disksis not the recommended configuration. The recommended configuration is 3 disks.

Response

Select 3 disks and revise the RAID group configuration. Note that it is not absolutely essential to use this configuration.

22685
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22685:Cannot change the composition of the RAID group to that is allocated Dedicated Hot Spare.
Explanation

The configuration of a RAID group that has a dedicated hot spare cannot be changed.

Response

Delete the dedicated hot spare and then change the RAID group configuration.

22686

22686:The cpacity of Dedicated Hot Spare is insufficient.
Explanation
The disk cannot be deleted because the dedicated hot spare has insufficient capacity.

Response
Revise the configuration so that the dedicated hot spare capacity is not less than the minimum capacity for the disks that comprise the
RAID group.

22687

22687:The cpacity of the selected disk is insufficient for use as a Dedicated Hot Spare disk.
Explanation

The specified disk cannot be defined as a dedicated hot spare because it has insufficient capacity.

Response

Specify adisk with capacity greater than or equal to the minimum capacity for the disks that comprise the RAID group.

22688

22688:Dedicated Hot Spare cannot be created.
Explanation
A dedicated hot spare cannot be defined for aRAID group that cannot be edited.

Response
The RAID group configuration cannot be edited at the moment, because it is being read in from the real device.
For details refer to "11.1.2 Supported configurations'.

22689

22689:Cannot delete one of the Dedicated Hot Spare.
Explanation
A dedicated hot spare defined in a RAID group that cannot be edited cannot be del eted.

Response
The RAID group configuration cannot be edited at the moment, because it is being read in from the real device.
For details refer to "11.1.2 Supported configurations'.

11.3.2 Warning messages

42520



42520: Install disks in order from slot 0, starting with the lower number DEs (loop ID:0).
Explanation

When disks are mounted on the ETERNUS3000, check whether disks are mounted in ascending order of DE numbers in each loop and
also in ascending order of slot numbers beginning from 0 in each DE. A disk that fails to satisfy these conditions existsin Loop ID 0.

Response

Mount disks in ascending order of DE numbersin each loop and also in ascending order of slot numbers beginning from 0 in each DE.

42521

42521: Install disks in order from slot 0, starting with the lower number DEs (loop ID:1).
Explanation

When disks are mounted on the ETERNUS3000, check whether disks are mounted in ascending order of DE numbers in each loop and
aso in ascending order of slot numbers beginning from 0 in each DE. A disk that failsto satisfy these conditions existsin Loop ID 1.

Response
Mount disksin ascending order of DE numbersin each loop and also in ascending order of slot numbers beginning from 0 in each DE.
42530

42530: Install the disks starting with the first one.
Explanation
Disks are not sequentially mounted (with some slots skipped) from the beginning in each DE. (ETERNUS6000)

Response

Mount disks sequentially without skipping aslot from the beginning of each DE. For details of the disk mounting method, refer to the SA/
SE handbook.

42532

42532: The loop ID:0 DEs were not installed in sequence.
Explanation
DEs are not continuously mounted in Loop ID 0. (ETERNUS3000)

Response
Mount DEs in ascending order of DE humbersin Loop ID 0 without skipping.
42533

42533: The loop ID:1 DEs were not installed in sequence.
Explanation
DEs are not continuously mounted in Loop ID 1. (ETERNUS3000)

Response
Mount DEs in ascending order of DE numbersin Loop ID 1 without skipping.
42534

42534: The DEs were not installed in sequence.
Explanation
DEs are not continuously mounted. (ETERNUS6000)
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Response

Mount DEs in ascending order of DE numbers.

42535

42535: One loop does not contain a hot spare disk.
Explanation

Although a hot spare disk must be mounted in each loop, a hot spare disk is missing in a certain loop.

Response

Mount a hot spare disk in each loop.

42536

42536: Install 12 or more disks that are not nearline FC disks.
Explanation

The number of disksinstalled in the unit is less than the required number. It is necessary to install required number of disks or more.

Response

When nearline FC disks are mounted, it is necessary that at least 12 nearline disks (except the system disk) be mounted. For real devices,
read the devices after correcting the configuration of the real devices. For details, see the SA/SE handbook.

42537

42537: Install 24 or more disks that are not nearline FC disks.
Explanation

The number of disksinstalled in the unit is less than the required number. It is necessary to install the required number of disks or more.

Response

When nearline FC disks are mounted, it is necessary that at least 24 nearline disks (except the system disk) be mounted. For real devices,
read the devices after correcting the configuration of the real devices. For details, see the SA/SE handbook.

42538

42538: The hot spare of the SAS disk is not found.
Explanation

The maximum capacity of the SAS hot spare disk has not been defined.
Response

Define the maximum disk capacity for the SAS hot spare disk.
42539

42539: The hot spare of the nearline SATA disk is not found.
Explanation

The maximum capacity of the nearline SATA hot spare disk has not been defined.

Response

Define the maximum capacity for the nearline SATA hot spare disk.

42540
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42540: One loop does not contain the hot spare of the fibre channel disk.
Explanation

A RAID group loop has been created without afibre channel hot spare disk.

Response
Define afibre channel hot spare disk (include a maximum capacity) in the RAID Group loop.

42541

42541: One loop does not contain the hot spare of the nearline FC disk.

Explanation
A nearline FC disk RAID group has been created without afibre channel hot spare disk.

Response
.Define afibre channel hot spare disk (include a maximum capacity) in the nearline FC disk RAID group.

42542

42542: One loop does not contain the hot spare of the nearline SATA disk.
Explanation

A nearline SATA disk RAID group has been created without a nearline SATA hot spare disk.

Response
Define a nearline SATA hot spare disk (include a maximum capacity) in the nearline SATA disk RAID group.

42543

42543: There was a composition not reflected in the device

Explanation

The configuration data on the design window may be inconsistent with the actual device configuration. The following unsupported
configuration is not reflected.

+ RAIDO, and related configuration of it

*+ Snap DataVolume

+ SDPV

- MVV

* Logica volume of MVV concatenation

* Mainframe volume

* Logical volume of LUN concatenation

* LUN Mapping, and related mapping of it

* Concatenated AffinityGroup, and related mapping of it

Response
Reload the actual device configuration.

42544

42544: The hot spare of the nearline SAS disk is not found.
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Explanation

The maximum capacity of the nearline SAS hot spare disk has not been defined.
Response

Define the maximum disk capacity for the nearline SAS hot spare disk.
42545

42545:0ne loop does not contain the hot spare of the SSD.

Explanation
An SSD RAID group has been created, but one loop does not have an SSD hot spare defined.

Response
Define a disk as a maximum capacity SSD hot spare in each of the loops created by the SSD RAID group.

11.3.3 Error messages

62000

62000: Unexpected Error occurred. msg
Explanation

An unexpected exception occurred.
Response

Collect this message and other information, and contact your Fujitsu certified service engineer to investigate the issues.
62001

62001: Internal Program Error occurred.

Explanation

Aninternal error occurred.
Response

Collect this message and other information, and contact your Fujitsu certified service engineer to investigate the issues.
62002

62002: Network Error occurred. (node)
Explanation

An error occurred during communication between Manager and the operation target device node ("node" may not be displayed).
Response

Check the network environment for problems.
62056

62056: Timeout error occurred in LogicalVolume format operation.

Explanation

Format processing was instructed to the device but start processing was not completed within the monitoring time.
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Response

Check the formatting condition of the relevant volume. If the formatting has not begun, execute formatting again.

62057

62057: LogicalVolume format operation failed
Explanation

Format processing that was instructed to the device terminated abnormally.

Response

Check the formatting condition of the relevant volume. If the formatting has not begun, execute formatting again.

62101

62101: The device (name) does not supported by the Storage Volume Configuration Navigator
Explanation

A device that was not supported by Storage VVolume Configuration Navigator was specified for operation.

Response

Start operation by specifying a device supported by Storage VVolume Configuration Navigator.

62102

62102: Failed to create the work directory(dir) for the Storage Volume Configuration Navigator.
Explanation

Processing was interrupted because awork directory could not be created.

Response

Check whether an error such as a space shortage occurred in the system volumes on the operation management server.

62103

62103: Failed to create the work file(file) for the Storage Volume Configuration Navigator.
Explanation

Processing was interrupted because awork file could not be created.

Response

Check whether an error such as a space shortage occurred in the system volumes on the operation management server.

62104

62104: Failed to read the work file(file) for the Storage Volume Configuration Navigator.
Explanation

Processing was interrupted because the work file could not be read.

Response

Check whether an error occurred in the system volumes on the operation management server.

62105

62105: Unrecovered error occurred. msg
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Explanation

Processing was interrupted because an unrecoverable error occurred.

Response

Collect the message and other information for an investigation, and contact your Fujitsu certified service engineer.

62121

62121: CMnum not found in the configuration of the storage
Explanation

Regarding the CM module of the target storage device, the actual device configuration does not agree with the defined configuration data.
The configuration data before configuration editing was probably inconsistent with the actual device configuration.

Response

The defined configuration data that was edited cannot be used because it is inconsistent with the actual device configuration. Save the
latest configuration data and edit it again.

62122

62122: CAnuml:Portnum2 not found in the configuration of the storage
Explanation

Regarding the CM module of the target storage device, the actual device configuration does not agree with the defined configuration data.
The configuration data before configuration editing was probably inconsistent with the actual device configuration.

Response
The defined configuration data that was edited cannot be used because it is inconsistent with the actual device configuration. Save the
latest configuration data and edit it again.

62123

62123: The type of CAnum of the storage is type.
Explanation

Regarding the CM module type of the target storage device, the actual device configuration does not agree with the defined configuration
data. The configuration data before configuration editing was probably inconsistent with the actual device configuration.

Response

The defined configuration data that was edited cannot be used because it is inconsistent with the actual device configuration. Save the
latest configuration data and edit it again.

62124

62124: DEnum1:Disknum?2 not found in the configuration of the storage
Explanation

Regarding the disks of the target storage device, the actual device configuration does not agree with the defined configuration data. The
configuration data before configuration editing was probably inconsistent with the actual device configuration.

Response

The defined configuration data that was edited cannot be used because it is inconsistent with the actual device configuration. Save the
latest configuration data and edit it again.

62125

62125: The capacity of DEnum1:Disknum?2 of the storage is num3GB.
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Explanation

Regarding the disk capacity of the target storage device, the actual device configuration does not agree with the defined configuration
data. The configuration data before configuration editing was probably inconsistent with the actual device configuration.

Response
The defined configuration data that was edited cannot be used because it is inconsistent with the actual device configuration. Save the
latest configuration data and edit it again.

62126

62126: The disk type of DEnum1:Disknum?2 of the storage is different.
Explanation

The actual disk type of the storage target disk does not match the type defined in configuration settings.

Response

The edited configuration settings data cannot be used because it conflicts with the configuration of the actual device. Save the previous
configuration data and edit the configuration again.

62130

62130: The configuration data is inconsistent.
Explanation

Processing was interrupted because an inconsistency was detected in the defined configuration data.

Response

Collect the message and other information for an investigation, and contact your Fujitsu certified service engineer.

62131

62131: RAIDGroupnum?2 assigned to LogicalVolumenuml does not exist.
Explanation

Regarding the RAID group of the target storage device, the actual device configuration does not agree with the defined configuration data.
The RAID group configuration of the device was probably changed after the actual device configuration data was saved.

Response

The defined configuration data that was edited cannot be used because it is inconsistent with the actual device configuration. Save the
latest configuration data and edit it again.

62132

62132: The Hot Spare Disk (DEnum1:Disknum?2) is assigned to RAIDGroupnum3.
Explanation

Regarding the disk settings of the target storage device, the actual device configuration does not agree with the defined configuration data.
The disk settings of the device were probably changed after the actual device configuration data was saved.

Response

The defined configuration data that was edited cannot be used because it is inconsistent with the actual device configuration. Save the
latest configuration data and edit it again.

62133

62133: Dynamic reconfiguration function was not started.
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Explanation

Dynamic reconfiguration processing was instructed to the storage device but start processing was not completed within the monitoring
time.

Response

Collect the message and other information, and contact your Fujitsu certified service engineer to investigate the issues.

62134

62134: Dynamic reconfiguration change does not become effective.
Explanation

Dynamic reconfiguration processing that was instructed to the storage device was interrupted because an error response was made.

Response

Collect the message and other information, and contact your Fujitsu certified service engineer to investigate the issues.

62135

62135: The function(%1) does not supported by the Storage Volume Configuration Navigator.
Explanation
The function (%1) is not supported by the Storage V olume Configuration Navigator.
%01 includes the following function.
+ "Joint AffinityGroup"
Indicates concatenated affinity group functions.
* "Thin Provisioning"

Indicates Thin Provisioning functions.

Response
Respond in accordance with the function included in %1.
+ Joint AffinityGroup:

The configuration at the Storage VVolume Configuration Navigator is not changeable.
Change the configuration with reference to the Storage device manual.

* Thin Provisioning:

The configuration at the Storage V olume Configuration Navigator is not changeable.
Change the configuration with reference to the Storage device manual.

62137

62137: The devices, RAID cannot be putting set for the ECO Mode.
Explanation

Since the device or RAID was in Ecomode, processing was aborted.

Response

After cancelling Ecomode of the device or RAID, resume the operation.

62138

62138: Because the setting of Storage Migration exists, it is not possible to set it.
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Explanation

The device setting can not be done, because the port of FC-Initiator exists.

Response

Change the port besides FC-Initiator, and then do the device setting again.

62145

62145: The main frame volume already exists in the storage.
Explanation

A new configuration cannot be set up because a mainframe volume exists in the storage device.

Response

Storage Volume Configuration Navigator does not permit a mainframe volume configuration aready existing at the time of the new
configuration setup to be deleted. Del ete the mainframe volume whilereferring to the storage device manual, and re-execute this operation.

62146

62146: The main frame volume (LogicalVolumenum)exists in the RAIDGroup.
Explanation

Reconfiguration was attempted for the RAID group containing the mainframe volume.

Response
Storage V olume Configuration Navigator does not permit the mainframe volume to be reconfigured. Reconfigure it while referring to the
storage device manual .

62147

62147: LogicalVolume exists in storage.
Explanation

A new configuration cannot be set up because a L ogicalVolume existsin the target device.

Response

Storage Volume Configuration Navigator does not permit a LogicalVolume configuration already existing at the time of the new
configuration setup to be deleted. Delete the LogicalV olume while referring to the storage device manual, and re-execute the operation.

62150

62150: Specified RAIDGroup cannot be registered.
Explanation

A RAID group could not be created because of a disk status error.
Response

Check the storage device for disk status errors. If an error is found, maintain the relevant disk drive and then re-execute the operation.
62151

62151: Specified LogicalVolume cannot be registered.
Explanation

A LogicalVolume could not be created because of a RAID group status error.
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Response
Check the storage device for RAID group status errors. If an error is found, maintain the relevant RAID group and then re-execute the
operation.

62152

62152: Specified HotSpare cannot be registered.
Explanation

HotSpare could not be created because of a disk status error.

Response

Check the storage device for disk status errors. If an error is found, maintain the relevant disk drive and then re-execute the operation.

62153

62153: Specified RAIDGroup cannot be deleted.
Explanation

The RAID group could not be deleted because of a RAID group status error.

Response
Check the storage device for RAID group status errors. If an error is found, maintain the relevant RAID group and then re-execute the
operation.

62154

62154: Specified LogicalVolume cannot be deleted.
Explanation

A LogicalVolume could not be deleted because of a RAID group or LogicalVolume status error.

Response

Check the storage device for RAID group or LogicalVolume status errors. If an error is found, maintain the relevant RAID group or
LogicalVolume and then re-execute the operation.

62155

62155: Specified HotSpare cannot be deleted.
Explanation

HotSpare could not be deleted because of a disk status error.

Response

Check the storage device for disk status errors. If an error is found, maintain the relevant disk drive and then re-execute the operation.

62521

62521 Install the two data disks in the first slots of the DE.
Explanation

A DE consists of fewer than two disks. Two or more disks must be mounted on each DE.

Response

Perform disk operation to mount data disks in the first two slots of each DE. System disks are not included.
For areal device, modify the real device configuration and then execute device loading.
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62522

62522: The number of DEs is different in loop ID:0 and loop ID:1.
Explanation
The same number of DEs should be mounted in each loop but is not. (ETERNUS3000)

Response

Mount the same number of DEs in each loop.

62523

62523: Install disk between slot 0 and 3 in DE0x00.
Explanation
Disks should be mounted as backup disksin slots 0 to 3 of the DEOX00 but are not.

Response
Mount disksin DEOx00 slots 0 to 3.

62524

62524: Device matching failed.
Explanation

An error occurred in the operation management server during device matching.

Response

Make sure that the operation management server operates normally.

62525

62525: Device setup not complete on one device.
Explanation

The relevant device cannot be set up because an error occurred before setup.

Response

Remove the error cause and retry the operation.

62526

62526: Internal program error.
Explanation

An internal inconsistency occurred in the Storage V olume Configuration Navigator.

Response

Write down this message and contact your Fujitsu engineer.

62527

62527: Could not read definition file.
Explanation

The configuration definition file could not be loaded.
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Response
Write down this message and contact your Fujitsu engineer.
62528

62528: Error in definition file.
Explanation

The configuration definition file may have been destroyed.
Response

Write down this message and contact your Fujitsu engineer.
62529

62529: DE is not installed in sequence.
Explanation

DEs are not mounted in ascending serial order of the DE numbers (ETERNUS DX60/DX80, ETERNUS2000, ETERNUS4000 and
ETERNUSS8000).

Response
Mount DEs in ascending serial order of the DE numbers.
62530

62530: One of the hot spare disks is not working.
Explanation

A hot spare disk was defined but did not function as a hot spare disk because its capacity was too small.
Response

Define the disk with the largest capacity in the loop as a hot spare disk.
62531

62531: There are insufficient disks. There must be at least 4.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.
Response

Mount four or more disks. For areal device, correct the configuration of the real device and then perform device loading.
62532

62532: There are insufficient disks. There must be at least 5.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount five or more disks. For areal device, correct the configuration of the real device and then perform device loading.

62533

62533: There are insufficient disks. There must be at least 8.
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Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount eight or more disks. For areal device, correct the configuration of the real device and then perform device loading.

62535

62535: There are insufficient disks. There must be at least 20.

Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount 20 or more disks. For areal device, correct the configuration of the real device and then perform device loading.

62536

62536: There are insufficient disks. There must be at least 16.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount 16 or more disks. For areal device, correct the configuration of the real device and then perform device loading.

62537

62537: There are insufficient disks. There must be at least 32.

Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount 32 or more disks. For areal device, correct the configuration of the real device and then perform device loading.

62538

62538: There are insufficient disks. There must be at least 128.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount 128 or more disks. For areal device, correct the configuration of the real device and then perform device loading.

62539

62539: Exception occurred.
Explanation

An unexpected exception occurred.

Response

Troubleshoot by referring to thefollowing section in themanual below to collect necessary data, and then call your Fujitsu systemsengineer
(SB).
"ETERNUS SF Storage Cruiser User Guide" 9.1.1.1 How to collect data for trouble investigation
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62540

62540: IOException occurred.
Explanation

An |/O exception occurred. Any attempt to open afilewill fail when the file is being opened. Any attempt to save afile will fail when the
fileis being saved.

Response
Check the target directory authority of the file.
62541

62541: There are insufficient disks. There must be at least 176.
Explanation

The required number of disks mounted on the device is not met. More than the required number of disksis required.
Response

Mount 176 or more disks. In case of areal device, correct the configuration of the real device before device read.
62542

62542: There are insufficient disks. There must be at least 184.
Explanation

The required number of disks mounted on the device is not met. More than the required number of disksis required.
Response

Mount 184 or more disks. In case of areal device, correct the configuration of the real device before device read.
62543

62543: There are insufficient disks. There must be at least 192.
Explanation

The required number of disks mounted on the device is not met. More than the required number of disksis required.
Response

Mount 192 or more disks. In case of areal device, correct the configuration of the real device before device read.
62544

62544: Hot spare disk with insufficient capacity found in SAS disk.
Explanation

The capacity of the hot spare in the defined SAS disk isinsufficient so that the disk does not work as the hot spare.
Response

Define the correct maximum capacity for the SAS hot spare disk.
62545

62545: Hot spare disk with insufficient capacity found in nearline SATA disk.
Explanation

The capacity of the hot spare in the defined nearline SATA disk isinsufficient so that the disk does not work as the hot spare.
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Response

Define the correct maximum capacity for the nearline SATA hot spare disk.

62546

62546: There are insufficient disks. There must be at least 6.

Explanation

The minimum number of disks (6) has not been mounted.

Response
Mount at lest 6 disks. Check the configuration of the actual device and then reload the device.

62547

62547: One loop that has hot spare disk with insufficient capacity found in fibre channel disk.
Explanation

The capacity of the fibre channel hot spare disk is smaller than the capacity defined in the RAID Group on the same |oop.

Response

Define the correct maximum capacity for the fibre channel hot spare disk.

62548

62548: One loop that has hot spare disk with insufficient capacity found in nearline FC disk.

Explanation

The capacity of the nearline FC hot spare disk is smaller than the capacity defined in the RAID Group on the same loop.

Response

Define the correct maximum capacity for the nearline FC hot spare disk.

62549

62549: One loop that has hot spare disk with insufficient capacity found in nearline SATA disk.
Explanation

The capacity of the nearline SATA hot spare disk is smaller than the capacity defined in the RAID Group on the same loop.

Response

Define the correct maximum capacity for the nearline SATA hot spare disk.

62550

62550: There are insufficient disks. There must be at least 136.

Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount 136 or more disks. For areal device, correct the configuration of the real device and then perform device loading.

62551

62551: There are insufficient disks. There must be at least 144.
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Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.
Response

Mount 144 or more disks. For areal device, correct the configuration of the real device and then perform device loading.
62552

62552: There are insufficient disks. Check necessary number of Disk.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount the number of requirement or more disks. For areal device, correct the configuration of the real device and then perform device
loading.

62553

62553: There are insufficient disks. There must be at least 2.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.
Response

Mount two or more disks. For areal device, correct the configuration of the real device and then perform device loading.
62554

62554: Hot spare disk with insufficient capacity found in nearline SAS disk.
Explanation

The capacity of the hot spare in the defined nearline SAS disk is insufficient so that the disk does not work as the hot spare.
Response

Define the correct maximum capacity for the nearline SAS hot spare disk.
62556

62556: There are insufficient disks. There must be at least 28.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.
Response

Mount 28 or more disks. For areal device, correct the configuration of the real device and then perform device loading.
62557

62557: There are insufficient disks. There must be at least 64.

Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.

Response

Mount 64 or more disks. For areal device, correct the configuration of the real device and then perform device loading.
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62558

62558: There are insufficient disks. There must be at least 72.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.
Response

Mount 72 or more disks. For areal device, correct the configuration of the real device and then perform device loading.
62559

62559: There are insufficient disks. There must be at least 80.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.
Response

Mount 80 or more disks. For areal device, correct the configuration of the real device and then perform device loading.
62560

62560: There are insufficient disks. There must be at least 88.
Explanation

The number of disks mounted on the device does not satisfy the requirements. More disks must be mounted.
Response

Mount 88 or more disks. For areal device, correct the configuration of the real device and then perform device loading.
62561

62561:0ne loop that has hot spare disk with insufficient capacity found in SSD.
Explanation

The capacity of the defined SSD hot spare is smaller than the disk capacity for disks comprising the RAID group of the same loop.

Response

Define an SSD as a maximum capacity hot spare within the loop.
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IChapter 12 Command References

This chapter explains how to use commands.

12.1 [Solaris OS Version] Administrative Server Commands

This section explains command operations on the Solaris OS Administrative server.

12.1.1 Commands for operating environment management

The following sections explain the commands for managing the operating environment.

12.1.1.1 Administrator login account creation command (scsetup)

NAME

scsetup - creates administrative login account

SYNOPSIS

[ opt/ FJSVssmgr/ bi n/ scset up

DESCRIPTION

This command sets administrative login account and performs creation of a CLI encryption key.
Only OS administrator (root) user can execute this command. This command only can execute when admin server stop. Refer to0"12.1.2.2
Starting and stopping the daemons of the administrative server at specific times" for the detail information.

OPTIONS

None.

USAGE

This command set the parameter by the following interface.

Input a new CLI crypt key [l ength:4-56]: any key
Are you sure? [y,n,q?] vy

I nput a new user nane [l ength:1-16]: usernane

I nput a new password [l ength:1-16]: password

Ret ype a new password [l ength: 1-16]: password

Are you sure? [y,n,q?] vy
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CLI encryption key

Please enter the CLI encryption key to be used (between 4 and 56 characters). Double-byte characters, single-byte aphanumerical
characters, symbols, and strings composed entirely of single or double-byte characters can be used. Notice that CLI encryption is
required for ETERNUS SF Storage Cruiser internal use only, and users don't have to remember the key.

Username

Enter the user name of the login account for administrators (between 1 and 16 characters). The name must start with an aphabetic
character, and aphanumerical characters (including underscores, " ", periods, ""., and hyphens, "-") can be used.

Password

Enter the password of the login account for administrators (between 1 and 16 characters). The password is a string of aphanumerical
characters and symbols, but can not start with "{".

Password confirmation

For password confirmation, enter the password of the administrator again.

EXAMPLES

# [ opt/ FISVssngr/ bi n/ scset up

12.1.1.2 SNMP Trap transmission place IP address change command (sanadmsh
chtraprcvip)

NAME
sanadmsh chtraprevip - changes SNMP Trap transmission place | P address

SYNOPSIS

/ opt/ FISVssngr/ bi n/ sanadnsh chtraprcvip -h
[ opt/ FISVssngr/ bi n/ sanadnsh chtraprcvip -all -oldip XXX.XXX. XXX. XXX [-newi p yyy.yyy.yyy.yyyl
[ opt/ FISVssngr/ bi n/ sanadmsh chtraprcvip Devicel D -ol di p XXX. XXX. XXX. XXX [-newi p yyy.yyy.Vyyy.vyyy]

DESCRIPTION

After the IP address of the administrative server is changed, delete the old IP address of the administrative server that is the SNMP Trap
transmission place from the devices registered with this software, and add the new IP address. Only OS administrator (root) user can
execute this command.

Although the SNMP Trap transmission place setting for a device may be changed with the Management Software on the device, this
software provides this command to facilitate changing of the transmission place.

OPTIONS
-h
Displays help about the argument format of this command.
-all

Applies SNMP Trap transmission place setting to all devices managed by this software. Executing the command specified with this
argument outputs device names and execution results in execution order to the standard output. If the administrative server has more
than one | P address, for example, if the management server is connected to multiple subnets, a device may not be set with the correct
SNMP Trap transmission place. After this setting is performed, check whether the correct administrative server addressiis set as the
SNMP Trap transmission place setting on the device side.
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DevicelD

Applies SNMP Trap transmission place setting to the limited devices. Specify the device type according to the following tables.
Afterwards, specify how to recognize the device.

Device type Device recognition method (one of which must be specified)

-host
-storage PXOOCXXX XXX XXX
-library
-switch
-hub nickname: Device management name that is set for this software.
-bridge

sysname: SysName name of adevice SNMP setting

-oldip XXX.XXX.XXX.XXX

Specify the old IP address of the administrative server. Delete this | P address from the SNMP transmission place address of managed
devices.

-Newip yyy.yyy.yyy.yyy
Specify the new IP address of the new administrative server. Add this IP address to the SNMP transmission place address. If this
argument isomitted, the | P address of the new administrative server isautomatically specified. It isrecommended to enter theargument
considering the administrative server that has multiple IP afddresses.

USAGE

Execute the command after changing the | P address of Manager. The command may be executed for all devices managed by this software
by the one command or for a specific device.

Devices that can be targets of the command are devices for which SNMP Trap transmission place settings can be defined automatically
from this software.

The monitoring status of every target device must be normal.

EXAMPLES

* Execute the SNMP Trap transmission place change on all managed devices that can automatically execute SNMP Trap transmission
place setting.

# [ opt/ FISVssngr/ bi n/ sanadnsh chtraprcvip -all -oldip 10.10.10.10 -new p 20.20. 20. 20

* Execute the SNMP Trap transmission place change on server nodes that sysname is defined in host1.

# [ opt/ FISVssngr/ bi n/ sanadnmsh chtraprcvi p - host sysnane: host1 -ol di p 10. 10. 10. 10 - newi p 20. 20. 20. 20

12.1.1.3 SN200 (Brocade), PRIMERGY Fibre Channel switch blades SNMP Trap test
(swtraptest)

NAME
swiraptest - tests of SNMP Trap

SYNOPSIS

[ opt/ FISVssngr/ bin/ swtraptest fibre-channel-switch-ip-address
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DESCRIPTION

This command checks whether this software can receive an SNMP Trap correctly, display an event, and cooperate with Systemwalker
Centric Manager and Shell.

A simulated Fibre Channel switch SNMP Trap (FC Port fault) is created and issued to the administrative server.

For fibre-channel-switch-ip-address, specify the IP address of the Fibre Channel switch which is to check the SNMP trap setting by this
command.

The Fibre Channel switch must be a device managed by this software.

OPTIONS

None.

EXAMPLES
+ Executing this command for a Fibre Channel switch whose IP addressis 11.11.11.11

# /opt/FJISVssngr/bin/swraptest 11.11.11.11

NOTES

Even theinput IP addressis not for a FC device, this command can be executed.
In this case, it executes as the event of device which IP addressisinput.

12.1.1.4 ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000
series, ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000,
ETERNUS6000 and ETERNUS GR series SNMP Trap test (grtraptest)

NAME
grtraptest - tests of SNMP Trap

SYNOPSIS

/opt/ FJSVssngr/ bin/grtraptest storage-ip-address

DESCRIPTION

This command checks whether this software can receive an SNMP Trap correctly, display an event, and cooperate with Systemwalker
Centric Manager and Shell.

The administrative server internally generates pseudo SNMP traps (FAN fault) of the ETERNUS DX60/DX80/DX90, ETERNUS DX400
series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000 and ETERNUS
GR series, and issues them to the administrative server itself.

For storage-ip-address, specify the | P address of the storage which is to check the SNMP trap setting by this command.
The storage device must be a device managed by this software.

OPTIONS

None.

- 369 -



EXAMPLES
* Executing the command for a storage device whose |P addressis 12.12.12.12

# /opt/FJSVssngr/bin/grtraptest 12.12.12.12

NOTES

Even the input IP address is other than ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series,
ETERNUS2000, ETERNUS4000, ETERNUSB8000, ETERNUS3000, ETERNUS6000, ETERNUS GR series, this command can be
executed.

In this case, it executes as the event of device which IP addressisinput.

12.1.1.5 Host affinity and zoning operation command (storageadm zone)

NAME
storageadm zone - operates the host affinity and Fibre Channel switch zoning

SYNOPSIS

[ opt/ FJSVssngr/ sbi n/ st orageadm zone add -storage cawwpn, af fini tygroup - hba hbawwn
[ opt/ FJSVssngr/ sbi n/ st orageadm zone del ete -storage cawwn, affinitygroup -hba hbawypn
[ opt/ FJSVssngr/ sbi n/ st orageadm zone info [-ipaddr ipaddr[,ipaddr,...]]

DESCRIPTION

Thiscommand is used to set/del ete/display the storage device host affinity and Fibre Channel switch zoning. Only OS administrator (root)
user can execute this command.

Specify the storage device CA WWPN, affinity group, and WWPN of the set HBA in the command parameter to set/delete the storage
device host affinity and Fibre Channel switch zoning. The set host affinity and zoning is also displayed.

The target storage device and Fibre Channel switch must be devices managed by this software.

OPERANDS
add
This sets the host affinity and zoning.
delete
This deletes the host affinity and zoning.
info
This displays the host affinity and zoning.
-storage cawwpn,affinitygroup
Specify the storage device CA WWPN and affinity group for which the host affinity is set or deleted.
-hba hbawwpn
Specify the WWPN of the HBA set for host affinity and zoning.
-ipaddr ipaddr[,ipaddr,...]
Displays the host affinity information set in the specified | P address, Fibre Channel switch zoning information, or storage device CA.
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To display more than one item of storage device information, specify the |P address using acomma (",").

If this omitted, al the storage device and Fibre Channel switch information registered in this software is displayed.

EXAMPLES

* Adding the host affinity and zoning

# [ opt/ FISVssngr/ sbin/ st orageadm zone add -storage 1111111111111111, 3 -hba 2222222222222222

+ Deleting the host affinity and zoning

# [ opt/ FJSVssngr/ sbi n/ st orageadm zone delete -storage 1111111111111111, 3 -hba 2222222222222222
+ Displaying the host affinity and zoning

# [ opt/ FISVssngr/ sbi n/ st orageadm zone info
<<< FC Switch Zone Infornation >>>

DEVI CE_NAME( | P_ADDRESS) ZONE_NANME ZONE_WAPN
Swi t ch1( 10. 10. 10. 10) SNM 0001 1111111111111111; 2222222222222222
SNM 0002 3333333333333333; 4444444444444444

<<< FC CA Zone Information >>>
DEVI CE_NAME( | P_ADDRESS) CA_WAPN AFFI NI TY_GROUP HBA_WAPN

NOTES

+ The storage device and Fibre Channel switch for which set/delete/display is performed must have been registered in this software.
This command cannot be used to register Fibre Channel switchesif zoning has not been set. Create atemporary zone and then register
the Fibre Channel switch in this software. For details on creating atemporary zone, refer to "4.2.1.1 Setting".

* Please execute this command after confirming the state of the server is below. (When the server where HBA specified for "-hba"
option isinstalled is registered in this software.)

- The server had to have started when "Add" option was specified.
- The server had to have stopped when "Delete" option was specified.
* Fibre Channel switch zoning is set for the Fibre Channel switch connected to the specified storage device CA.

*+ The Fibre Channel switch and storage device must be connected using a Fibre Channel cable. If the Fibre Channel cable is not
connected, Fibre Channel switch zoning is not set. Connect the Fibre Channel cable, and then re-execute the command.

* Zonesettings (creation of the AffinityGroup) must be configured inthe ETERNUS disk array devicein advance, using StorageVolume
Configuration Navigator or ETERNUSmMgr.

*+ Only the ETERNUS SN 200 (except model 250M) and Brocade (except AP7420) Fibre Channel switch and PRIMERGY fibre channel
switch blades are supported.

For ETERNUS V S900 model 300, only "info" operand is supported. When ETERNUS V S900 model 300 is specified at the "info"
operand, the WPN of the virtual initiator of ETERNUSV S900 model 300 is displayed on the HBA_WWHPN line of <<< FC CA Zone
Information >>>.

+ The following conformation message is output when "delete" is specified. To continue, enter 'y'. To cancel, enter 'n'.

Are you sure? [y/n]:
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12.1.1.6 Performance information operation command (storageadm perfdata)

NAME

storageadm perfdata - operates the performance information

SYNOPSIS

[ opt/ FJSVssngr/ sbi n/ st orageadm perfdata export outdirnanme -ipaddr ipaddr [-date start_tinge[-

end_tine]]

DESCRIPTION

This command outputs the performance information of the storage devices and Fibre Channel switches. Only OS administrator (root) user
can execute this command.

By specifying the IP address of the device that outputs the performance information and the date in the command operand, the storage
device and Fibre Channel switch performance information is output in CSV format.

Thetarget storage device and Fibre Channel switch must be devices managed by this software when performance monitoring is either still
running or aready completed.

The supported devices are as follows.

* ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUSA4000 (except
models 80 and 100) and ETERNUS8000

* The Fibre Channel switches and Fibre Channel switch blades which support the performance monitoring.

The details of CSV files are as follows.

The port information of Fibre Channel switch

Items Explanation
File name PORT.csv
Header line + Case of ETERNUS SN200 series or Brocade Fibre Channel switch
Date,PortX - Tx Throughput, PortX - Rx Throughput, PortX - CRC Error, ...
+ Case of ETERNUS SN200 MDS series
Date,PortX - Tx Throughput, fcX/X - Rx Throughput, fcX/X - CRC Error, ...
Dataline date port0s,port0r,portOe. ... ,portNs portNr,portNe

Thefollowing information is output for each field. (After dafeg the information is repeated for the actual number
of ports.)

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

portOs: PortO Transfer rates of send data at dare(Decimal notation. The unitis MB/S.)

portOr: PortO Transfer rates of receive data at dafe(Decimal notation. The unit isMB/S.)

portOe: PortO Number of CRC errors at date(Decimal notation. The unit is Count.)

portNs: PortN Transfer rates of send data at dafe(Decimal notation. The unit is MB/S.)

portNr: PortN Transfer rates of receive data at date(Decimal notation. The unit is MB/S.)

portNe: PortN Number of CRC errors at gafe(Decimal notation. The unit is Count.)

The CM performance information of storage device

ETERNUS DX60/DX80/DX90, ETERNUS2000, ETERNUSA4000 models 300 and 500, ETERNUSB8000 models 700, 900, 1100

and 2100
Items Explanation
File name CM.csv
Header line Date, CMOxXX:CPUX - CPU Use Rate, CMOxXX:CPUX - Copy Remain, ...
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Items Explanation

Dataline aate CMO0Ou,CMO0r, ... ,CMNNu, CMNNr

Thefollowing information is output for each field. (After dafe theinformation isrepeated for the actual number
of CMs))

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

CMOOu: CM0x00:CPUO (*1) CPU Load at dare(Decimal notation. The unit is %.)

CMOOr: CM0x00:CPUO (*1) CM Copy remaining amount at aafe(Decimal notation. The unit is GB.)
CMNNu: CMOXNN:CPUN (*1) CPU Load at date(Decimal notation. The unit is %.)

CMNNr: CMOXNN:CPUN (*1) CM Copy remaining amount at dafe(Decimal notation. The unit is GB.)

*1: The CPU number is not output when the storage deviceis ETERNUS DX60/DX80/DX90 or ETERNUS2000.

ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS4000 models 400 and 600, ETERNUS8000 models 800, 1200
and 2200

Items Explanation

File name CM/nnnn.csv

(nnnnindicates the CM number by hexadecimal notation. CM numbers are assigned in ascending order, starting
with 0000 for the lowest CM CPU number in the device.

CMOx0 CPUOQ is 0000,

CMOx0 CPU1 is 0001,

CMOx1 CPUO is 0002,

CMOx1 CPU1 is 0003,

CMOx7 CPUO is 000E,
CMOx7 CPU1 is 000F.)

Header line Date, CMOxXX:CPUX - CPU Use Rate, CMOxXX:CPUX(ROE) - CPU Use Rate, CMOxXX:CPUX - Copy
Remain
Dataline date cpu,roereman

The following information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

¢cpu: CMOxXX:CPUX CPU Load at dare(Decimal notation. The unit is %.)

roe: CMOxXX:CPUX ROE Load at dare(Decimal notation. The unit is %.)

remain: CMOxXX:CPUX CM Copy remaining amount at aafe(Decimal notation. The unit is GB.)

The LogicalVolume performance information of storage device

Items Explanation

File name LogicalVolume/ nnnn.csv
(nnnnindicates the LogicalVolume number by hexadecimal notation.)

Header line Date, LogicalVolumeOxX XXX - Read |OPS, LogicaVolumeOxX XXX - Write |OPS, LogicaVolumeOxX XXX
- Read Throughput, LogicalVolumeOxX XXX - Write Throughput, LogicaVolumeOxX XXX - Read Response
Time, LogicalVolumeOxX XXX - Write Response Time, LogicalVolumeOxX XXX - Read Cache Hit Rate,
LogicaVolumeOxX XXX - Write Cache Hit Rate, LogicalVolumeOxX XXX - Prefetch Cache Hit Rate,

Dataline aate read,write through-r, through-w, resp-r,resp-w, hit-r, hit-w, fetch

Thefollowing information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read: Read Count at date(Decimal notation. The unit is IOPS.)

write: Write Count at date(Decimal notation. The unit is IOPS.)

through-r: Read datatransfer rate at date(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dare(Decimal notation. The unit is MB/S.)
resp-r: Read Response Time at agafe(Decimal notation. The unit is msec.)

resp-w . Write Response Time at dafe(Decimal notation. The unit is msec.)

hit-r: Read Cache Hit Rate at dafe(Decimal notation. The unit is %.)
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Iltems

Explanation

hit-w: Write Cache Hit Rate at gafe(Decimal notation. The unit is %.)
fetch: Read Pre-fetch Cache Hit Rate at dare(Decimal notation. The unit is %.)

The RAIDGroup performance information of storage device

Items Explanation

File name RAIDGroup/ nnnn.csv
(nnnnindicates the RAIDGroup number by hexadecimal notation.)

Header line Date, RAIDGroupOxOxX XXX - Read IOPS, RAIDGroupOxOxX XXX - Write |OPS, RAIDGroupOXOxXXXX -
Read Throughput, RAIDGroup0x0xX X X X - Write Throughput, RAIDGroupOx0xX X X X - Read Response Time,
RAIDGroupOx0OxXXXX - Write Response Time, RAIDGroupOx0OxX XXX - Read Cache Hit Rate,
RAIDGroupOx0OxXXXX - Write Cache Hit Rate, RAIDGroupOxOxX XXX - Prefetch Cache Hit Rate,

Dataline date read write through-r, through-w, resp-r,reso-w, hit-r, hit-w, fetch

Thefollowing information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read: Read Count at dare(Decimal notation. The unit is IOPS.)

write: Write Count at date(Decimal notation. The unit is1OPS.)

through-r: Read datatransfer rate at date(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dafe(Decimal notation. The unit is MB/S.)
resp-r: Read Response Time at agafe(Decimal notation. The unit is msec.)
resp-w . Write Response Time at dafe(Decimal notation. The unit is msec.)

hit-r: Read Cache Hit Rate at dafe(Decimal notation. The unit is %.)

hit-w: Write Cache Hit Rate at gafe(Decimal notation. The unit is %.)

fetch: Read Pre-fetch Cache Hit Rate at dare(Decimal notation. The unit is %.)

The Disk performan

ce information of storage device

Items Explanation
File name Disk/nnnn.csv
(nnnnindicates the DE number by hexadecimal notation.)
Header line Date, DEOxXX:SlotX - busy time, ...
Dataline date DiskO, ... ,DiskN

Thefollowing information is output for each field. (After dafe theinformation isrepeated for the actual number
of Disks.)

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

Disk0: Disk0 Disk busy rate at dare(Decimal notation. The unit is %.)

DiskN : DiskN Disk busy rate at date(Decimal notation. The unit is %.)

The CA/CM Port performance information of storage device

Items Explanation
File name Port/ nnnn.csv
(nnnnindicates the CA/CM Port number by hexadecimal notation. CA/CM port numbers are assigned in
ascending order, starting with 0000 for the lowest CA/CM port number in the device.
CMOx0 CAOxO0 Port0 is 0000,
CMOx0 CAOxO0 Port1 is 0001,
CMOx7 CAOx3 Port2 is 007E,
CMOx7 CAOx3 Port3 is 007F.)
Header line + Case of CA Port
Date, CMOxX:CAOxX:PortX - Read |OPS, CMOxX:CAOxX:PortX - Write |IOPS, CMO0xX:CAOxX:PortX -
Read Throughput, CM0OxX:CAO0xX:PortX - Write Throughput
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Iltems

Explanation

+ Case of CM Port

Date, CMOxX:PortX - Read 10PS, CMOxX:PortX - Write IOPS, CMOxX:PortX - Read Throughput,
CMOxX:PortX - Write Throughput

Dataline

date read, write through-r, through-w

The following information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read: Read Count at date(Decimal notation. The unit is |OPS.)

write: Write Count at date(Decimal notation. The unit is IOPS.)

through-r: Read datatransfer rate at date(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dare(Decimal notation. The unit is MB/S.)

The number of active disks performance information of storage device

Items Explanation
File name ACTIVE_DISK.csv
Header line Date, Total Disks, Active Disks
Dataline aatg total,active

Thefollowing information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
fotal . Overall number of loaded disk devices at dafe(Decimal notation. The unit is Disk.)
active: Overall number of active disk devices at dafe(Decimal notation. The unit is Disk.)

Power consumption performance information of storage device (ETERNUS DX60/DX80/DX90 only)

ltems Explanation
File name SYSTEM_POWER_CONSUMPTION.csv
Header line Date, System Power Consumption
Dataline date, power

The following information is output for each field.
date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
power: Power used by the device as awhole at dafe(Decimal notation. The unitisW.)

Temperature performance information of storage device (ETERNUS DX60/DX80/DX90 only)

Items Explanation

File name SYSTEM_TEMPERATURE.csv

Header line Date, System Temperature

Dataline date, temperature
The following information is output for each field.
date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
temperature: Air intake temperature at device at dare(Decimal notation. The unit is degrees Centigrade.)

OPERANDS

export

Outputs performance information for the specified datein CSV format.
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outdirname

Specify the directory that outputs performance information.
Performance information is output to the outdirnamedirectory based on the following configuration.

autclirname
— Start_tirme — Stop_time Example: 2007 06010000-2007 06020000

— Device & i Storage device)
— Disk 0000 csy
— LogicalVolume 0000 csy
— Paort 0000 csy
— RAIDGraup 0000 csy
— ACTIVE_DISK. csy
— SYSTEM_POWER_COMSUMPTION.cov
— SYSTEM_TEMPERATURE.csv
— Chlcsy

— Device B CFibre Channel switch?
L PoRTesy

indicates a directory.
OPTIONS

-ipaddr ipaddr
Specify the | P address of the device that outputs performance information.
The output target device must satisfy the following conditions:

- Storage devices, Fibre Channel switches and Fibre Channel switch blades that output performance information must be registered
in this software, and the device must be one of the following performance monitoring targets:

- ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000
(except models 80 and 100) and ETERNUSB000

- The Fibre Channel switches and Fibre Channel switch blades which support the performance monitoring.
For the settings of performance monitoring, refer to "7.2.2 Instruction for performance management".
-date start_time[-end_time]

Specify the start and end times for the output of performance information in YYYYMMDDhhmm format. The start and end times
must be concatenated using a hyphen ("-"), asfollows:

YYYYMVDDhhmm YYYYMVDDhhimm
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If the hyphen ("-") and end time are omitted, the command execution time will be the end time.

If this option is omitted, atime 30 minutes before the command execution timewill be the start time, and the command execution time
will be the end time.

EXAMPLES

+ Output of performance information from 00:00 on 01/01/2008 to 23:59 on 01/01/2008 for a device with IP address 10.101.12.13 to
the /tmp/work directory:

# [ opt/ FISVssngr/ sbi n/ st orageadm perfdata export /tnp/work -ipaddr 10.101.12.13 -date
200801010000- 200801012359

+ Output of performance information from 00:00 on 01/01/2008 to now for a device with IP address 10.101.12.13 to the /tmp/work
directory:

# | opt/ FISVssngr/ sbi n/ st orageadm perfdata export /tnp/work -ipaddr 10.101.12.13 -date 200801010000

NOTES
* Thefull path of an existing directory must be specified in outdirname

+ Thetime that is specified for the -date option start time must be earlier than the end time. Additionally, the time that is specified for
the start and end times must be later than 00:00 on 01/08/2001, and earlier than the command execution time.

12.1.1.7 Disk control command (storageadm spindle)

NAME
storageadm spindle - controls disks

SYNOPSIS
[ opt/ FJSVssngr/ sbi n/ st orageadm spindl e start -ipaddr ipaddr {-raid
RAI DGr oup_nunber [, RAI DGroup_nunber,...] | -server} [-sync [-time tinmeout]]
[ opt/ FISVssngr/ sbi n/ st orageadm spindl e stop -ipaddr ipaddr {-raid
RAI DGr oup_nunber [, RAI DG oup_nunber,...] | -server} [-sync [-time timeout]] [-s] [-f]
/ opt/ FISVssngr/ shi n/ st orageadm spindl e info -ipaddr ipaddr [{-raid
RAI DG oup_nunber [, RAI DG oup_nunber,...] | -server}]
DESCRIPTION

Starts or stops the storage device RAID disk rotation. Only OS administrator (root) user can execute this command.

If a storage device was specified when the status was displayed, the rotation status of the disk that was used to configure RAID is
displayed.
If a server was specified, the storage device RAIDGroup number and volume number used by the server are displayed.

By specifying the storage device IP address and RAIDGroup number in the command operand, the rotation of the disk that was used to
configure the storage device RAID is started or stopped.

By specifying the server IP address, the rotation of the storage device disk used by the server is started or stopped.

The target storage device and server must be devices managed by this software.
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OPERANDS
start
Starts the disk that is used to configure the storage device RAIDGroup.
stop
Stops the disk that is used to configure the storage device RAIDGroup.
info

Displays the storage device RAIDGroup Eco-mode information, or the storage device information used by the server.

OPTIONS
Options that can be specified when the start operand is specified
-ipaddr ipaddr
Specify the storage device or server |P address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the start target RAI DGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified, separate
each number using acomma (",").
Specify this option when the storage device | P address has been specified in the -ipaddr option.

-server

Specify this option to start rotation of the storage device disk used by the server.
Specify this option when the server | P address has been specified in the -ipaddr option.

-sync
When this option is specified, thereis no return until processing is complete, or the time specified in the -time option has elapsed.
-time timeout

Specify the timeout value (unit: seconds) if the -sync option has been specified. Specify a number from 1 to 86400. If this option
is omitted, the timeout value will be 600 seconds.

Options that can be specified when the stop operand is specified
-ipaddr ipaddr
Specify the storage device or server IP address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the stop target RAIDGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified, separate
each number using acomma (",").
Specify this option when the storage device IP address has been specified in the -ipaddr option.

-server

Specify this option to stop rotation of the storage device disk used by the server.
Specify this option when the server | P address has been specified in the -ipaddr option.

-sync
When this option is specified, thereis no return until processing is complete, or the time specified in the -time option has elapsed.
-time timeout

Specify the timeout value (unit: seconds) if the -sync option has been specified. Specify a number from 1 to 86400. If this option
is omitted, the timeout value will be 600 seconds.

Processing continues without the output of a confirmation message.
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Related RAIDGroup disks are forcibly stopped.
Options that can be specified when the info operand is specified
-ipaddr ipaddr
Specify the storage device or server |P address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the statusdisplay target RAIDGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified,
separate each number using acomma (*,").
Specify this option when the storage device | P address has been specified in the -ipaddr option.

If this option is omitted, the information for all the RAIDGroups in the specified storage device is displayed.
-server

Specify this option when the server |P address is specified to display the storage device RAIDGroup Eco-mode information and
volume number used by the server.
Specify this option when the server | P address has been specified in the -ipaddr option.

EXAMPLES
+ Starting the disk that is used to configure the RAIDGroup by specifying the storage device |P address and RAIDGroup number:

# [ opt/ FJSVssngr/ sbi n/ st orageadm spi ndl e start -ipaddr 10.10.10.10 -raid 0x0000, 0x0001

* Stopping the disk that is used to configure the RAIDGroup by specifying the storage device IP address and RAIDGroup humber:

# [ opt/ FISVssngr/ sbi n/ st orageadm spi ndl e stop -i paddr 10.10.10.10 -raid 0x0001

+ Stopping the disk that is used by the server by specifying the server:

# [ opt/ FISVssngr/ sbin/ st orageadm spi ndl e stop -i paddr 10.10.10.20 -server

+ Displaying the Eco-mode status of all storage device RAIDGroups:

# [ opt/ FISVssngr/ sbin/ st orageadm spindl e info -ipaddr 10.10.10.10
<<< ECO Mode RAID G oup Infornmation >>>

RAI DGROUP_NUVBER( NAME) MCDE DI SK_STATUS CONTROL SCHEDULE
0x0000( dat al) ON Idle OFF Ext er nal
0x0001( dat a2) ON in the boot process ON 01- NAMEOOO1
0x0002 OFF Active -

0x0003 - Active -

The explanation of the information displayed in each field is as follows.

Field title Explanation

RAIDGROUP_NUMBER(NAME) Displaysthe RAIDGroup number by the hexadecimal number of four digits. When the
name is set on the RAIDGroup, its name is displayed by enclosing in ().

MODE Displays the Eco-mode status that is set on the RAIDGroup.
"ON" indicates that the Eco-mode is enabled.

"OFF" indicates that the Eco-mode is disabled.

"-" (hyphen) indicates that the Eco-mode cannot be set.

DISK_STATUS Displays the status of disks that compose the RAIDGroup.
"Active" indicates that disks are active.

"ldle" indicates that disks are inactive.

"In the boot process' indicates that disks start in progress.
"In the stop process" indicates that disks stop in progress.
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Field title

Explanation

CONTROL Displays the disk control status set on the RAIDGroup.
"ON" indicates that disk starting is requested.
"OFF" indicates that disk stopping is requested.
"-" (hyphen) indicates uncontrollable.
SCHEDULE Displays the Eco-mode schedule set on RAIDGroup by the following format. The

schedule name of External is displayed as "External”.
number-name

The "number" is displayed in decimal number, and "name" is displayed in eight
characters or less.

+ Displaying the storage device RAIDGroup

# [ opt/ FISVssnyr/ sbi n/ st orageadm
<<< ECO Mode RAID GROUP infornmati

number and volume number that are used by the server:

spindle info -ipaddr 10.10.10.20 -server
on for Server >>>

| P_ADDRESS RAI D MCODE DI SK_STATUS CONTROL STOP
10. 10. 10. 10 0x0000 ON Idle OFF
0x0001 ON  Active N *

<<< Disk use information on Server >>>

| P_ADDRESS RAID  VOLUME

10.10. 10. 10 0x0000 0x0000, 0x0001, 0x0002, 0x0003, 0x0004, 0x0005, 0x0006, 0x0007,
0x0008, 0x0009, 0x000A, 0x000B, 0x000C, 0x000D, 0x000E, 0x000F

0x0001 0x0010, 0x0011, 0x0012, 0x0013, 0x0014, 0x0015, 0x0016, 0x0017,

0x0018, 0x0019, 0x001A, 0x001B, 0x001C, 0x001D, 0x001E, 0x001F

The explanation of the information displayed in each field is as follows.

Field title

Explanation

Fields of <<< ECO Mode RAID GROU

P information for Server >>>

IP_ADDRESS

Displays the | P address of the storage device connected with the specified server.

RAID

Displays the RAIDGroup number by the hexadecima number of four digits. The
RAIDGroup including the volume used from the specified server is displayed.

MODE

Displays the Eco-mode status that is set on the RAIDGroup.
"ON" indicates that the Eco-mode is enabled.

"OFF" indicates that the Eco-mode is disabled.

"-" (hyphen) indicates that the Eco-mode cannot be set.

DISK_STATUS

Displays the status of disks that compose the RAIDGroup.
"Active" indicates that disks are active.

"Idle" indicates that disks are inactive.

"In the boot process' indicates that disks start in progress.
"In the stop process" indicates that disks stop in progress.

CONTROL

Displays the disk control status set on the RAIDGroup.
"ON" indicates that disk starting is requested.

"OFF" indicates that disk stopping is requested.

"-" (hyphen) indicates uncontrollable.

STOP

Although the stopping the disks used from the specified server is directed, when any
disksin this RAIDGroup are used from other server or this RAIDGroup cannot be
stopped because of any following states, displays"*".

* The RAIDGroup for which the system disk isincluded
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Field title Explanation
* The RAIDGroup for which it isset in the NAS area

+ The RAIDGroup for which the mainframe volumes, MVV volumes or MVV
Concatenation volumes are registered

Fields of <<< Disk useinformation on Server >>>

IP_ADDRESS Displays the I P address of the storage device connected with the specified server.

RAID Displays the RAIDGroup number by the hexadecimal number of four digits. The
RAIDGroup including the volume used from the specified server is displayed.

VOLUME Displays the volume number by the hexadecimal number of four digits. The volumes
used from the specified server are displayed.

NOTES

* There are RAIDGroups that cannot do the Eco-mode operation. Refer to "Uncontrollable RAID groups' in the "1.3.4 Energy-saving
operation for storage device".

+ The RAIDGroup Eco-mode must be ON to operate the RAIDGroup start/stop control. For details on the procedure for setting the
RAIDGroup Eco-mode to ON, refer to "6.1.13 How to control the Eco-mode".

- If disk rotation is started and stopped by specifying the server IP address, do not change the storage device connection.

+ For stopping the disk rotation by specifying the server IP address, if one or more share disks are contained on the stopped disks, the
disk rotation cannot be stopped. Check the status of all serversthat usetheir share disks, and judge whether share disks can be stopped
or not. If share disks can be stopped, specify the -f option.

* For stopping the disk rotation by specifying the server |P address, if the disks used from other server areincluded in the RAIDGroup
that stop target disk exists, the disk rotation cannot be stopped. To stop the disk rotation, either specify server |P addressfor all servers
that use the disk of its RAIDGroup, or specify the -f option. When you specify -f option, check the status of all related servers, and
judge whether disks can be stopped or not. It is recommended that the server and the RAIDGroup be the compositions of couple 1.

* For stopping the disk rotation by specifying the server | P address, if the RAIDGroup including unused disks, the disk rotation cannot
be stopped. Re-execute either specify the -f option or specify the RAIDGroup.

* For stopping the disk rotation by specifying the server IP address, if the RAIDGroup including the stop target disk is any
of "Uncontrollable RAID groups"', the disk rotation cannot be stopped.

+ If the volume that belongs to the specified stop target RAIDGroup is concatenated with a different RAIDGroup using the LUN
concatenation functionality, the disk is not stopped even if the stop operand is specified. To stop all related RAIDGroup disks, either
specify all of therelated RAIDGroups, or specify the -f option. However, if the related RAIDGroup is any of "Uncontrollable RAID
groups’, the disk control cannot be executed.

* The following confirmation message is output when the stop operand is specified. To continue, enter "y". To cancel, enter "n". This
confirmation message is not output when the -s option is specified.

Are you sure? [y/n]:

+ The information of storage device that can control disks is displayed on the storage device information used by the server. The
information of storage device that cannot control disksis not displayed. When both the disk controllable storage device and the disk
uncontrollable storage device are connected with the server, the information of disk controllable storage device is only displayed.

* The disk does not stop when the RAIDGroup statusis as follows:
- Part of the storage device controller module and the module for the disk drive access route contain a fault.
- Thedisk drive that was used to configure the RAIDGroup is faulty.
- Thereis AdvancedCopy copy data.

- Thereis an EC/REC session (including when there is no copy data). The disk does, however, stop when the EC/REC status is
Suspend.
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- Thereis aQuickOPC/SnapOPC session (including when there is no copy data).

12.1.1.8 Virtualization switch access path setting command (storageadm virtualzone)

NAME

storageadm virtualzone - Operates on the host affinities and zonings for virtualization switches

SYNOPSIS

[ opt/ FJSVssngr/ sbi n/ st orageadm virtual zone add -storage cawwpn, af fini tygroup -ipaddr ipaddr [-update
all] [-f [-s]]

[ opt/ FJSVssngr/ sbi n/ st orageadm virt ual zone add -hba hbawwpn -vt vtwwn [-update all] [-f [-s]]

/ opt/ FISVssngr/ sbi n/ st orageadm vi rtual zone del ete -storage cawwn, affinitygroup -ipaddr ipaddr [-s] [-
update all]

/ opt/ FISVssngr/ sbi n/ st orageadm vi rtual zone del ete -hba hbawwpn -vt viwwpn [-s] [-update all]

DESCRIPTION

This command adds or deletes zonings for Fibre Channel switches and host affinities for storage devices associated with virtualization
switches (virtual targets and virtual initiators).

* Adds or deletes zonings between the HBA and a virtualization switch (virtual target)
* Adds or deletes host affinities and zonings between the CA and a virtualization switch (virtual initiator)
Only OS administrator (root) user can execute this command.

Thetarget storage devicesand Fibre Channel switches must be devices managed by this software. The only Fibre Channel switch supported
is ETERNUS V S900 model 300.

OPERANDS
add
Adds the host affinity and zoning.
delete

Deletes the host affinity and zoning.

OPTIONS
Options that can be specified when the add operand or delete operand is specified
-storage cawwpn,affinitygroup
Specify the channel adapter WWPN and the affinity group number of the storage device where the host affinity isto be set up.

Specify the channel adapter WWPN using 16 digits of hexadecimal notation, optionally separating pairs of digits by acolon (":")
for atotal of 23 charactersin hexadecimal notation. An example using colons to separate digitsis11:11:11:11:11:11:11:11.
Specify the affinity group number using either decimal notation or hexadecimal notation. For example, affinity group number 16
can be specified using decima notation as "-storage 1111111111111111,16" or in hexadecimal notation as "-storage
1111111111111111,0x10".

-ipaddr ipaddr

Specify the | P address of the virtualization switch to which the virtual initiator (to be set in host affinities and zonings) belongs.
-hba hbawwpn

Specify the WWPN for the HBA to be set in zonings.
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Specify the WWPN for the HBA using 16 digits of hexadecimal notation, optionally separating pairs of digits by acolon (":") for
atotal of 23 charactersin hexadecimal notation. An example using colons to separate digits is 22:22:22:22:22:22:22:22.

-vt vtwwpn
Specify the WWPN for the virtual target to be set in zonings.

Specify the WWPN for the virtual target using 16 digits of hexadecimal notation, optionally separating pairs of digits by acolon
(":") for atotal of 23 charactersin hexadecimal notation. An example using colons to separate digitsis 22:22:22:22:22:22:22:22.

Options that can be specified when the add operand is specified
-update all

Specify this option to update the information managed by this software after the settings are complete. Only "all" can be specified
with the "-update” option. If this option is omitted, the information managed by this product will not be updated. To update
information later, execute the "storageadm zone info" command without the "-fast" option.

This option is effective when only afew items are added. The "storageadm zone info" command is better for updating information
after multiple settings have been made.

Specify this option to forcibly set up WWPN zoning on a Fibre Channel switch where zoning has not been set up.

When specifying this option, check the security settings for the Fibre Channel switch. Specify this option only when setting up
WWPN zoning.

Notethat specifying this option will have no effect in the following situation (the command will run in the sameway asif the option
were omitted):

- When zoning settings have already been made on the target Fibre Channel switch
-s

Processing continues without the output of a confirmation message.
Only when -f option is specified, this option can be specified.

Options that can be specified when the delete operand is specified
-update all

Specify this option to update the information managed by this software after the settings are complete. Only "all" can be specified
with the "-update”" option. If this option is omitted, the information managed by this product will not be updated. To update
information later, execute the "storageadm zone info" command without the "-fast" option.

Thisoption iseffectivewhen only afew itemsare deleted. The "storageadm zoneinfo" command is better for updating information
after multiple settings have been deleted.

Processing continues without the output of a confirmation message.

EXAMPLES
* Adding zoning settings between the HBA and a virtualization switch (virtual target)

# [ opt/ FISVssngr/ sbin/ st orageadm virtual zone add -hba 1111111111111111 -vt 2222222222222222

* Deleting zoning settings between the HBA and a virtualization switch (virtual target)

# [ opt/ FISVssngr/ sbin/ st orageadm vi rtual zone delete -hba 1111111111111111 -vt 2222222222222222

+ Adding zonings and host affinities between a virtuaization switch (virtual initiator) and a channel adapter

# [ opt/ FISVssnyr/ sbi n/ st orageadm vi rtual zone add -storage 1111111111111111, 3 -i paddr 10.10. 10. 10

+ Deleting zonings and host affinities between a virtualization switch (virtua initiator) and a channel adapter.

# | opt/ FISVssngr/ shi n/ st orageadmvi rtual zone del ete -storage 1111111111111111, 3 -i paddr 10. 10.10. 10
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NOTES

+ The storage devices and Fibre Channel switches where settings are to be added or deleted must be registered with this software.
This command cannot make settings for Fibre Channel switches where zoning settings have not been made. To perform zoning for
Fibre Channel switchesusing thiscommand, create provisional zoning beforeregistering the Fibre Channel switcheswith thissoftware.
Refer to "Zoning setting” under "4.2.1.1 Setting" for information about how to create provisiona zoning.

If the -f option is specified, zoning settings can be made forcibly on Fibre Channel switches where zoning settings have not been
made.

However, if provisional zoning is created, or if settings are made forcibly by specifying the -f option, all accesses to zones other than
those specified by the -f option will be blocked. For this reason, this action should not be taken while the target Fibre Channel switch
environment is operating. Take this action either before operations start immediately after the Fibre Channel switch environment has
been installed, or while operations are stopped.

* Fibre Channel switch zoning will be set up on the Fibre Channel switch equipped with the latest firmware in the fabric that contains
the specified virtualization switch.

* When the "add" operand is specified, the channel adapter specified by the -storage option and the virtualization switch specified by
the -ipaddr option must be connected, otherwise host affinities will not be set up on the storage device, zoning settings will not be
added to the Fibre Channel switch, and the command will terminate abnormally. Execute the command again after connecting the
channel adapter and the virtualization switch with a Fibre Channel cable.

* When the "add" operand is specified, the HBA specified by the -hba option and the virtual target specified by the -vt option must be
connected, otherwise zoning settings will not be added to the Fibre Channel switch, and the command will terminate abnormally.
Execute the command again after connecting the HBA and the virtual target with a Fibre Channel cable.

+ Before executing this command, zone settings must be made (an affinity group must be created) on the ETERNUS disk storage system
using either Storage V olume Configuration Navigator or ETERNUSmgr.

* This command only supports the ETERNUS V S900 model 300.

* A confirmation message will be output in the situations below. Enter "y" to continue or "n" to cancel. The confirmation message can
be suppressed by specifying the -s option.

- If the -f option is specified with the "add" operand but the -s option is not specified
- If the-soption is not specified with the "delete”" operand

A confirmation message is as follows.

Are you sure? [y/n]:

SEE ALSO

Host affinity and zoning operation command (storageadm zone)

12.1.2 Starting and stopping daemons

This section explains the commands for starting and stopping daemons.

12.1.2.1 Starting and stopping the SNMP Trap monitoring daemon
Only OS administrator (root) user can execute following commands.
Starting the SNMP Trap monitoring daemon

Enter the following command to start the SNMP Trap monitoring daemon:

# /opt/FISVswstt/bin/npnmtrapd start
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Stopping the SNMP Trap monitoring daemon

Enter the following command to stop the SNMP Trap monitoring daemon:
# /opt/FISVswstt/bi n/npnmtrapd stop

Checking the SNMP Trap monitoring daemon
Enter the following command to confirm if the process exists.

# /bin/ps -ef | grep nwsnnp-trapd | grep -v grep

12.1.2.2 Starting and stopping the daemons of the administrative server at specific
times

Start or stop the following daemonsin a batch operation:
* Admin server daemon
* SNMP Trap monitoring daemon
Only OS administrator (root) user can execute following commands.
Starting daemons of the administrative server
Enter the following command to start the administrative server:
# [opt/ FISVssngr/ sbi n/ managerct!| start
Stopping daemons of the administrative server
Enter the following command to stop the administrative server:

# [ opt/ FISVssngr/ sbi n/ managerct!| stop

_-ﬂlnformation

In an environment in which the SAN administration manager in SystemWalker/StorageM GR-M V5.1/V 10 or Softek SANView4.1 CD-
ROM sub-directory isinstalled, the SNM P Trap monitoring daemonis controlled by SystemWalker/StorageM GR-M (SAN administration
manager in Softek SANView4.1 CD-ROM sub-directory), so only theadmin server daemon isstarted and stopped by the above commands.

12.1.3 Troubleshooting information collection

This section explains the commands for collecting troubleshooting information of the Manager.

12.1.3.1 Troubleshooting information collection of Manager (managersnap)

NAME

managersnap - Collects the troubleshooting information of Manager

SYNOPSIS

[ opt/ FISVssngr/ sbi n/ managersnap [-dir dirnane] [-all]
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DESCRIPTION
Collect information of the Manager on the administrative servers. Only OS administrator (root) user can execute this command.
The managersnap is the command used to collect information on administrative server when a problem occurs.

Submit the information to Fujitsu technical staff.

OPTIONS
-dir dirname

Corrects the troubleshooting information on dirnamedirectory. Specify the full path name for dirname
When this option is omitted, the troubleshooting information is stored on /tmp directory.

Thecollected informationisgathered in thefilethat itsname startsby "managersnap_". Before executing thiscommand, please confirm
that dirnamedirectory has the following free space.

Collected information Required free space
Initial investigation information more than 40MB
All troubleshooting information more than "80 + (2 * number of registered device)" MB

-all

Collects dl troubleshooting information on servers. Data includes lots of information, which will increase the size of the data. This
option is not necessary for initial investigation.

EXAMPLES
* Collecting the troubleshooting information for initial investigation.

# [ opt/ FISVssngr/ sbi n/ manager snap

12.1.4 Commands for storage management

The following sections explain the commands for managing the storage device.

The following table shows the correspondence between types of commands and the storage devices where they can be used. Only OS
administrator (root) user can execute these commands. In the following table, "A" indicates "Available" and "N/A" indicates "Not
Available".

Command name ETERNUS DX60/DX80/DX90, Other storage devices
ETERNUS DX400 series,
ETERNUS DX8000 series,
ETERNUS2000,
ETERNUS4000 (except models 80 and 100),
ETERNUS8000
storageadm disk A N/A
storageadm raid A N/A
storageadm volume A N/A
storageadm affinity A N/A
storageadm ecomode A N/A
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12.1.4.1 Disk management command (storageadm disk)

NAME
storageadm disk - Manages disks

SYNOPSIS

/ opt/ FISVssngr/ sbi n/ st orageadm di sk i nfo -ipaddr ipaddr [-csv]

DESCRIPTION
This command displays information of disksin the ETERNUS disk storage system that is registered in this software.

OPERANDS
info

Displays detail information of disksin the ETERNUS disk storage system that is registered in this software.

OPTIONS
Options that can be specified when the info operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-csv

Displays the disk information in the CSV format. When this option is omitted, it is displayed in the table format.

EXAMPLES
+ Displaying the disk information in the table format.

# [ opt/ FISVssnyr/ shi n/ st orageadm di sk info -ipaddr 192.168.0.1
<<< Di sk Information >>>

NUVBER DE SLOT USAGE STATUS RGNO SIZE DI SKTYPE MOTOR

0 0x00 O System Di sk Avai | abl e 0x0002 300GB SAS Active

1 0x00 1 System Di sk Avai | abl e 0x0001 300GB SAS Idle

2 0x00 2 System Di sk Avai | abl e 0x0002 300GB SAS In the boot process
3 0x00 3 System Di sk Avai | abl e 0x0003 300GB SAS In the stop process
4 0x00 4 Dat a Di sk Avai | abl e 0x0003 300GB SAS Active

I NFO swsag0001: Cormand term nated normal | y.

* Displaying the disk information in the CSV format.

# [ opt/ FISVssngr/ sbin/ st orageadm di sk info -ipaddr 192.168.0.1 -csv
NUMBER, DE, SLOT, USAGE, STATUS, RGNO, SI ZE, DI SKTYPE, MOTOR

0, 0x00, 0, Syst em Di sk, Avai | abl e, 0x0002, 300GB, SAS, Acti ve

1, 0x00, 1, System Di sk, Avai | abl e, 0x0001, 300GB, SAS, | dl e

2, 0x00, 2, System Di sk, Avai | abl e, 0x0002, 300GB, SAS, | n the boot process
3, 0x00, 3, Syst em Di sk, Avai | abl e, 0x0003, 300GB, SAS, I n the stop process
4, 0x00, 4, Dat a Di sk, Avai | abl e, 0x0003, 300GB, SAS, Acti ve
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12.1.4.2 RAID management command (storageadm raid)

NAME
storageadm raid - Manages RAID groups

SYNOPSIS

[ opt/ FJSVssngr/ sbhin/ storageadmraid add -i paddr ipaddr -disk

DE_nunber : sl ot _nunber, DE_nunber : sl ot _nunber [, DE_nunber: sl ot _nunber,...] -level RAID evel [-nane
alias_nane] [-cm assigned_CM [-csv]

[ opt/ FISVssngr/sbhin/ storageadm raid del ete -ipaddr ipaddr -raidgroup RAI DG oup_nunber [-f] [-s]
[ opt/ FISVssngr/ shin/storageadmraid info -ipaddr ipaddr [-raidgroup RAI DG oup_nunber] [-csv]

/ opt/ FISVssngr/ sbi n/ storageadm rai d econode -i paddr ipaddr -raidgroup RAI DG oup_nunber
[, RAI DG oup_nunber,...] -on]-off [-s]

DESCRIPTION

Thiscommand is used to create/del ete/display and sets eco-mode for aRAID group in the ETERNUS disk storage system that isregistered
in this software.

OPERANDS
add
Createsa RAID group
delete
Deletesa RAID group
info
Displays a RAID group information
ecomode

Sets eco-mode for the RAID group

OPTIONS
Options that can be specified when the add operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-disk DE_number:slot_number,DE_number:slot_number[,DE_number:slot_number,...]

Specify DE numbers and slot numbers for the storage device using either decimal or hexadecimal notation, placing a colon (":")
in the middle of each DE number and slot number pair, and using commas (",") to separate pairs. For example, two pairs can be
specified as"-disk 1:1, 1:2" in decimal notation or "-disk Ox1:0x1,0x1:0x2" in hexadecimal notation.

Be sure to specify at least two DE number/slot number pairs.
-level RAIDIevel

Specify the RAID level by the minuscule as follows.

Characters that can be specified Created RAID level
raido RAIDO
raidl RAID1
raid1+0 RAID1+0
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Characters that can be specified Created RAID level
raids RAID5
raidé RAID6

-name alias_name

Specify an alias for the RAID group to be created. Aliases can only be set up for ETERNUS DX60/DX80/DX90 and
ETERNUS2000. If this option is omitted, an alias will not be set up. This command will terminate with an error if this option is
specified for other storage devices.

Only alphanumeric characters (ato z, A to Z and 0 to 9) and the following symbols can be used for aliases: | @#$%"\& *()-="_+|
~[I{};:"/<>?. If the alias contains a space, enclose the entire aliasin double quotes (e.g., -name "123 567").

-cm assigned_CM

Specify the assigned CM number for the RAID group using two digits, as in the following table. If this option is omitted, the
assigned CM number will be set up automatically (“auto” will be specified).

Storage device Assigned CM Characters to be Remarks
specified
ETERNUS DX60/DX80/DX90 CM#0 00 For thefirst digit, enter the assigned
ETERNUS2000 CM#1 10 CM number.
For the second character, always enter
"0".
Other CM#0 CPU#0 00 For thefirst digit, enter the assigned
CM#OCPU#L | 01 CM number.
For the second digit, enter the number
CM#1 CPU#0 10 of the CPU within the CM entered for
CM#1 CPU#1 11 the first digit.

CM#7 CPU#0 70
CM#7 CPU#1 71

-csv
Displays the RAID group number in the CSV format. When this option is omitted, it is displayed in the table format.
Options that can be specified when the delete operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-raidgroup RAIDGroup_number

Specify the RAID group number to be deleted, using either decimal or hexadecimal notation.
For example, RAID group number 16 can be specified using decimal notation as"-raidgroup 16" or in hexadecimal notation as -
raidgroup 0x10".

-S

Processing continues without the output of a confirmation message.

If there are volumeswithin the RAID group, the volumeswill be del eted before the RAID group is deleted. However, the command
will terminate with an error without deleting the volumes if any of the following conditions apply to the RAID group:

- Thevolumesin the RAID group have been mapped
- There are volumes other than open volumes

- There are LUN concatenated volumes
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Options that can be specified when the info operand is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
-raidgroup RAIDGroup_number

Specify the RAID group number for which detailed information is to be displayed, using either decimal or hexadecimal
notation.

For example, RAID group number 16 can be specified using decimal notation as"-raidgroup 16" or in hexadecimal notation as -
raidgroup 0x10".

-csv
Displays the RAID group information in the CSV format. When this option is omitted, it is displayed in the table format.
Options that can be specified when the ecomode operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-raidgroup [RAIDGroup_number, ...]

Specify the RAID group number for which detailed information is to be displayed, using decimal and/or hexadecimal notations.
For example, RAID group number 16 can be specified using decimal notation as"-raidgroup 16" or in hexadecimal notation as -
raidgroup 0x10".

-on

Set eco-mode to ON for the specified RAID group. The only possible specifications are -off and -on. This option cannot be set if
eco-mode cannot be set for any one of the specified RAID groups.

-off
Set eco-mode to OFF for the specified RAID group. The only possible specifications are -off and -on.

Continues processing without asking for confirmation.

EXAMPLES
* Creating a RAID group and displaying the created RAID group in the table format.

# [ opt/ FISVssngr/sbin/storageadmraid add -ipaddr 1.2.3.4 -disk 1:10,1:11,1:12,1:13,1:14,1:15 -
l evel raid5
<<< RAI D ADD >>>

I NFO swsag0001: Cormand term nated normal ly.

* Creating a RAID group and displaying the created RAID group in the CSV format.

# [ opt/ FISVssngr/sbin/storageadmraid add -ipaddr 1.2.3.4 -disk 1:10,1:11,1:12,1:13,1:14,1:15 -
| evel raid5 -csv

RGNO

0x0000

+ Deleting a RAID group.
# [ opt/FJSVssngr/ sbin/storageadmraid delete -ipaddr 1.2.3.4 -raidgroup 16

Are you sure? [y/n]:y
I NFO swsag0001: Cormand term nated normal ly.
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* Displaying the RAID group information in the table format.

# [ opt/ FISVssngr/sbin/storageadmraid info -ipaddr 1.2.3.4
<<< RAID Information >>>

RGNO  NAME USAGE LEVEL STATUS CcM TOTAL_CAPACI TY FREE_CAPACI TY
0x0000 Open, System RAID5  Avail abl e CMOCPUO 407775 0

0x0001 Open, SDV RAID5  Avail abl e CMLCPUO 410880 285440
0x0002 Qpen RAI D1 Avai | abl e CMDCPUL 136960 345367

I NFO swsag0001: Conmand term nated nornal ly.

* Displaying the RAID group information in the CSV format.

# [ opt/ FISVssngr/sbin/storageadmraid info -ipaddr 1.2.3.4 -csv
RGNO, NAME, USAGE, LEVEL, STATUS, CM TOTAL_CAPACI TY, FREE_CAPACI TY
0x0000, , " Open, Syst ent', RAI D5, Avai | abl e, CMOCPUWO, 407775, 0

0x0001, , " Open, SDV', RAI D5, Avai | abl e, CMLCPUO, 410880, 285440
0x0002, , Open, RAI D1, Avai | abl e, CMDCPUL, 136960, 345367

+ Displaying the RAID group detail information in the table format.

# [ opt/FISVssngr/ sbin/storageadmraid info -ipaddr 1.2.3.4 -raidgroup 0x0000
<<< RAID Information >>>

RGNO  NAME USAGE LEVEL STATUS CM TOTAL_CAPACI TY FREE_CAPACI TY

0x0000 Open, System RAID5  Avai |l abl e CMOCPUO 407775 0

NO CONCATENATI ON NAMVE TOTAL_CAPACI TY ALLOCATED STATUS TYPE
CAPACI TY

0x0001 1/3 sanpl e 102400 102400 Avai | abl e Open

0x0001 2/3 sanpl e 1024 1024 Avai | abl e Open

Free - 2048 2048

0x0004 - 1536 1536 Avai | abl e Open

I NFO swsag0001: Cormand term nated normal | y.

+ Displaying the RAID group detail information in the CSV format.

# /opt/FISVssngr/ sbin/storageadmraid info -ipaddr 1.2.3.4 -raidgroup 0x0000 -csv

RGNO, NAME, USAGE, LEVEL, STATUS, CM TOTAL_CAPACI TY, FREE_CAPACI TY, NO, CONCATENATI ON, NAME, TOTAL_CAPACI TY
, ALLOCATED_CAPACI TY, STATUS, TYPE

0x0000, " Open, Syst enf', RAl D5, Avai | abl e, CMOCPUO, 407775, 0, 0x0001, 1/ 3, sanpl e,

102400, 102400, Avai | abl e, Open

0x0000, " Open, Syst ent', RAI D5, Avai | abl e, CMDCPWO0, 407775, 0, 0x0001, 2/ 3, sanpl e, 1024, 1024, Avai | abl e, Open
0x0000, " Open, Syst ent', RAI D5, Avai | abl e, CMDCPWO, 407775, 0, Free, -, , 2048, 2048, ,

0x0000, " Open, Syst enf', RAI D5, Avai | abl e, CMOCPWO0, 407775, 0, 0x0004, -, , 1536, 1536, Avai | abl e, Open

+ RAID group eco-mode set to ON.

# [opt/FISVssngr/ sbin/ storageadm rai d econode -ipaddr 1.2.3.4 -raidgroup 0x0000 -on
Are you sure? [y/n]:y
I NFO swsag0001: Cormand term nated normal ly.

* RAID group eco-mode set to OFF.
# [ opt/ FISVssngr/sbin/ st orageadm rai d econode -ipaddr 1.2.3.4 -raidgroup 0x0000 -off

Are you sure? [y/n]:y
| NFO swsag0001: Conmand term nated nornal ly.
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NOTES

+ The following confirmation message will be output if the -s option is not specified with the "delete" operand. Enter "y" to continue
or "n" to cancel.
This confirmation message can be suppressed by specifying the -s option.

Are you sure? [y/n]:

* Setting eco-mode for a RAID group with an eco-mode schedule already set resultsin the following:
- RAID group eco-mode set to ON -> Eco-mode ON overwrites the RAID group eco-mode schedule.
- RAID group eco-mode set to OFF -> An error occurs (unless the eco-mode schedule is software-controlled),.

* If eco-mode operation is not possible for the specified RAID group, then the command terminates with an error.
For details of RAID groups for which eco-mode operatioin is not possible, refer to "1.3.4 Energy-saving operation for storage
device" > "Uncontrollable RAID groups'.

12.1.4.3 Volume management command (storageadm volume)

NAME

storageadm volume - Manages volumes

SYNOPSIS

/ opt/ FISVssngr/ sbi n/ st orageadm vol une add -i paddr ipaddr -size capacity -raidgroup RAI DG oup_nunber [-
name alias_nanme] [-csv]

/ opt/ FISVssngr/ sbi n/ st orageadm vol une del ete -i paddr ipaddr -vol ume vol ume_nunber[, vol une_nunber, .. .]
[-s]

/ opt/ FASVssngr/ sbi n/ st orageadm vol une fornmat -ipaddr i paddr -vol ume vol unme_nunber[, vol unme_nunber, .. .]

[-s]

/ opt/ FISVssngr/ sbi n/ st orageadm vol une info -ipaddr ipaddr [-volune volune_nunber,...] [-csv]
/ opt/ FJSVssngr/ sbi n/ st orageadm vol ume nonmappi ng -i paddr ipaddr [-vol ume vol ume_nunber,...] [-csv]
DESCRIPTION

This command is used to create/del ete/format/display volumes in the ETERNUS disk storage system that is registered in this software.

OPERANDS
add
Creates avolume.
delete
Deletes volumes.
format
Formats volumes.
info
Displays volume information.
nomapping

Displays the information of volumes that are not mapped to affinity group.
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OPTIONS
Options that can be specified when the add operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-size capacity

Specify the size of the volumeto be created in MB or GB. 1 GB is equivaent to 1024 MB.
For example, 1024 MB is specified as"-size 1024MB" or "-size 1GB".

-raidgroup RAIDGroup_number

Specify the RAID group number for which avolume isto be created, using either decimal or hexadecimal notation.
For example, RAID group number 16 can be specified using decimal notation as"-raidgroup 16" or in hexadecimal notation as -
raidgroup 0x10".

-name alias_name

Specify an alias for the volume to be created. Aliases can only be set up forETERNUS DX60/DX80/DX90 and ETERNUS2000.
If this option is omitted, an alias will not be set up. This command will terminate with an error if this option is specified for other
storage devices.

Only alphanumeric characters (ato z, A to Z and 0 to 9) and the following symbols can be used for aliases. ! @#$% & * ()-= "_+|
~[{};:"./<>?. If the dlias contains a space, enclose the entire alias in double quotes (e.g., -name "123 567").

-csv
Displays the created volume number in the CSV format. When this option is omitted, it is displayed in the table format.
Options that can be specified when the delete operand or format operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-volume volume_number[,volume_number,...]

Specify the numbers for the volumes to be deleted or formatted, using either decimal or hexadecimal notation. If multiple volume
numbers are specified, use commas (*,") to separate volume numbers.

For example, specify volumes 10 and 16 as either "-volume 10, 16" in decimal notation or "-volume Oxa,0x10" in hexadecimal
notation.

Processing continues without the output of a confirmation message.
Options that can be specified when the info operand or nomapping operand is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
-volume volume_number[,volume_number,...]

Enter the number of the volume to be output for which information is to be output, using either decimal or hexadecimal notation.

If multiple volume numbers are specified, use commas (",") to separate volume numbers.
For example, specify volumes 10 and 16 as either "-volume 10, 16" in decimal notation or "-volume 0xa,0x10" in hexadecimal
notation.

If this option is omitted, information will be displayed for all target volumes.
-Csv

Displays the volume information in the CSV format. When this option is omitted, it is displayed in the table format.
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EXAMPLES
* Creating avolume and displaying the created volume in the table format.

# [ opt/ FISVssnygr/ sbi n/ st orageadm vol ume add -ipaddr 1.2.3.4 -size 1024MB -rai dgroup 16
<<< Vol ume ADD >>>
NUMBER

I NFO swsag0001: Cormand term nated normal ly.

+ Creating avolume and displaying the created volume in the CSV format.

# / opt/ FISVssngr/ sbin/ st orageadm vol une add -ipaddr 1.2.3.4 -size 1024MB -raidgroup 16 -csv
NUMBER
0x0001

* Deleting avolume.

# [ opt/ FISVssnygr/ sbi n/ st orageadm vol ume del ete -ipaddr 1.2.3.4 -volunme 16
Are you sure? [y/n]: y
I NFO swsag0001: Conmand term nated nornal ly.

* Formeatting a volume.

# [ opt/ FISVssnygr/ sbi n/ st orageadm vol ume format -ipaddr 1.2.3.4 -volunme 16
Are you sure? [y/n]: y
I NFO swsag0001: Cormand term nated normal ly.

+ Displaying the volume information in the table format.

# [ opt/ FISVssngr/ sbi n/ st orageadm vol une info -ipaddr 1.2.3.4
<<< Vol une Infornation >>>

NUVBER NAME TOTAL_CAPACI TY STATUS TYPE CONCATENATI ON RGNO  ENCRYPT
Unknown 0 Avai | abl e F6427G - 0x0001 -
0x0001 100 Avai | abl e SDV - 0x0000 -
0x0002 425 Avai | abl e Open - 0x0002 -
Unknown 1166 Avai l able MW(G - 0x0001 -
Unknown 2332 Avai l able MW(G 2 0x0001 -
0x0005 150 Avai | abl e Open - 0x0002 -
0x0006 4700 Avai | abl e Open 3 0x0000, 0x0002 -

| NFO swsag0001: Conmand term nated nornal ly.

* Displaying the volume information in the CSV format.

# [ opt/ FISVssngr/ sbi n/ st orageadm vol une info -ipaddr 1.2.3.4 -csv
NUMBER, NAME, TOTAL_CAPACI TY, STATUS, TYPE, CONCATENATI ON, RGNO, ENCRYPT
Unknown, , 0, Avai | abl e, F6427G, -, 0x0001, -

0x0001, , 100, Avai | abl e, SDV, -, 0x0000, -

0x0002, , 425, Avai | abl e, Open, -, 0x0002, -

Unknown, , 1166, Avai | abl e, WV(G), -, 0x0001, -

Unknown, , 2332, Avai | abl e, WV( G, 2, 0x0001, -

0x0005, , 150, Avai | abl e, Open, -, 0x0002, -

0x0006, , 4700, Avai | abl e, Open, 3, "0x0000, 0x0002", -

+ Displaying the unused volume information in the table format.

# [ opt/ FISVssnygr/ sbi n/ st orageadm vol une nomappi ng -ipaddr 1.2.3.4
<<< Vol une Infornation >>>

NUVBER NAME TOTAL_CAPACI TY STATUS TYPE  CONCATENATI ON RGNO  ENCRYPT
Unknown 0 Avai | abl e F6427G - 0x0001 -
0x0001 100 Avai |l abl e SDV - 0x0000 -
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0x0002 425 Avai | abl e Open - 0x0002 -

Unknown 1166 Avai l able MW(G - 0x0001 -
Unknown 2332 Avai l able MWV(G 2 0x0001 -
0x0005 150 Avai | abl e Open - 0x0002 -
0x0006 4700 Avai |l able Open 3 0x0000, 0x0002 -

I NFO swsag0001: Cormand term nated normal ly.

+ Displaying the unused volume information in the CSV format.

# [ opt/ FISVssngr/ sbi n/ st orageadm vol une nonmappi ng -ipaddr 1.2.3.4 -csv
NUMBER, NAME, TOTAL_CAPACI TY, STATUS, TYPE, CONCATENATI ON, RGNO, ENCRYPT
Unknown, , 0, Avai | abl e, F6427G, -, 0x0001, -

0x0001, , 100, Avai | abl e, SDV, -, 0x0000, -

0x0002, , 425, Avai | abl e, Open, -, 0x0002, -

Unknown, , 1166, Avai | abl e, WV(G), -, 0x0001, -

Unknown, , 2332, Avai | abl e, WV( G, 2, 0x0001, -

0x0005, , 150, Avai | abl e, Open, -, 0x0002, -

0x0006, , 4700, Avai | abl e, Open, 3, " 0x0000, 0x0002", -

NOTES
* Only open volumes can be created.
+ The volumes that are created are formatted automatically.

+ Thefollowing confirmation message will be output if the -s option is not specified when either the "delete" operand or the "format"
operand is specified. Enter "y" to continue or "n" to cancel.
The confirmation message can be suppressed by specifying the -s option.

Are you sure? [y/n]:

* Volumes cannot be deleted by specifying the volume numbers for volumes that are not open volumes.
* Volumes cannot be deleted by specifying the volume numbers for LUN concatenated volumes.
+ Volumes that have been mapped to an affinity group cannot be deleted.

* The Thin Provisoning Volumeis not able to create. However, it possible to remove.

12.1.4.4 AffinityGroup management command (storageadm affinity)

NAME
storageadm affinity - Manages affinity groups

SYNOPSIS

[ opt/ FISVssngr/ shi n/ storageadm af finity add -ipaddr ipaddr -volune vol une_nunber [, vol ume_nunber, .. .]
[-1un LUN nunber] [-affinitygroup affinitygroup_nunber] [-nanme alias_nanme] [-csv]

/ opt/ FISVssngr/ sbin/storageadm affinity del ete -ipaddr ipaddr -affinitygroup affinitygroup_nunber [-
s]

/opt/ FISVssngr/ sbin/ storageadm affinity update -ipaddr ipaddr -affinitygroup affinitygroup_nunber {-
add -vol une vol une_nunber[, vol ume_nunber,...] [-lun LUN_nunber[, LUN _nunber,...]] | -delete [-volune
vol ume_nunber [, vol une_nunber,...] | -lun LUN_nunber[, LUN _nunber,...]]} [-s]

/ opt/ FISVssngr/ sbin/storageadm affinity info -ipaddr ipaddr [-affinitygroup affinitygroup_nunber] [-
csv]
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DESCRIPTION

This command is used to create/delete/modify/display affinity groups in the ETERNUS disk storage system that is registered in this
software.

OPERANDS
add
Creates an affnity group.
delete
Deletes an affinity group.
update
Updeates the configuration of an affinity group.
info

Displays the affinity group information.

OPTIONS
Options that can be specified when the add operand is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
-volume volume_number[,volume_number,...]

Specify the number of the volume to be set to an affinity group, using either decimal or hexadecimal notation. If multiple volume
numbers are specified, use commas (",") to separate volume numbers.

For example, specify volumes 16, 17 and 18 as either "-volume 16,17,18" in decimal notation or "-volume 0x10,0x11,0x12" in
hexadecimal notation.

-lun LUN_number,...

Specify the LUN number to be allocated to the volume, using either decimal or hexadecimal notation. The number of LUN numbers
specified must be the same as the number of volumes specified using the -volume option, and the LUN numbers must also belisted
in the same order as their corresponding volume numbers. If multiple LUN numbers are specified, use commas (",") to separate
LUN numbers.

For example, specify LUN numbers 16, 17 and 18 as either "-lun 16,17,18" in decima notation or "-lun 0x10,0x11,0x12" in
hexadecimal notation.

If this option is omitted, LUN numbers will be allocated in order, starting from O.
-affinitygroup affinitygroup_number

Specify the affinity group number to be created, using either decimal or hexadecimal notation.
For example, specify affinity group number 16 as either "-affinitygroup 16" in decimal or "-affinitygroup 0x10" in hexadecimal.

If this option is omitted, the affinity group numbers that can be created within the target storage device will be allocated
automatically.

-name alias_name

Specify analiasfor theaffinity group to becreated. Thisoptionisreguired for ETERNUS DX60/DX80/DX 90 and ETERNUS2000,
but can be omitted for ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS4000 and ETERNUS8000. If this option
isomitted, an alias will not be set up.

Only alphanumeric characters (ato z, A to Z and 0 to 9) and the following symbols can be used for aliases. ! @#$% & *()-="_+|
~[I{};:"/<>?. If the alias contains a space, enclose the entire aliasin double quotes (e.g., -name "123 567").

-Csv

Displays the created affinity group number in the CSV format. When this option is omitted, it is displayed in the table format.
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Options that can be specified when the delete operand is specified

-ipaddr ipaddr

Specify the |P address of the storage device.

-affinitygroup affinitygroup_number

Specify the number of the affinity group to be deleted, using either decimal or hexadecimal notation.
For example, specify affinity group number 16 as either "-affinitygroup 16" in decimal or "-affinitygroup 0x10" in hexadecimal.

Processing continues without the output of a confirmation message.

Options that can be specified when the update operand is specified

-ipaddr ipaddr

Specify the | P address of the storage device.

-affinitygroup affinitygroup_number

Specify the number of the affinity group whose configuration isto be changed, using either decimal or hexadecimal notation.
For example, specify affinity group number 16 as either "-affinitygroup 16" in decimal or "-affinitygroup 0x10" in hexadecimal.

-add

Adds volumes in the affinity group.
When the number for the allocated volume/LUN is specified, this command terminates abnormally.

-delete

Deletes volumes from an affinity group.
The command will terminate abnormally if a volume number or LUN number of avolume that has not been mapped is specified,
or if deleting the specified mapping will mean that there are no more mappings.

-volume volume_number[,volume_number,...]

Specify the volume number of the volume to be added to or deleted from an affinity group, using either decimal or hexadecimal
notation. If multiple volume numbers are specified, use commas (*,") to separate volume numbers.

For example, specify volumes 16, 17 and 18 as either "-volume 16,17,18" in decimal notation or "-volume 0x10,0x11,0x12" in
hexadecimal notation.

This option cannot be specified together with the -lun option when deleting volumes from an affinity group. Delete volumes by
specifying either this option or the -lun option, not both together.

-lun LUN_number[,LUN_number,...]

-S

Specify the LUN number to be allocated to a volume or released from a volume, using either decimal or hexadecimal notation.
The number of LUN numbers specified must be the same as the number of volumes specified using the -volume option, and the
LUN numbersmust also belisted in the same order astheir corresponding volume numbers. If multiple LUN numbersare specified,
use commas (",") to separate LUN numbers.

For example, specify LUN numbers 16, 17 and 18 as either "-lun 16,17,18" in decimal notation or "-lun 0x10,0x11,0x12" in
hexadecimal notation.

If this option is omitted when LUN numbers are being allocated, LUN numbers will be automatically allocated, starting with the
smallest free LUN number.

When LUN numbers are being released from volumes, this option cannot be specified together with the -volume option. Release
LUN numbers by specifying either this option or the -volume option, but not both together.

Processing continues without the output of a confirmation message.

Options that can be specified when the info operand is specified

-ipaddr ipaddr

Specify the | P address of the storage device.
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-affinitygroup affinitygroup_number

Specify the number of the affinity group for which detailed information is to be displayed, using either decimal or hexadecimal
notation.
For example, specify affinity group number 16 as either "-affinitygroup 16" in decimal or "-affinitygroup 0x10" in hexadecimal.

If this option is omitted, alist of affinity groups will be displayed.
-Csv

Displays the affinity group information in the CSV format. When this option is omitted, it is displayed in the table format.

EXAMPLES
* Creating an affnity group and displaying the created affinity group in the table format.

# [ opt/ FISVssnyr/sbin/storageadm affinity add -ipaddr 1.2.3.4 -volunme 16,17,18 -lun 0,1,2 -
affinitygroup 16

<<< AffinityGoup ADD >>>

NUMBER

I NFO swsag0001: Conmand term nated nornal ly.

* Creating an affnity group and displaying the created affinity group in the CSV format.

# [ opt/ FISVssnyr/sbin/storageadm affinity add -ipaddr 1.2.3.4 -volunme 16,17,18 -lun 0,1,2 -
affinitygroup 16 -csv

NUMBER

0x0010

+ Deleting an affinity group.

# [ opt/ FJSVssngr/sbin/storageadm affinity delete -ipaddr 1.2.3.4 -affinitygroup 16
Are you sure? [y/n]: vy
I NFO. swsag0001: Conmand term nated nornal ly.

+ Adding aLUN in the affinity group.

# [ opt/ FISVssngr/ shin/ storageadmaffinity update -ipaddr 1.2.3.4 -affinitygroup 16 -add -vol une 19
-lun 3

Are you sure? [y/n]: vy

I NFO swsag0001: Cormand term nated normal ly.

* Deleting a LUN from the affinity group.

# [ opt/ FISVssngr/ sbin/ storageadmaffinity update -ipaddr 1.2.3.4 -affinitygroup 16 -del ete -vol une
19

Are you sure? [y/n]: y

I NFO swsag0001: Command term nated normally.

+ Displaying the affinity group listsin the table format.

# [ opt/FJSVssngr/ sbin/storageadm affinity info -ipaddr 1.2.3.4
<<< AffinityGoup Information >>>

NUMBER NAME

0x0000 AGOO

0x0001 AGD1

0x0002 AX02

0x0003 AX03

I NFO swsag0001: Cormand term nated normal ly.
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* Displaying the affinity group listsin the CSV format.

# [ opt/ FISVssngr/sbin/storageadm affinity info -ipaddr 1.2.3.4 -csv
NUMBER, NAVE
0x0000, AGDO
0x0001, AQD1
0x0002, AGD2
0x0003, AGD3

+ Displaying the affinity group detail information (mapping) in the table format.

# [opt/FISVssngr/ sbin/storageadm affinity info -ipaddr 1.2.3.4 -affinitygroup 16
<<< AffinityGoup Information >>>
NUVBER NANME LUN VOLUME VOLUME NAME

0x0010 abcd 0x0000 0x0001 sanple
0x0002 0x0004

I NFO swsag0001: Conmand term nated nornmal ly.

+ Displaying the affinity group detail information (mapping) in the CSV format.

# [ opt/ FISVssngr/sbin/storageadm affinity info -ipaddr 1.2.3.4 -affinitygroup 16 -csv
NUMBER, NAME, LUN, VOLUVE, VOLUVE NAME

0x0010, abcd, 0x0000, 0x0001, sanpl e

0x0010, abcd, 0x0002, 0x0004,

NOTES

+ Thefollowing confirmation message will be output if the -s option is not specified when either the "delete" operand or the "update”
operand is specified. Enter "y" to continue or "n" to cancel.
The confirmation message can be suppressed by specifying the -s option.

Are you sure? [y/n]:

* The command will terminate abnormally if the -delete option is specified with the "update” operand in such away that there are no
items of mapping information for the affinity group.

*+ The command will terminate abnormally if the number for afollowing volumethat cannot be set to an affinity group is specified with
the "update" operand.

- Thevolumesthat do not exist in the storage device
- The volumes other than open volumes

- The LUN concatenated volumes

12.1.4.5 Eco-mode command (storageadm ecomode)

NAME

storageadm ecomode - Operates the eco-mode

SYNOPSIS

/ opt/ FJSVssngr/ sbi n/ st orageadm econpde on -i paddr i paddr
[ opt/ FISVssngr/ sbi n/ st orageadm econpde of f -ipaddr ipaddr [-s]
[ opt/ FISVssngr/ shi n/ st orageadm econode i nfo -ipaddr ipaddr [-csv]
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DESCRIPTION
This command toggles and displays eco-mode information for ETERNUS disk storage systems registered to this product.

OPERANDS
on
Sets eco-mode to ON.
off
Sets eco-mode to OFF.
info

Displays eco-mode status.

OPTIONS
When on is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
When off is specified
-ipaddr ipaddr
Specify the | P address of the storage device.

Continues processing without asking for confirmation.
When info is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
-csv

Displays the eco-mode status of the ETERNUS disk storage system in CSV format.

EXAMPLES
* Setting eco-mode to ON:

# [ opt/ FISVssngr/ sbin/ st orageadm econode on -ipaddr 1.2.3.4
I NFO swsag0001: Cormand term nated normal ly.

* Setting eco-mode to OFF:

# [ opt/ FISVssngr/ sbi n/ st orageadm econode off -ipaddr 1.2.3.4
Are you sure? [y/n]:y
I NFO swsag0001: Cormand term nated normal ly.

* Displaying eco-mode information:
# [ opt/ FISVssngr/ sbi n/ st orageadm econode info -ipaddr 1.2.3.4
<<< EcoMvdde [ nfornation>>
STATUS

I NFO swsag0001: Conmand term nated nornal ly.
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* Displaying eco-mode information in CSV format:

# [ opt/ FISVssngr/ sbi n/ st orageadm econode info -ipaddr 1.2.3.4 -csv
STATUS
ON

NOTES
+ If off is specified without -s, then the confirmation message below is displayed:

Are you sure? [y/n]:

* If the device eco-mode settings are as follows, the command terminates with an error:

- Anerror occurs if the eco-mode is already on when the processing to switch eco-mode on is executed.

12.1.4.6 Performance monitoring command (storageadm perfctl)

NAME

storageadm perfctl — Performs monitoring operations

SYNOPSIS

[ opt/ FJSVssngr/ sbi n/ storageadm perfctl start -ipaddr ipaddr [-interval tine]
[ opt/ FISVssngr/ shi n/ st orageadm perfctl stop -ipaddr ipaddr
/ opt/ FISVssngr/ sbi n/ st orageadm perfctl status -ipaddr ipaddr

DESCRIPTION

This command starts and stops performance monitoring for the NR1000F series and displays the performance monitoring status.

OPERANDS
start
Starts performance monitoring.
stop
Stops performance monitoring.
status

Displays the performance monitoring status.

OPTIONS
When start is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-interval time

Specify either 10, 30, 60, or 300 (seconds unit) as the performance monitoring interval. If this option is omitted, monitoring is
performed at 30 second intervals.

When stop is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
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When status is specified
-ipaddr ipaddr
Specify the |P address of the storage device.

EXAMPLES
+ Starting performance monitoring at 60-second intervals.
# [ opt/ FISVssngr/sbin/ st orageadm perfctl start -ipaddr 1.2.3.4 -interval 60
* Stopping performance monitoring.
# [ opt/ FISVssnyr/ sbin/ st orageadm perfctl stop -ipaddr 1.2.3.4
* Displaying the performance monitoring status.

# [ opt/ FISVssnyr/ shin/ st orageadm perfctl status -ipaddr 1.2.3.4

<<< Performance Monitor Status>>
DEVI CE_NAME( | P_ADDRESS) STATUS | NTERVAL[ SEC]

I NFO swsag0001: Cormand term nated normal ly.

Status description

* Thetable below shows the status types and their meanings:

Monitoring Normal monitoring isin progress.

Stop Performance monitoring is stopped.

Recovering Retry isin progress, after communication was interrupted or an attempt failed.

Error Stopped with an error, after an unsuccessful retry.
Collect the required troubleshooting data and then contact the Fujitsu systems engineer (SE). For details, refer
to "D.1 Troubleshooting information™

NOTES
+ The NR10OOF series must be registered in this product.

* 1f NR10OOOF series performance isto be monitored when creating new storage in amanually incorporated device, then use the settings
below:

For "product type", select “NR1000F”.
Specify the -ipaddr option.

+ If -interval is set to avalue other than 10, 30, 60, or 300, then the actual interval is set according to the table below (an error will occur
if it is set to a negative value or avalue greater than or equal to 2147483648):

-interval time values Monitoring interval (in secs)
time=0 30
0< time<=10 10
10 < time<=30 30
30 < time<= 60 60
60 < time 300
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12.2 [Linux Version] Administrative Server Commands

This section explains command operations on the Linux Administrative server.

12.2.1 Commands for operating environment management

The following sections explain the commands for managing the operating environment.

12.2.1.1 Administrator login account creation command (scsetup)

NAME

scsetup - creates administrative login account

SYNOPSIS

[ opt/ FISVssmgr/ bi n/ scset up

DESCRIPTION

This command sets administrative login account and perform creation of a CLI encryption key.
Only OS administrator (root) user can execute this command. This command only can execute when admin server stop. Refer t0"12.2.2.2
Starting and stopping the daemons of the administrative server at specific times* for the detail information.

OPTIONS

None.

USAGE

This command set the parameter by the following interface.

I nput a new CLI crypt key [l ength:4-56]: any key
Are you sure? [y,n,q?] vy

I nput a new user nane [l ength:1-16]: usernane

I nput a new password [l ength: 1-16]: password
Retype a new password [l ength: 1-16]: password

Are you sure? [y, n,q?] y

CLI encryption key

Please enter the CLI encryption key to be used (between 4 and 56 characters). Double-byte characters, single-byte alphanumerical
characters, symbols, and strings composed entirely of single or double-byte characters can be used. Notice that CLI encryption is
required for ETERNUS SF Storage Cruiser internal use only, and users don't have to remember the key.
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Username

Enter the user name of the login account for administrators (between 1 and 16 characters). The name must start with an aphabetic
character, and aphanumerical characters (including underscores, " ", periods, ".", and hyphens, "-") can be used.

Password

Enter the password of the login account for administrators (between 1 and 16 characters). The password isa string of aphanumerical
characters and symbols, but cannot start with "{".

Password confirmation

For password confirmation, enter the password of the administrator again.

EXAMPLES

# [ opt/ FISVssngr/ bi n/ scset up

12.2.1.2 SNMP Trap transmission place IP address change command (sanadmsh
chtraprcvip)

NAME
sanadmsh chtraprevip - changes SNMP Trap transmission place | P address

SYNOPSIS

/ opt/ FISVssngr/ bi n/ sanadnsh chtraprcvip -h
[ opt/ FISVssngr/ bi n/ sanadnsh chtraprcvip -all -oldip XXX.XXX.XXX. XXX [-newip yyy.yyy.yyy.yyyl]
[ opt/ FISVssngr/ bi n/ sanadmsh chtraprcvip Devicel D -ol di p XXX. XXX. XXX. XXX [-newi p yyy.yyy.Vyyy.yyy]

DESCRIPTION

After the IP address of the administrative server is changed, delete the old IP address of the administrative server that is the SNMP Trap
transmission place from the devices registered with this software, and add the new IP address. Only OS administrator (root) user can
execute this command.

Although the SNMP Trap transmission place setting for a device may be changed with the Management Software on the device, this
software provides this command to facilitate changing of the transmission place.

OPTIONS
-h
Displays help about the argument format of this command.
-all

Applies SNMP Trap transmission place setting to all devices managed by this software. Executing the command specified with this
argument outputs device names and execution results in execution order to the standard output. If the administrative server has more
than one | P address, for exsample, if the management server is connected to multiple subnets, a device may not be set with the correct
SNMP Trap transmission place. After this setting is performed, check whether the correct administrative server addressiis set as the
SNMP Trap transmission place setting on the device side.

DevicelD

Applies SNMP Trap transmission place setting to the limited devices. Specify the device type according to the following tables.
Afterwards, specify how to recognize the device.
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Device type Device recognition method (one of which must be specified)

-host
-storage PXOOCXXX XXX XXX
-library
-switch
-hub nickname: Device management name that is set for this software.
-bridge

sysname: SysName name of adevice SNMP setting

-oldip XXX.XXX.XXX.XXX

Specify the old IP address of the administrative server. Delete this | P address from the SNMP transmission place address of managed
devices.

-NEWIp YYY.yYyy.yyy.yyy

Specify the new IP address of the new administrative server. Add this IP address to the SNMP transmission place address. If this
argument isomitted, the | P address of the new administrative server isautomatically specified. It isrecommended to enter theargument
considering the administrative server that has multiple P addresses.

USAGE

Execute the command after changing the | P address of Manager. The command may be executed for all devices managed by this software
by the one command or for a specific device.

Devices that can be targets of the command are devices for which SNMP Trap transmission place settings can be defined automatically
from this software.

The monitoring status of every target device must be normal.

EXAMPLES

* Execute the SNMP Trap transmission place change on all managed devices that can automatically execute SNMP Trap transmission
place setting.

# [ opt/ FISVssnyr/ bi n/ sanadnsh chtraprcvip -all -oldip 10.10.10.10 -new p 20.20. 20. 20

* Execute the SNMP Trap transmission place change on server nodes that sysname is defined in host1.

# [ opt/ FISVssngr/ bi n/ sanadnmsh chtraprcvi p - host sysnane: host1 -ol di p 10. 10. 10. 10 - newi p 20. 20. 20. 20

12.2.1.3 SN200 (Brocade), PRIMERGY Fibre Channel switch blades SNMP Trap test
(swtraptest)

NAME
swiraptest - tests of SNMP Trap

SYNOPSIS

[ opt/ FISVssngr/ bi n/ swtraptest fibre-channel-switch-ip-address

DESCRIPTION

This command checks whether this software can receive an SNMP Trap correctly, display an event, and cooperate with Systemwalker
Centric Manager and Shell.

A simulated Fibre Channel switch SNMP Trap (FC Port fault) is created and issued to the administrative server.
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For fibre-channel-switch-ip-address, specify the IP address of the Fibre Channel switch which isto check the SNMP trap setting by this
command.

The Fibre Channel switch must be a device managed by this software.

OPTIONS

None.

EXAMPLES
* Executing this command for a Fibre Channel switch whose IP addressis 11.11.11.11

# [opt/FJSVssngr/ bin/swtraptest 11.11.11.11

NOTES

Even theinput IP addressis not for a FC device, this command can be executed.
In this case, it executes as the event of device which IP addressis input.

12.2.1.4 ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000
series, ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000,
ETERNUS6000 and ETERNUS GR series SNMP Trap test (grtraptest)

NAME
grtraptest - tests of SNMP Trap

SYNOPSIS

[ opt/ FISVssngr/ bin/grtraptest storage-ip-address

DESCRIPTION

This command checks whether this software can receive an SNMP Trap correctly, display an event, and cooperate with Systemwalker
Centric Manager and Shell.

The administrative server internally generates pseudo SNM P traps (FAN fault) of the ETERNUS DX60/DX80/DX90, ETERNUS DX400
series, ETERNUS DX 8000 series, ETERNUS2000, ETERNUS4000, ETERNUSB000, ETERNUS3000, ETERNUS6000 and ETERNUS
GR series, and issues them to the administrative server itself.

For storage-ip-address, specify the |P address of the storage which is to check the SNMP trap setting by this command.
The storage device must be a device managed by this software.

OPTIONS

None.
EXAMPLES

* Executing the command for a storage device whose |P addressis 12.12.12.12

# /opt/FJSVssngr/bin/grtraptest 12.12.12.12
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NOTES

Even the input IP address is other than ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series,
ETERNUS2000, ETERNUS4000, ETERNUSB8000, ETERNUS3000, ETERNUS6000, ETERNUS GR series, this command can be
executed.

In this case, it executes as the event of device which IP addressisinput.

12.2.1.5 Host affinity and zoning operation command (storageadm zone)

NAME
storageadm zone - operates the host affinity and Fibre Channel switch zoning

SYNOPSIS

[ opt/ FISVssngr/ sbi n/ st orageadm zone add -storage cawwpn, af fini tygroup - hba hbawwpn
[ opt/ FISVssngr/ shi n/ st orageadm zone del ete -storage cawwn, af finitygroup -hba hbawwpn
/ opt/ FISVssngr/ sbi n/ st orageadm zone info [-ipaddr ipaddr[,ipaddr,...]]

DESCRIPTION

Thiscommand is used to set/del ete/display the storage device host affinity and Fibre Channel switch zoning. Only OS administrator (root)
user can execute this command.

Specify the storage device CA WWPN, affinity group, and WWPN of the set HBA in the command parameter to set/delete the storage
device host affinity and Fibre Channel switch zoning. The set host affinity and zoning is also displayed.

The target storage device and Fibre Channel switch must be devices managed by this software.

OPERANDS
add
This sets the host affinity and zoning.
delete
This deletes the host affinity and zoning.
info
This displays the host affinity and zoning.
-storage cawwpn,affinitygroup
Specify the storage device CA WWPN and affinity group for which the host affinity is set or deleted.
-hba hbawwpn
Specify the WWPN of the HBA set for host affinity and zoning.
-ipaddr ipaddr[,ipaddr,...]
Displaysthe host affinity information set in the specified | P address, Fibre Channel switch zoning information, or storage device CA.
To display more than one item of storage device information, specify the |P address using acomma (*,").

If this omitted, all the storage device and Fibre Channel switch information registered in this software is displayed.
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EXAMPLES
* Adding the host affinity and zoning
# [ opt/ FISVssngr/ sbin/ st orageadm zone add -storage 1111111111111111, 3 - hba 2222222222222222
* Deleting the host affinity and zoning
# / opt/ FISVssngr/ sbin/ st orageadm zone del ete -storage 1111111111111111, 3 -hba 2222222222222222
+ Displaying the host affinity and zoning

# [ opt/ FISVssnyr/ sbi n/ st orageadm zone info
<<< FC Switch Zone Information >>>

DEVI CE_NAME( | P_ADDRESS) ZONE_NAMVE ZONE_W/PN
Swi t ch1( 10. 10. 10. 10) SNM 0001 1111111111111111; 2222222222222222
SNM 0002 3333333333333333; 4444444444444444

<<< FC CA Zone Information >>>

DEVI CE_NAME( | P_ADDRESS) CA_WAPN AFFI NI TY_GROUP HBA_VWAPN
E4000MBOO( 10. 10. 10. 11) 1111111111111111 3 2222222222222222
NOTES

* The storage device and Fibre Channel switch for which set/delete/display is performed must have been registered in this software.

This command cannot be used to register Fibre Channel switchesif zoning has not been set. Create atemporary zone and then register
the Fibre Channel switch in this software. Refer to "4.2.1.1 Setting” for details on creating temporary zones.

* Please execute this command after confirming the state of the server is below. (When the server where HBA specified for "-hba"
optionisinstalled is registered in this software.)

- The server had to have started when "Add" option was specified.
- The server had to have stopped when "Delete” option was specified.
* Fibre Channel switch zoning is set for the Fibre Channel switch connected to the specified storage device CA.

*+ The Fibre Channel switch and storage device must be connected using a Fibre Channel cable. If the Fibre Channel cable is not
connected, Fibre Channel switch zoning is not set. Connect the Fibre Channel cable, and then re-execute the command.

* Zonesettings (creation of the AffinityGroup) must be configured inthe ETERNUS disk array devicein advance, using Storage Volume
Configuration Navigator or ETERNUSmMgr.

+ Only the ETERNUS SN 200 (except model 250M) and Brocade (except AP7420) Fibre Channel switch and PRIMERGY fibre channel
switch blades are supported.
For ETERNUS V S900 model 300, only "info" operand is supported. When ETERNUS V S900 model 300 is specified at the "info"
operand, the WPN of thevirtual initiator of ETERNUS V S900 model 300 is displayed onthe HBA_WWPN line of <<< FC CA Zone
Information >>>.

* Thefollowing conformation message is output when "delete" is specified. To continue, enter 'y'. To cancel, enter 'n'.

Are you sure? [y/n]:

12.2.1.6 Performance information operation command (storageadm perfdata)

NAME

storageadm perfdata - operates the performance information
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SYNOPSIS

/ opt/ FISVssngr/ sbi n/ st orageadm perfdata export outdirname -ipaddr ipaddr [-date start_tinme[-
end_tine]]

DESCRIPTION

This command outputs the performance information of the storage devices and Fibre Channel switches. Only OS administrator (root) user
can execute this command.

By specifying the IP address of the device that outputs the performance information and the date in the command operand, the storage
device and Fibre Channel switch performance information is output in CSV format.

Thetarget storage device and Fibre Channel switch must be devices managed by this software when performance monitoring is either still
running or already completed.

The supported devices are as follows.

+ ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUSA000 (except
models 80 and 100) and ETERNUS8000

+ The Fibre Channel switches and Fibre Channel switch blades which support the performance monitoring.
The details of CSV files are asfollows.

The port information of Fibre Channel switch

Items Explanation
File name PORT.csv
Header line + Case of ETERNUS SN200 series or Brocade Fibre Channel switch

Date,PortX - Tx Throughput, PortX - Rx Throughput, PortX - CRC Error, ...

+ Case of ETERNUS SN200 MDS series
Date,PortX - Tx Throughput, fcX/X - Rx Throughput, fcX/X - CRC Error, ...

Dataline date portOs,port0r,port0e, ... ,portNs portNr,portNe

The following information is output for each field. (After dafeg the information is repeated for the actual number
of ports.)

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

portOs: PortO Transfer rates of send data at dare(Decimal notation. The unitis MB/S.)

portOr: PortO Transfer rates of receive data at dafe(Decimal notation. The unit isMB/S.)

portOe: PortO Number of CRC errors at date(Decimal notation. The unit is Count.)

portNs: PortN Transfer rates of send data at dafe(Decimal notation. The unitis MB/S.)

portNr: PortN Transfer rates of receive data at dafe(Decimal notation. The unit is MB/S.)

portNe: PortN Number of CRC errors at dafe(Decimal notation. The unit is Count.)

The CM performance information of storage device

ETERNUS DX60/DX80/DX90, ETERNUS2000, ETERNUS4000 models 300 and 500, ETERNUSB8000 models 700, 900, 1100

and 2100
Items Explanation

File name CM.csv

Header line Date, CMOxXX:CPUX - CPU Use Rate, CMOxXX:CPUX - Copy Remain, ...

Dataline date CMO0u,CMaar, ... ,CMNNu,CMNNr
Thefollowing information is output for each field. (After dafe the information isrepeated for the actual number
of CMs.)
date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
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Items Explanation

CMOOu: CM0x00:CPUO (*1) CPU Load at dare(Decimal notation. The unit is %.)

CMOOr: CM0x00:CPUO (*1) CM Copy remaining amount at gafe (Decimal notation. The unit is GB.)
CMNNu: CMOXNN:CPUN (*1) CPU Load at date(Decimal notation. The unit is %.)

CMNNr: CMOXNN:CPUN (*1) CM Copy remaining amount at dafe(Decimal notation. The unit is GB.)

*1: The CPU number is not output when the storage device is ETERNUS DX60/DX80/DX90 or ETERNUS2000.

ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS4000 models 400 and 600, ETERNUS8000 models 800, 1200
and 2200

Items Explanation

File name CM/nnnn.csv

(nnnnindicates the CM number by hexadecimal notation. CM numbers are assigned in ascending order, starting
with 0000 for the lowest CM CPU number in the device.

CMOx0 CPUOQ is 0000,

CMOx0 CPU1 is 0001,

CMOx1 CPUO is 0002,

CMOx1 CPU1 is 0003,

CMOx7 CPUO is 000E,
CMOx7 CPU1 is 0O00F.)

Header line Date, CMOxXX:CPUX - CPU Use Rate, CMOxXX:CPUX(ROE) - CPU Use Rate, CMOxXX:CPUX - Copy
Remain
Dataline date cpu,roereman

The following information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

¢pu: CMOxXX:CPUX CPU Load at dare(Decimal notation. The unit is %.)

roe: CMOxXX:CPUX ROE Load at dare(Decimal notation. The unit is %.)

remain: CMOxXX:CPUX CM Copy remaining amount at dafe(Decimal notation. The unit is GB.)

The LogicalVolume performance information of storage device

Items Explanation

File name LogicalVolume/ nnnn.csv
(nnnnindicates the Logical VvV olume number by hexadecimal notation.)

Header line Date, LogicalVolumeOxX XXX - Read |OPS, LogicaVolumeOxX XXX - Write |OPS, LogicalVolumeOxX XXX
- Read Throughput, L ogicalVolumeOxX XXX - Write Throughput, LogicalVolumeOxX XXX - Read Response
Time, LogicalVolumeOxXX XX - Write Response Time, LogicalVolumeOxX XXX - Read Cache Hit Rate,
LogicalVolumeOxX XXX - Write Cache Hit Rate, LogicalVolumeOxX XXX - Prefetch Cache Hit Rate,

Dataline date read,write through-r, through-w, resp-r,resp-w, hit-r, hit-w, fetch

The following information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read: Read Count at date(Decimal notation. The unit isIOPS.)

write: Write Count at gafe (Decimal notation. The unit is IOPS.)

through-r: Read datatransfer rate at dare(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dafe(Decimal notation. The unit is MB/S.)
resp-r: Read Response Time at dafe(Decimal notation. The unit is msec.)
resp-w : Write Response Time at gafe(Decimal notation. The unit is msec.)
hit-r: Read Cache Hit Rate at dare(Decimal notation. The unit is %.)

hit-w: Write Cache Hit Rate at gafe(Decimal notation. The unit is %.)

ferch: Read Pre-fetch Cache Hit Rate at dafe(Decimal notation. The unit is %.)
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The RAIDGroup performance information of storage device

Items Explanation

File name RAIDGroup/ nnnn.csv
(nnnnindicates the RAIDGroup number by hexadecimal notation.)

Header line Date, RAIDGroupOxOxX XXX - Read IOPS, RAIDGroupOxOxXXXX - Write IOPS, RAIDGroupOX0OxXXXX -
Read Throughput, RAIDGroup0Ox0xX X X X - Write Throughput, RAIDGroup0x0xX X X X - Read Response Time,
RAIDGroup0Ox0OxXXXX - Write Response Time, RAIDGroupOx0OxX XXX - Read Cache Hit Rate,
RAIDGroupOx0OxXXXX - Write Cache Hit Rate, RAIDGroupOxOxX XXX - Prefetch Cache Hit Rate,

Dataline aate read,write through-r, through-w, resp-r,resp-w, hit-r, hit-w, fetch

Thefollowing information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read: Read Count at date(Decimal notation. The unit is IOPS.)

write: Write Count at date(Decimal notation. The unit is IOPS.)

through-r: Read data transfer rate at date(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dare(Decimal notation. The unit is MB/S.)
resp-r: Read Response Time at agafe(Decimal notation. The unit is msec.)
resp-w: Write Response Time at dafe(Decimal notation. The unit is msec.)

hit-r: Read Cache Hit Rate at dafe(Decimal notation. The unit is %.)

hit-w: Write Cache Hit Rate at gafe(Decimal notation. The unit is %.)

fetch: Read Pre-fetch Cache Hit Rate at dare(Decimal notation. The unit is %.)

The Disk performance information of storage device

Items Explanation
File name Disk/nnnn.csv
(nnnnindicates the DE number by hexadecimal notation.)
Header line Date, DEOXXX:SlotX - busy time, ...
Dataline date DiskO, ... ,DiskN

Thefollowing information is output for each field. (After dafe theinformation isrepeated for the actual number
of Disks.)

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

DiskO: DiskO Disk busy rate at dare(Decimal notation. The unit is %.)

DiskN : DiskN Disk busy rate at dafe(Decimal notation. The unit is %.)

The CA/CM Port performance information of storage device

ltems

Explanation

File name

Port/ nnnn.csv

(nnnnindicates the CA/CM Port number by hexadecimal notation. CA/CM port numbers are assigned in
ascending order, starting with 0000 for the lowest CA/CM port number in the device.

CMOx0 CAO0xO0 Port0 is 0000,

CMOx0 CAOxO0 Port1 is 0001,

CMOx7 CAO0x3 Port2 is 007E,
CMOx7 CAO0x3 Port3 is 007F.)

Header line

+ Case of CA Port

Date, CMOxX:CAOxX:PortX - Read |OPS, CMOxX:CAOxX:PortX - Write |IOPS, CMO0xX:CAOxX:PortX -
Read Throughput, CM0OxX:CAO0xX:PortX - Write Throughput

+ Case of CM Port

Date, CMOxX:PortX - Read 10PS, CMOxX:PortX - Write IOPS, CMOxX:PortX - Read Throughput,
CMOxX:PortX - Write Throughput
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Iltems

Explanation

Dataline

date read write through-r, through-w

Thefollowing information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read: Read Count at dare(Decimal notation. The unit is OPS.)

write: Write Count at date(Decimal notation. The unit is1OPS.)

through-r: Read data transfer rate at date(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dafe(Decimal notation. The unit is MB/S.)

The number of active disks performance information of storage device

Items Explanation
File name ACTIVE_DISK.csv
Header line Date, Total Disks, Active Disks
Dataline date total, active

The following information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
total . Overall number of loaded disk devices at dafe(Decimal notation. The unit is Disk.)
active: Overall number of active disk devices at dare(Decimal notation. The unit is Disk.)

Power consumption performance information of storage device (ETERNUS DX60/DX80/DX90 only)

Items Explanation
File name SYSTEM_POWER_CONSUMPTION.csv
Header line Date, System Power Consumption
Dataline date, power

The following information is output for each field.
date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
powerPower used by device as awhole at dare(Decimal notation. The unitisW.)

Temperature performance information of storage device (ETERNUS DX60/DX80/DX90 only)

Items Explanation

File name SYSTEM_TEMPERATURE.csv

Header line Date, System Temperature

Dataline date, temperature
The following information is output for each field.
date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
temperature: Air intake temperature at the device at dafe(Decimal notation. The unit is degrees Centigrade.)

OPERANDS

export

Outputs performance information for the specified date in CSV format.

outdirname

Specify the directory that outputs performance information.
Performance information is output to the outdirname directory based on the following configuration.

-412-




autciirname

— Start_tirme — Stop_time Example: 2007 06010000-2007 06020000
— Device & i Storage device)
— Disk 0000, csy
— LogicalVolume 0000 csy
— Paort 0000, csy
— RAIDGraup 0000 csy
— ACTIVE_DISK. csy
— SYSTEM_POWER_COMSUMPTION.cov
— SYSTEM_TEMPERATURE.csv
— Ch.csy
— Device B CFibre Channel switch?
L PoRTesy

indicates a directory.

OPTIONS
-ipaddr ipaddr
Specify the | P address of the device that outputs performance information.

The output target device must satisfy the following conditions:

- Storage devices, Fibre Channel switches and Fibre Channel switch blades that output performance information must be registered
in this software, and the device must be one of the following performance monitoring targets:

- ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000
(except models 80 and 100) and ETERNUSB000

- The Fibre Channel switches and Fibre Channel switch blades which support the performance monitoring.
For the settings of performance monitoring, refer to "7.2.2 Instruction for performance management".
-date start_time[-end_time]

Specify the start and end times for the output of performance information in YYYYMMDDhhmm format. The start and end times
must be concatenated using a hyphen ("-"), asfollows:

YYYYMVDDhhmm YYYYMVDDhhimm

If the hyphen ("-") and end time are omitted, the command execution time will be the end time.

If this option is omitted, atime 30 minutes before the command execution time will be the start time, and the command execution time
will be the end time.
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EXAMPLES

+ Output of performance information from 00:00 on 01/01/2008 to 23:59 on 01/01/2008 for a device with IP address 10.101.12.13 to
the /tmp/work directory:

# [ opt/ FISVssngr/ sbi n/ st orageadm perfdata export /tnp/work -ipaddr 10.101.12.13 -date
200801010000- 200801012359

+ Output of performance information from 00:00 on 01/01/2008 to now for a device with IP address 10.101.12.13 to the /tmp/work
directory:

# | opt/ FISVssngr/ sbi n/ st orageadm perfdata export /tnp/work -ipaddr 10.101.12.13 -date 200801010000

NOTES
* Thefull path of an existing directory must be specified in outdirname

+ Thetime that is specified for the -date option start time must be earlier than the end time. Additionally, the time that is specified for
the start and end times must be later than 00:00 on 01/08/2001, and earlier than the command execution time.

12.2.1.7 Disk control command (storageadm spindle)

NAME
storageadm spindle - controls disks

SYNOPSIS
[ opt/ FJSVssngr/ sbi n/ st orageadm spindl e start -ipaddr ipaddr {-raid
RAI DGr oup_nunber [, RAI DGroup_nunber,...] | -server} [-sync [-time tinmeout]]
[ opt/ FISVssngr/ sbi n/ st orageadm spindl e stop -ipaddr ipaddr {-raid
RAI DGr oup_nunber [, RAI DG oup_nunber,...] | -server} [-sync [-time timeout]] [-s] [-f]
/ opt/ FISVssngr/ shi n/ st orageadm spindl e info -ipaddr ipaddr [{-raid
RAI DG oup_nunber [, RAI DG oup_nunber,...] | -server}]
DESCRIPTION

Starts or stops the storage device RAID disk rotation. Only OS administrator (root) user can execute this command.

If a storage device was specified when the status was displayed, the rotation status of the disk that was used to configure RAID is
displayed.
If a server was specified, the storage device RAIDGroup number and volume number used by the server are displayed.

By specifying the storage device IP address and RAIDGroup number in the command operand, the rotation of the disk that was used to
configure the storage device RAID is started or stopped.

By specifying the server IP address, the rotation of the storage device disk used by the server is started or stopped.

The target storage device and server must be devices managed by this software.

OPERANDS

start

Starts the disk that is used to configure the storage device RAIDGroup.
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stop
Stops the disk that is used to configure the storage device RAIDGroup.
info

Displays the storage device RAIDGroup Eco-mode information, or the storage device information used by the server.

OPTIONS
Options that can be specified when the start operand is specified
-ipaddr ipaddr
Specify the storage device or server |P address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the start target RAIDGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified, separate
each number using acomma (",").
Specify this option when the storage device | P address has been specified in the -ipaddr option.

-server

Specify this option to start rotation of the storage device disk used by the server.
Specify this option when the server | P address has been specified in the -ipaddr option.

-sync
When this option is specified, thereis no return until processing is complete, or the time specified in the -time option has elapsed.
-time timeout

Specify the timeout value (unit: seconds) if the -sync option has been specified. Specify a number from 1 to 86400. If this option
is omitted, the timeout value will be 600 seconds.

Options that can be specified when the stop operand is specified
-ipaddr ipaddr
Specify the storage device or server |P address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the stop target RAIDGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified, separate
each number using acomma (",").
Specify this option when the storage device | P address has been specified in the -ipaddr option.

-server

Specify this option to stop rotation of the storage device disk used by the server.
Specify this option when the server | P address has been specified in the -ipaddr option.

-sync
When this option is specified, thereis no return until processing is complete, or the time specified in the -time option has elapsed.
-time timeout

Specify the timeout value (unit: seconds) if the -sync option has been specified. Specify a number from 1 to 86400. If this option
is omitted, the timeout value will be 600 seconds.

Processing continues without the output of a confirmation message.

Related RAIDGroup disks are forcibly stopped.
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Options that can be specified when the info operand is specified
-ipaddr ipaddr
Specify the storage device or server |P address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the statusdisplay target RAIDGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified,
separate each number using acomma (*,").
Specify this option when the storage device | P address has been specified in the -ipaddr option.

If this option is omitted, the information for all the RAIDGroups in the specified storage device is displayed.
-server

Specify this option when the server |P address is specified to display the storage device RAIDGroup Eco-mode information and
volume number used by the server.
Specify this option when the server | P address has been specified in the -ipaddr option.

EXAMPLES
+ Starting the disk that is used to configure the RAIDGroup by specifying the storage device | P address and RAIDGroup number:

# [ opt/ FISVssngr/ sbi n/ st orageadm spi ndl e start -ipaddr 10.10.10.10 -raid 0x0000, 0x0001

* Stopping the disk that is used to configure the RAIDGroup by specifying the storage device IP address and RAIDGroup humber:

# [ opt/ FISVssngr/ sbi n/ st orageadm spi ndl e stop -i paddr 10.10.10.10 -raid 0x0001

* Stopping the disk that is used by the server by specifying the server:

# [ opt/ FISVssngr/ sbin/ st orageadm spi ndl e stop -i paddr 10. 10.10.20 -server

+ Displaying the Eco-mode status of all storage device RAIDGroups:

# [ opt/ FISVssngr/ sbin/ st orageadm spindl e info -ipaddr 10.10.10.10
<<< ECO Mode RAID G oup Information >>>

RAI DGROUP_NUVBER( NAME) MCDE DI SK_STATUS CONTROL SCHEDULE
0x0000( dat al) ON Idle OFF Ext er nal
0x0001( dat a2) ON in the boot process ON 01- NAMEOOO1
0x0002 OFF Active -

0x0003 - Active -

The explanation of the information displayed in each field is as follows.

Field title Explanation

RAIDGROUP_NUMBER(NAME) Displaysthe RAIDGroup number by the hexadecimal number of four digits. When the
name is set on the RAIDGroup, its name is displayed by enclosing in ().

MODE Displays the Eco-mode status that is set on the RAIDGroup.
"ON" indicates that the Eco-mode is enabled.

"OFF" indicates that the Eco-mode is disabled.

"-" (hyphen) indicates that the Eco-mode cannot be set.

DISK_STATUS Displays the status of disks that compose the RAIDGroup.
"Active" indicates that disks are active.

"ldle" indicates that disks are inactive.

"In the boot process' indicates that disks start in progress.
"In the stop process" indicates that disks stop in progress.

CONTROL Displays the disk control status set on the RAIDGroup.
"ON" indicates that disk starting is requested.
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Field title

Explanation

"OFF" indicates that disk stopping is requested.
"-" (hyphen) indicates uncontrollable.

SCHEDULE

Displays the Eco-mode schedule set on RAIDGroup by the following format. The
schedule name of External is displayed as"External”.

number-name

The "number” is displayed in decimal number, and "name" is displayed in eight
characters or less.

* Displaying the storage device RAIDGroup

# [ opt/ FISVssngr/ sbi n/ st orageadm
<<< ECO Mbde RAID GROUP informati

number and volume number that are used by the server:

spindle info -ipaddr 10.10.10.20 -server
on for Server >>>

| P_ADDRESS RAID  MCDE DI SK_STATUS CONTROL STCP
10.10. 10. 10 0x0000 ON Idle OFF
0x0001 ON  Active ON *

<<< Di sk use information on Server >>>

| P_ADDRESS RAID  VOLUME

10. 10. 10. 10 0x0000 0x0000, 0x0001, 0x0002, 0x0003, 0x0004, 0x0005, 0x0006, 0x0007,
0x0008, 0x0009, 0xO00A, 0x000B, 0x000C, 0x000D, 0XxO00E, 0Xx000F

0x0001 0x0010, 0x0011, 0x0012, 0x0013, 0x0014, 0x0015, 0x0016, 0x0017,

0x0018, 0x0019, 0x001A, 0x001B, 0x001C, 0x001D, 0x001E, 0x001F

The explanation of the information displayed in each field is as follows.

Field title

Explanation

Fields of <<< ECO Mode RAID GROU

P information for Server >>>

IP_ADDRESS

Displays the I P address of the storage device connected with the specified server.

RAID

Displays the RAIDGroup number by the hexadecima number of four digits. The
RAIDGroup including the volume used from the specified server is displayed.

MODE

Displays the Eco-mode status that is set on the RAIDGroup.
"ON" indicates that the Eco-mode is enabled.

"OFF" indicates that the Eco-mode is disabled.

"-" (hyphen) indicates that the Eco-mode cannot be set.

DISK_STATUS

Displays the status of disks that compose the RAIDGroup.
"Active" indicates that disks are active.

"Idle" indicates that disks are inactive.

"In the boot process' indicates that disks start in progress.
"In the stop process" indicates that disks stop in progress.

CONTROL

Displays the disk control status set on the RAIDGroup.
"ON" indicates that disk starting is requested.

"OFF" indicates that disk stopping is requested.

"-" (hyphen) indicates uncontrollable.

STOP

Although the stopping the disks used from the specified server is directed, when any
disksin this RAIDGroup are used from other server or this RAIDGroup cannot be
stopped because of any following states, displays "*".

+ The RAIDGroup for which the system disk isincluded

* The RAIDGroup for which it isset in the NAS area
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Field title Explanation

+ The RAIDGroup for which the mainframe volumes, MVV volumes or MVV
Concatenation volumes are registered

Fields of <<< Disk useinformation on Server >>>

IP_ADDRESS Displays the I P address of the storage device connected with the specified server.

RAID Displays the RAIDGroup number by the hexadecima number of four digits. The
RAIDGroup including the volume used from the specified server is displayed.

VOLUME Displays the volume number by the hexadecimal number of four digits. The volumes
used from the specified server are displayed.

NOTES

* There are RAIDGroups that cannot do the Eco-mode operation. Refer to "Uncontrollable RAID groups' in the "1.3.4 Energy-saving
operation for storage device".

* The RAIDGroup Eco-mode must be ON to operate the RAIDGroup start/stop control. For details on the procedure for setting the
RAIDGroup Eco-mode to ON, refer to "6.1.13 How to control the Eco-mode”.

- If disk rotation is started and stopped by specifying the server IP address, do not change the storage device connection.

+ For stopping the disk rotation by specifying the server |P address, if one or more share disks are contained on the stopped disks, the
disk rotation cannot be stopped. Check the status of all serversthat usetheir share disks, and judge whether share disks can be stopped
or not. If share disks can be stopped, specify the -f option.

+ For stopping the disk rotation by specifying the server |P address, if the disks used from other server areincluded in the RAIDGroup
that stop target disk exists, the disk rotation cannot be stopped. To stop the disk rotation, either specify server IP addressfor all servers
that use the disk of its RAIDGroup, or specify the -f option. When you specify -f option, check the status of all related servers, and
judge whether disks can be stopped or not. It is recommended that the server and the RAIDGroup be the compositions of couple 1.

* For stopping the disk rotation by specifying the server |P address, if the RAIDGroup including unused disks, the disk rotation cannot
be stopped. Re-execute either specify the -f option or specify the RAIDGroup.

* For stopping the disk rotation by specifying the server IP address, if the RAIDGroup including the stop target disk is any
of "Uncontrollable RAID groups", the disk rotation cannot be stopped.

+ If the volume that belongs to the specified stop target RAIDGroup is concatenated with a different RAIDGroup using the LUN
concatenation functionality, the disk is not stopped even if the stop operand is specified. To stop all related RAIDGroup disks, either
specify all of therelated RAIDGroups, or specify the -f option. However, if the related RAIDGroup is any of "Uncontrollable RAID
groups’, the disk control cannot be executed.

+ Thefollowing confirmation message is output when the stop operand is specified. To continue, enter "y". To cancel, enter "n". This
confirmation message is not output when the -s option is specified.

Are you sure? [y/n]:

+ The information of storage device that can control disks is displayed on the storage device information used by the server. The
information of storage device that cannot control disksis not displayed. When both the disk controllable storage device and the disk
uncontrollable storage device are connected with the server, the information of disk controllable storage device is only displayed.

* The disk does not stop when the RAIDGroup statusis as follows:
- Part of the storage device controller module and the module for the disk drive access route contain a fault.
- Thedisk drive that was used to configure the RAIDGroup is faulty.
- Thereis AdvancedCopy copy data.

- Thereis an EC/REC session (including when there is no copy data). The disk does, however, stop when the EC/REC status is
Suspend.
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- Thereis aQuickOPC/SnapOPC session (including when there is no copy data).

12.2.1.8 Virtualization switch access path setting command (storageadm virtualzone)

NAME

storageadm virtualzone - Operates on the host affinities and zonings for virtualization switches

SYNOPSIS

[ opt/ FJSVssngr/ sbi n/ st orageadm virtual zone add -storage cawwpn, af fini tygroup -ipaddr ipaddr [-update
all] [-f [-s]]

[ opt/ FJSVssngr/ sbi n/ st orageadm virt ual zone add -hba hbawwpn -vt vtwwn [-update all] [-f [-s]]

/ opt/ FISVssngr/ sbi n/ st orageadm vi rtual zone del ete -storage cawwn, affinitygroup -ipaddr ipaddr [-s] [-
update all]

/ opt/ FISVssngr/ sbi n/ st orageadm vi rtual zone del ete -hba hbawwpn -vt viwwpn [-s] [-update all]

DESCRIPTION

This command adds or deletes zonings for Fibre Channel switches and host affinities for storage devices associated with virtualization
switches (virtual targets and virtual initiators).

* Adds or deletes zonings between the HBA and a virtualization switch (virtual target)
* Adds or deletes host affinities and zonings between the CA and a virtualization switch (virtual initiator)
Only OS administrator (root) user can execute this command.

Thetarget storage devicesand Fibre Channel switches must be devices managed by this software. The only Fibre Channel switch supported
is ETERNUS V S900 model 300.

OPERANDS
add
Adds the host affinity and zoning.
delete

Deletes the host affinity and zoning.

OPTIONS
Options that can be specified when the add operand or delete operand is specified
-storage cawwpn,affinitygroup
Specify the channel adapter WWPN and the affinity group number of the storage device where the host affinity isto be set up.

Specify the channel adapter WWPN using 16 digits of hexadecimal notation, optionally separating pairs of digits by acolon (":")
for atotal of 23 charactersin hexadecimal notation. An example using colons to separate digitsis11:11:11:11:11:11:11:11.
Specify the affinity group number using either decimal notation or hexadecimal notation. For example, affinity group number 16
can be specified using decima notation as "-storage 1111111111111111,16" or in hexadecimal notation as "-storage
1111111111111111,0x10".

-ipaddr ipaddr

Specify the | P address of the virtualization switch to which the virtual initiator (to be set in host affinities and zonings) belongs.
-hba hbawwpn

Specify the WWPN for the HBA to be set in zonings.
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Specify the WWPN for the HBA using 16 digits of hexadecimal notation, optionally separating pairs of digits by acolon (":") for
atotal of 23 charactersin hexadecimal notation. An example using colons to separate digits is 22:22:22:22:22:22:22:22.

-vt vtwwpn
Specify the WWPN for the virtual target to be set in zonings.

Specify the WWPN for the virtual target using 16 digits of hexadecimal notation, optionally separating pairs of digits by acolon
(":") for atotal of 23 charactersin hexadecimal notation. An example using colons to separate digitsis 22:22:22:22:22:22:22:22.

Options that can be specified when the add operand is specified
-update all

Specify this option to update the information managed by this software after the settings are complete. Only "all" can be specified
with the "-update” option. If this option is omitted, the information managed by this product will not be updated. To update
information later, execute the "storageadm zone info" command without the "-fast" option.

This option is effective when only afew items are added. The "storageadm zone info" command is better for updating information
after multiple settings have been made.

Specify this option to forcibly set up WWPN zoning on a Fibre Channel switch where zoning has not been set up.

When specifying this option, check the security settings for the Fibre Channel switch. Specify this option only when setting up
WWPN zoning.

Notethat specifying this option will have no effect in the following situation (the command will run in the sameway asif the option
were omitted):

- When zoning settings have already been made on the target Fibre Channel switch
-s

Processing continues without the output of a confirmation message.
Only when -f option is specified, this option can be specified.

Options that can be specified when the delete operand is specified
-update all

Specify this option to update the information managed by this software after the settings are complete. Only "all" can be specified
with the "-update”" option. If this option is omitted, the information managed by this product will not be updated. To update
information later, execute the "storageadm zone info" command without the "-fast" option.

Thisoption iseffectivewhen only afew itemsare deleted. The "storageadm zoneinfo" command is better for updating information
after multiple settings have been deleted.

Processing continues without the output of a confirmation message.

EXAMPLES
* Adding zoning settings between the HBA and a virtualization switch (virtual target)

# [ opt/ FISVssngr/ sbin/ st orageadm virtual zone add -hba 1111111111111111 -vt 2222222222222222

* Deleting zoning settings between the HBA and a virtualization switch (virtual target)

# [ opt/ FISVssngr/ sbin/ st orageadm vi rtual zone delete -hba 1111111111111111 -vt 2222222222222222

+ Adding zonings and host affinities between a virtuaization switch (virtual initiator) and a channel adapter

# [ opt/ FISVssnyr/ sbi n/ st orageadm vi rtual zone add -storage 1111111111111111, 3 -i paddr 10.10. 10. 10

+ Deleting zonings and host affinities between a virtualization switch (virtua initiator) and a channel adapter.

# | opt/ FISVssngr/ shi n/ st orageadmvi rtual zone del ete -storage 1111111111111111, 3 -i paddr 10. 10.10. 10
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NOTES

+ The storage devices and Fibre Channel switches where settings are to be added or deleted must be registered with this software.
This command cannot make settings for Fibre Channel switches where zoning settings have not been made. To perform zoning for
Fibre Channel switchesusing thiscommand, create provisional zoning beforeregistering the Fibre Channel switcheswith thissoftware.
Refer to "Zoning setting” under "4.2.1.1 Setting" for information about how to create provisiona zoning.

If the -f option is specified, zoning settings can be made forcibly on Fibre Channel switches where zoning settings have not been
made.

However, if provisional zoning is created, or if settings are made forcibly by specifying the -f option, all accesses to zones other than
those specified by the -f option will be blocked. For this reason, this action should not be taken while the target Fibre Channel switch
environment is operating. Take this action either before operations start immediately after the Fibre Channel switch environment has
been installed, or while operations are stopped.

* Fibre Channel switch zoning will be set up on the Fibre Channel switch equipped with the latest firmware in the fabric that contains
the specified virtualization switch.

* When the "add" operand is specified, the channel adapter specified by the -storage option and the virtualization switch specified by
the -ipaddr option must be connected, otherwise host affinities will not be set up on the storage device, zoning settings will not be
added to the Fibre Channel switch, and the command will terminate abnormally. Execute the command again after connecting the
channel adapter and the virtualization switch with a Fibre Channel cable.

* When the "add" operand is specified, the HBA specified by the -hba option and the virtual target specified by the -vt option must be
connected, otherwise zoning settings will not be added to the Fibre Channel switch, and the command will terminate abnormally.
Execute the command again after connecting the HBA and the virtual target with a Fibre Channel cable.

+ Before executing this command, zone settings must be made (an affinity group must be created) on the ETERNUS disk storage system
using either Storage V olume Configuration Navigator or ETERNUSmgr.

* This command only supports the ETERNUS V S900 model 300.

* A confirmation message will be output in the situations below. Enter "y" to continue or "n" to cancel. The confirmation message can
be suppressed by specifying the -s option.

- If the -f option is specified with the "add" operand but the -s option is not specified
- If the-soption is not specified with the "delete”" operand

A confirmation message is as follows.

Are you sure? [y/n]:

SEE ALSO

Host affinity and zoning operation command (storageadm zone)

12.2.2 Starting and stopping daemons

This section explains the commands for starting and stopping daemons.

12.2.2.1 Starting and stopping the SNMP Trap monitoring daemon

Only OS administrator (root) user can execute following commands.
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In the case of PRIMEQUEST environment
How to start a SNMP Trap-monitoring daemon

Input the following command to start a SNMP Trap-monitoring daemon
# letc/init.d/ swtrapd start

How to stop a SNMP Trap-monitoring daemon
Input the following command to stop a SNMP Trap-monitoring daemon.

# letc/init.d/ swtrapd stop

4}1 Note

However, do not stop the daemon unlessthereis a special reason, for it affects software using snmptrapd (e.g.:PSA, ServerView).

How to check that a SNMP Trap-monitoring daemon has started

Input the following command to check if the process exists.

# Ibin/ps -ef | grep nwsnnp-trapd | grep -v grep

In other cases than the PRIMEQUEST environment
Starting the SNMP Trap monitoring daemon

Enter the following command to start the SNMP Trap monitoring daemon:
# [opt/FISVswstt/bin/npnmtrapd start

Stopping the SNMP Trap monitoring daemon
Enter the following command to stop the SNMP Trap monitoring daemon:
# [opt/FISVswstt/bi n/npnmtrapd stop

Checking the SNMP Trap monitoring daemon
Enter the following command to confirm if the process exists.

# /bin/ps -ef | grep nwsnnp-trapd | grep -v grep

12.2.2.2 Starting and stopping the daemons of the administrative server at specific
times

Start or stop the following daemons in a batch operation:
* Admin server daemon
* SNMP Trap monitoring daemon
Only OS administrator (root) user can execute following commands.
Starting daemons of the administrative server
Enter the following command to start the administrative server:
# [ opt/ FISVssngr/sbin/ managerctl start
Stopping daemons of the administrative server
Enter the following command to stop the administrative server:

# [ opt/ FISVssngr/ sbhi n/ managerct!| stop
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_-ﬂlnformation

12.2.3 Troubleshooting information collection

This section explains the commands for collecting troubleshooting information of the Manager.

12.2.3.1 Troubleshooting information collection of Manager (managersnap)

NAME

managersnap - Collects the troubleshooting information of Manager

SYNOPSIS

[ opt/ FISVssngr/ sbi n/ managersnap [-dir dirname] [-all]

DESCRIPTION
Collect information of the Manager on the administrative servers. Only OS administrator (root) user can execute this command.
The managersnap is the command used to collect information on administrative server when a problem occurs.

Submit the information to Fujitsu technical staff.

OPTIONS
-dir dirname

Corrects the troubleshooting information on dirnamedirectory. Specify the full path name for dirname
When this option is omitted, the troubleshooting information is stored on /tmp directory.

Thecollected information isgathered inthefilethat itsname startsby "managersnap_". Before executing thiscommand, please confirm
that dirnamedirectory has the following free space.

Collected information Required free space
Initial investigation information more than 40MB
All troubleshooting information more than "80 + (2 * number of registered device)" MB

-all

Collects all troubleshooting information on servers. Data includes lots of information, which will increase the size of the data. This
option is not necessary for initial investigation.

EXAMPLES

* Collecting the troubleshooting information for initial investigation.

# [ opt/ FISVssngr/ sbi n/ manager snap
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12.2.4 Commands for storage management

The following sections explain the commands for managing the storage device.

The following table shows the correspondence between types of commands and the storage devices where they can be used. Only OS
administrator (root) user can execute these commands. In the following table, "A" indicates "Available" and "N/A" indicates "Not
Available'.

Command name ETERNUS DX60/DX80/DX90, Other storage devices
ETERNUS DX400 series,
ETERNUS DX8000 series,
ETERNUS2000,
ETERNUS4000 (except models 80 and 100),
ETERNUS8000
storageadm disk A N/A
storageadm raid A N/A
storageadm volume A N/A
storageadm affinity A N/A
storageadm ecomode A N/A

12.2.4.1 Disk management command (storageadm disk)

NAME
storageadm disk - manages disks

SYNOPSIS

/ opt/ FASVssngr/ sbi n/ st orageadm di sk i nfo -ipaddr ipaddr [-csv]

DESCRIPTION
This command displays information of disksin the ETERNUS disk storage system that is registered in this software.

OPERANDS
info

Displays detail information of disksin the ETERNUS disk storage system that is registered in this software.

OPTIONS
Options that can be specified when the info operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-csv

Displays the disk information in the CSV format. When this option is omitted, it is displayed in the table format.
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EXAMPLES
* Displaying the disk information in the table format.

# [ opt/ FISVssngr/ sbin/ st orageadm di sk info -ipaddr 192.168.0.1
<<< Disk Information >>>

NUMBER DE  SLOT USAGE STATUS RGNO  SIZE DI SKTYPE MOTOR

0 0x00 O System Di sk Avai | abl e 0x0002 300GB SAS Active

1 0x00 1 System Di sk Avai | abl e 0x0001 300GB SAS Idle

2 0x00 2 System Di sk Avai | abl e 0x0002 300GB SAS In the boot process
3 0x00 3 System Di sk Avai | abl e 0x0003 300GB SAS In the stop process
4 0x00 4 Data Di sk Avai | abl e 0x0003 300GB SAS Active

I NFO swsag0001: Cormand term nated normal ly.

+ Displaying the disk information in the CSV format.

# | opt/ FJSVssngr/ sbi n/ st orageadm di sk i nfo -i paddr 192.168.0.1 -csv
NUMBER, DE, SLOT, USAGE, STATUS, RGNQ, SI ZE, DI SKTYPE, MOTOR

0, 0x00, 0, Syst em Di sk, Avai | abl e, 0x0002, 300GB, SAS, Acti ve

1, 0x00, 1, Syst em Di sk, Avai | abl e, 0x0001, 300GB, SAS, | dl e

2, 0x00, 2, Syst em Di sk, Avai | abl e, 0x0002, 300GB, SAS, I n t he boot process
3, 0x00, 3, Syst em Di sk, Avai | abl e, 0x0003, 300GB, SAS, | n the stop process
4, 0x00, 4, Dat a Di sk, Avai | abl e, 0x0003, 300GB, SAS, Acti ve

12.2.4.2 RAID management command (storageadm raid)

NAME
storageadm raid - manages RAID groups

SYNOPSIS

/opt/ FJSVssngr/ sbin/ storageadmraid add -i paddr ipaddr -disk

DE_nunber: sl ot _nunber, DE_nunber: sl ot _nunber[, DE_nunber: sl ot _nunber,...] -level RAID evel [-nane
alias_nane] [-cm assigned_CM [-csv]

/opt/ FISVssngr/ shin/ storageadm raid del ete -ipaddr ipaddr -raidgroup RAI DG oup_nunber [-f] [-s]
/ opt/ FJSVssngr/ sbin/storageadmraid info -ipaddr ipaddr [-raidgroup RAI DG oup_nunber] [-csv]

[ opt/ FJSVssngr/ sbi n/ st orageadm rai d econode -i paddr ipaddr -raidgroup RAI DG oup_nunber
[, RAI DG oup_numnber,...] -on|-off [-s]

DESCRIPTION
This command is used to create/del ete/display a RAID group in the ETERNUS disk storage system that is registered in this software.

OPERANDS
add
Creates a RAID group
delete
Deletesa RAID group
info

Displays a RAID group information
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ecomode

Sets eco-mode for the RAID group

OPTIONS

Options that can be specified when the add operand is specified

-ipaddr ipaddr

Specify the | P address of the storage device.

-disk DE_number:slot_number,DE_number:slot_number[,DE_number:slot_number,...]

Specify DE numbers and slot numbers for the storage device using either decimal or hexadecimal notation, placing a colon (":")
in the middle of each DE number and slot number pair, and using commas (",") to separate pairs. For example, two pairs can be
specified as"-disk 1:1, 1:2" in decimal notation or "-disk 0x1:0x1,0x1:0x2" in hexadecimal notation.

Be sure to specify at least two DE number/slot number pairs.

-level RAIDlevel

Specify the RAID level by the minuscule as follows.

Characters that can be specified Created RAID level
raido RAIDO
raidl RAID1
raid1+0 RAID1+0
raid5 RAID5
raidé RAID6

-name alias_name

Specify an alias for the RAID group to be created. Aliases can only be set up for ETERNUS DX60/DX80/DX90 and
ETERNUS2000. If this option is omitted, an alias will not be set up. This command will terminate with an error if this option is

specified for other storage devices.

Only alphanumeric characters (ato z, A to Z and 0 to 9) and the following symbols can be used for aliases: | @#$% & *()-="_+|
~[I{};:"/<>?. If the alias contains a space, enclose the entire aliasin double quotes (e.g., -name "123 567").

-cm assigned_CM

Specify the assigned CM number for the RAID group using two digits, as in the following table. If this option is omitted, the
assigned CM number will be set up automatically (“auto” will be specified).

Storage device Assigned CM Characters to be Remarks
specified
ETERNUS DX60/DX80/DX90 CM#0 00 For thefirst digit, enter the assigned
ETERNUS2000 CM#1 10 CM number.
For the second character, always enter
"0".
Other CM#0 CPU#0 00 For thefirst digit, enter the assigned
CM#OCPU#L | 01 CM number.
For the second digit, enter the number
CM#1 CPU#0 10 of the CPU within the CM entered for
CM#1 CPU#1 11 the first digit.
CM#7 CPU#0 70
CM#7 CPU#1 71
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-csv
Displays the RAID group number in the CSV format. When this option is omitted, it is displayed in the table format.
Options that can be specified when the delete operand is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
-raidgroup RAIDGroup_number

Specify the RAID group number to be deleted, using either decimal or hexadecimal notation.
For example, RAID group number 16 can be specified using decimal notation as"-raidgroup 16" or in hexadecimal notation as -
raidgroup 0x10".

Processing continues without the output of a confirmation message.

If there are volumes within the RAID group, the volumeswill be deleted before the RAID group is deleted. However, the command
will terminate with an error without deleting the volumes if any of the following conditions apply to the RAID group:

- Thevolumesin the RAID group have been mapped
- There are volumes other than open volumes
- There are LUN concatenated volumes
Options that can be specified when the info operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-raidgroup RAIDGroup_number

Specify the RAID group number for which detailed information is to be displayed, using either decimal or hexadecimal
notation.

For example, RAID group number 16 can be specified using decimal notation as"-raidgroup 16" or in hexadecimal notation as -
raidgroup 0x10".

-csv
Displays the RAID group information in the CSV format. When this option is omitted, it is displayed in the table format.
Options that can be specified when the ecomode operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-raidgroup [RAIDGroup_number, ...]

Specify the RAID group number for which detailed information is to be displayed, using decimal and/or hexadecimal notations.
For example, RAID group number 16 can be specified using decimal notation as"-raidgroup 16" or in hexadecimal notation as "-
raidgroup 0x10".

-on

Set eco-mode to ON for the specified RAID group. The only possible specifications are -off and -on. This option cannot be set if
eco-mode cannot be set for any one of the specified RAID groups.

-off
Set eco-mode to OFF for the specified RAID group. The only possible specifications are -off and -on.

Continues processing without asking for confirmation.

- 427 -



EXAMPLES
* Creating a RAID group and displaying the created RAID group in the table format.

# [ opt/ FISVssngr/sbin/storageadmraid add -ipaddr 1.2.3.4 -disk 1:10,1:11,1:12,1:13,1:14,1:15 -
l evel raid5
<<< RAI D ADD >>>

I NFO swsag0001: Cormand term nated normal ly.

* Creating a RAID group and displaying the created RAID group in the CSV format.

# [ opt/ FISVssngr/sbin/storageadmraid add -ipaddr 1.2.3.4 -disk 1:10,1:11,1:12,1:13,1:14,1:15 -
| evel raid5 -csv

RGNO

0x0000

* Deleting a RAID group.

# [ opt/FJSVssngr/ sbin/storageadmraid delete -ipaddr 1.2.3.4 -raidgroup 16
Are you sure? [y/n]:y
I NFO swsag0001: Cormand term nated normal ly.

+ Displaying the RAID group information in the table format.

# [ opt/ FISVssnyr/sbin/storageadmraid info -ipaddr 1.2.3.4
<<< RAID Information >>>

RGNO  NAME USAGE LEVEL STATUS CM TOTAL_CAPACI TY FREE_CAPACI TY
0x0000 Open, Syst em RAI D5 Avai | abl e CMDCPUO 407775 0

0x0001 Open, SDV RAI D5  Avail abl e CMLCPUO 410880 285440
0x0002 Open RAI D1 Avai |l abl e CMDCPUL 136960 345367

I NFO: swsag0001: Command term nated nornmal ly.

+ Displaying the RAID group information in the CSV format.

# [ opt/ FISVssngr/sbhin/storageadmraid info -ipaddr 1.2.3.4 -csv
RGNO, NAME, USAGE, LEVEL, STATUS, CM TOTAL_CAPACI TY, FREE_CAPACI TY
0x0000, , " Open, Syst ent', RAI D5, Avai | abl e, CMOCPWO, 407775, 0

0x0001, , " Open, SDV*, RAI D5, Avai | abl e, CMLCPUO, 410880, 285440
0x0002, , Open, RAI D1, Avai | abl e, CMOCPUL, 136960, 345367

* Displaying the RAID group detail information in the table format.

# [ opt/ FISVssngr/sbin/storageadmraid info -ipaddr 1.2.3.4 -raidgroup 0x0000
<<< RAID I nformation >>>

RGNO  NAME USACE LEVEL  STATUS CM TOTAL_CAPACI TY FREE_CAPACI TY

0x0000 Open, System RAID5  Avail able CMOCPUO 407775 0

NO CONCATENATI ON NAME TOTAL_CAPACI TY ALLOCATED STATUS  TYPE
CAPACI TY

0x0001 1/3 sanpl e 102400 102400 Avai | abl e Open

0x0001 2/3 sanpl e 1024 1024 Avai | abl e Open

Free - 2048 2048

0x0004 - 1536 1536 Avai | abl e Open

| NFO swsag0001: Conmand term nated nornal ly.
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* Displaying the RAID group detail information in the CSV format.

# [ opt/ FISVssngr/sbin/storageadmraid info -ipaddr 1.2.3.4 -raidgroup 0x0000 -csv

RGNO, NAME, USAGE, LEVEL, STATUS, CM TOTAL_CAPACI TY, FREE_CAPACI TY, NO, CONCATENATI ON, NAMVE, TOTAL_CAPACI TY
, ALLOCATED_CAPACI TY, STATUS, TYPE

0x0000, " Open, Syst ent', RAI D5, Avai | abl e, CMOCPW0, 407775, 0, 0x0001, 1/ 3, sanpl e,

102400, 102400, Avai | abl e, Open

0x0000, " Open, Syst ent', RAI D5, Avai | abl e, CMDCPW0, 407775, 0, 0x0001, 2/ 3, sanpl e, 1024, 1024, Avai | abl e, Open
0x0000, " Open, Syst ent', RAI D5, Avai | abl e, CMDCPWO0, 407775, O, Free, -, , 2048, 2048, ,

0x0000, " Open, Syst enf', RAI D5, Avai | abl e, CMOCPWO0, 407775, 0, 0x0004, -, , 1536, 1536, Avai | abl e, Open

* RAID group eco-mode set to ON.

# [ opt/ FISVssngr/sbin/ storageadm rai d econode -ipaddr 1.2.3.4 -raidgroup 0x0000 -on
Are you sure? [y/n]:y
I NFO swsag0001: Conmand term nated nornal ly.

* RAID group eco-mode set to OFF.

# [ opt/ FISVssnyr/sbin/ st orageadm rai d econode -ipaddr 1.2.3.4 -raidgroup 0x0000 -off
Are you sure? [y/n]:y
I NFO swsag0001: Cormand term nated normal ly.

NOTES

+ The following confirmation message will be output if the -s option is not specified with the "delete”" operand. Enter "y" to continue
or "n" to cancel.
This confirmation message can be suppressed by specifying the -s option.

Are you sure? [y/n]:

* Setting eco-mode for a RAID group with an eco-mode schedule already set resultsin the following:
- RAID group eco-mode set to ON -> Eco-mode ON overwrites the RAID group eco-mode schedule.
- RAID group eco-mode set to OFF -> An error occurs (unless the eco-mode schedule is software-controlled),.

* If eco-mode operation is not possible for the specified RAID group, then the command terminates with an error.
For details of RAID groups for which eco-mode operatioin is not possible, refer to "1.3.4 Energy-saving operation for storage
device" > "Uncontrollable RAID groups'.

12.2.4.3 Volume management command (storageadm volume)

NAME

storageadm volume - manages volumes

SYNOPSIS

/ opt/ FISVssngr/ sbi n/ st orageadm vol ume add -i paddr ipaddr -size capacity -raidgroup RAI DG oup_nunber |-
name al i as_name] [-csv]

/ opt/ FISVssngr/ sbi n/ st orageadm vol une del ete -i paddr i paddr -vol ume vol unme_nunber[, vol unme_nunber, .. .]
[-s]

/ opt/ FISVssngr/ sbi n/ st orageadm vol une format -i paddr ipaddr -vol unme vol unme_nunber[, vol une_nunber, . ..]
[-s]

[ opt/ FISVssngr/ sbi n/ st orageadm vol ume i nfo -ipaddr ipaddr [-volunme vol une_nunber,...] [-csv]

/ opt/ FISVssngr/ shi n/ st orageadm vol ume nomappi ng -i paddr ipaddr [-vol ume vol ume_nunber,...] [-csV]
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DESCRIPTION
This command is used to create/del ete/format/display volumes in the ETERNUS disk storage system that is registered in this software.

OPERANDS
add
Creates avolume.
delete
Deletes volumes.
format
Formats volumes.
info
Displays volume information.
nomapping

Displays the information of volumes that are not mapped to affinity group.

OPTIONS
Options that can be specified when the add operand is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
-size capacity

Specify the size of the volume to be created in MB or GB. 1 GB is equivaent to 1024 MB.
For example, 1024 MB is specified as "-size 1024MB" or "-size 1GB".

-raidgroup RAIDGroup_number

Specify the RAID group number for which avolume is to be created, using either decimal or hexadecimal notation.
For example, RAID group number 16 can be specified using decimal notation as "-raidgroup 16" or in hexadecimal notation as"-
raidgroup 0x10".

-name alias_name

Specify an alias for the volume to be created. Aliases can only be set up for ETERNUS DX60/DX80/DX90 and ETERNUS2000.
If this option is omitted, an alias will not be set up. This command will terminate with an error if this option is specified for other
storage devices.

Only alphanumeric characters (ato z, A to Z and 0 to 9) and the following symbols can be used for aliases. ! @#$% & *()-="_+|
~[I{};:"/<>?. If the alias contains a space, enclose the entire aliasin double quotes (e.g., -name "123 567").

-csv
Displays the created volume number in the CSV format. When this option is omitted, it is displayed in the table format.
Options that can be specified when the delete operand or format operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-volume volume_number[,volume_number,...]

Specify the numbers for the volumes to be deleted or formatted, using either decimal or hexadecimal notation. If multiple volume
numbers are specified, use commeas (",") to separate volume numbers.

For example, specify volumes 10 and 16 as either "-volume 10, 16" in decimal notation or "-volume Oxa,0x10" in hexadecimal
notation.
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Processing continues without the output of a confirmation message.
Options that can be specified when the info operand or nomapping operand is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
-volume volume_number[,volume_number,...]

Enter the number of the volume to be output for which information is to be output, using either decimal or hexadecimal notation.

If multiple volume numbers are specified, use commas (*,") to separate volume numbers.
For example, specify volumes 10 and 16 as either "-volume 10, 16" in decimal notation or "-volume 0xa,0x10" in hexadecimal
notation.

If this option is omitted, information will be displayed for all target volumes.
-Csv

Displays the volume information in the CSV format. When this option is omitted, it is displayed in the table format.

EXAMPLES
* Creating avolume and displaying the created volume in the table format.

# [ opt/ FJSVssngr/ sbi n/ st orageadm vol une add -ipaddr 1.2.3.4 -size 1024MB -rai dgroup 16
<<< Vol une ADD >>>
NUVBER

I NFO swsag0001: Conmand term nated nornal ly.

* Creating avolume and displaying the created volume in the CSV format.

# [ opt/ FISVssnyr/ sbin/ st orageadm vol une add -ipaddr 1.2.3.4 -size 1024MB -raidgroup 16 -csv
NUMBER
0x0001

* Deleting avolume.

# [ opt/ FISVssngr/ sbi n/ st orageadm vol une del ete -ipaddr 1.2.3.4 -volune 16
Are you sure? [y/n]: y
I NFO swsag0001: Cormand term nated normally.

* Formatting a volume.

# [ opt/ FJSVssngr/ sbi n/ st orageadm vol une format -ipaddr 1.2.3.4 -volune 16
Are you sure? [y/n]: vy
I NFO: swsag0001: Command term nated nornmal ly.

+ Displaying the volume information in the table format.

# [ opt/ FISVssngr/ sbi n/ st orageadm vol ume info -ipaddr 1.2.3.4
<<< Vol urme Information >>>

NUVBER NAME TOTAL_CAPACI TY STATUS TYPE CONCATENATI ON RGNO  ENCRYPT
Unknown 0 Avai | abl e F6427G - 0x0001 -
0x0001 100 Avai | abl e SDV - 0x0000 -
0x0002 425 Avai | abl e Open - 0x0002 -
Unknown 1166 Avai l able MW(G - 0x0001 -
Unknown 2332 Avai l able MW(G 2 0x0001 -
0x0005 150 Avai | abl e Open - 0x0002 -
0x0006 4700 Avai | abl e Open 3 0x0000, 0x0002 -

-431-



I NFO swsag0001: Cormand term nated normal ly.

+ Displaying the volume information in the CSV format.

# [ opt/ FISVssngr/ sbhi n/ st orageadm vol une info -ipaddr 1.2.3.4 -csv
NUVMBER, NAMVE, TOTAL_CAPACI TY, STATUS, TYPE, CONCATENATI ON, RGNO, ENCRYPT
Unknown, , 0, Avai | abl e, F6427G, -, 0x0001, -

0x0001, , 100, Avai | abl e, SDv, -, 0x0000, -

0x0002, , 425, Avai | abl e, Open, -, 0x0002, -

Unknown, , 1166, Avai | abl e, WV( G, -, 0x0001, -

Unknown, , 2332, Avai | abl e, WV(G), 2, 0x0001, -

0x0005, , 150, Avai | abl e, Open, -, 0x0002, -

0x0006, , 4700, Avai | abl e, Open, 3, "0x0000, 0x0002", -

+ Displaying the unused volume information in the table format.

# [ opt/ FISVssngr/ sbi n/ st orageadm vol une noneppi ng -ipaddr 1.2.3.4
<<< Vol ume I nformation >>>

NUMBER NAME TOTAL_CAPACI TY STATUS TYPE  CONCATENATI ON RGNO  ENCRYPT
Unknown 0 Avai | abl e F6427G - 0x0001 -
0x0001 100 Avai | abl e SDV - 0x0000 -
0x0002 425 Avail able Open - 0x0002 -
Unknown 1166 Avail able MWV(Q - 0x0001 -
Unknown 2332 Avai l able MWV(G 2 0x0001 -
0x0005 150 Avai | abl e Open - 0x0002 -
0x0006 4700 Avai | abl e Open 3 0x0000, 0x0002 -

I NFO swsag0001: Cormand term nated normal ly.

+ Displaying the unused volume information in the CSV format.

# [ opt/ FISVssnyr/ sbi n/ st orageadm vol une noneppi ng -ipaddr 1.2.3.4 -csv
NUMBER, NAME, TOTAL_CAPACI TY, STATUS, TYPE, CONCATENATI ON, RGNO, ENCRYPT
Unknown, , 0, Avai | abl e, F6427G, -, 0x0001, -

0x0001, , 100, Avai | abl e, SDV, -, 0x0000, -

0x0002, , 425, Avai | abl e, Open, -, 0x0002, -

Unknown, , 1166, Avai | abl e, WV( G, -, 0x0001, -

Unknown, , 2332, Avai | abl e, WV( G, 2, 0x0001, -

0x0005, , 150, Avai | abl e, Open, -, 0x0002, -

0x0006, , 4700, Avai | abl e, Open, 3, "0x0000, 0x0002", -

NOTES
* Only open volumes can be created.
* The volumes that are created are formatted automatically.

* The following confirmation message will be output if the -s option is not specified when either the "delete” operand or the "format"
operand is specified. Enter "y" to continue or "n" to cancel.
The confirmation message can be suppressed by specifying the -s option.

Are you sure? [y/n]:

* Volumes cannot be deleted by specifying the volume numbers for volumes that are not open volumes.
* Volumes cannot be deleted by specifying the volume numbers for LUN concatenated volumes.
+ Volumes that have been mapped to an affinity group cannot be deleted.

+ The Thin Provisoning Volume s not able to create. However, it possible to remove.
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12.2.4.4 AffinityGroup management command (storageadm affinity)

NAME

storageadm affinity - manages affinity groups

SYNOPSIS
[ opt/ FJSVssngr/ sbi n/ storageadm affinity add -i paddr ipaddr -volune vol une_nunber[, vol ume_nunber,...]
[-1un LUN_nunber] [-affinitygroup affinitygroup_nunber] [-name alias_nanme] [-csv]
/opt/ FISVssngr/ sbin/ storageadm affinity delete -ipaddr ipaddr -affinitygroup affinitygroup_nunber [-
s]
[ opt/ FISVssngr/ shi n/ storageadm af finity update -ipaddr ipaddr -affinitygroup affinitygroup_nunber {-
add -vol ume vol ume_nunber[, vol ume_nunber,...] [-lun LUN _nunber[, LUN nunber,...]] | -delete [-volunme
vol ume_nunber [, vol une_nunber,...] | -lun LUN_nunber[, LUN_nunber,...]11} [-s]
[ opt/ FJSVssngr/ sbin/storageadm affinity info -ipaddr ipaddr [-affinitygroup affinitygroup_nunber] [-
csv]

DESCRIPTION
This command is used to create/delete/modify/display affinity groups in the ETERNUS disk storage system that is registered in this
software.

OPERANDS
add

Creates an affnity group.

delete

Deletes an affinity group.

update

Updeates the configuration of an affinity group.

info

Displays the affinity group information.

OPTIONS

Options that can be specified when the add operand is specified

-ipaddr ipaddr

Specify the |P address of the storage device.

-volume volume_number[,volume_number,...]

Specify the number of the volume to be set to an affinity group, using either decimal or hexadecimal notation. If multiple volume
numbers are specified, use commas (",") to separate volume numbers.
For example, specify volumes 16, 17 and 18 as either "-volume 16,17,18" in decimal notation or "-volume 0x10,0x11,0x12" in

hexadecimal notation.

-lun LUN_number,...

Specify the LUN number to be allocated to the volume, using either decimal or hexadecimal notation. The number of LUN numbers
specified must be the same as the number of volumes specified using the -volume option, and the LUN numbers must also be listed
in the same order as their corresponding volume numbers. If multiple LUN numbers are specified, use commas (",") to separate
LUN numbers.

For example, specify LUN numbers 16, 17 and 18 as either "-lun 16,17,18" in decimal notation or "-lun 0x10,0x11,0x12" in

hexadecimal notation.
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If this option is omitted, LUN numbers will be allocated in order, starting from O.
-affinitygroup affinitygroup_number

Specify the affinity group number to be created, using either decimal or hexadecimal notation.
For example, specify affinity group number 16 as either "-affinitygroup 16" in decimal or "-affinitygroup 0x10" in hexadecimal.

If this option is omitted, the affinity group numbers that can be created within the target storage device will be alocated
automatically.

-name alias_name

Specify an aliasfor the affinity group to becreated. Thisoptionisrequired for ETERNUS DX 60/DX80/DX 90 and ETERNUS2000,
but can be omitted for ETERNUS DX 400 series, ETERNUS DX8000 series, ETERNUS4000 and ETERNUSS8000. If this option
is omitted, an alias will not be set up.

Only alphanumeric characters (ato z, A to Z and 0 to 9) and the following symbols can be used for aliases: | @#$% & *()-="_+|
~[I{};:"/<>?. If the alias contains a space, enclose the entire aliasin double quotes (e.g., -name "123 567").

-csv
Displays the created affinity group number in the CSV format. When this option is omitted, it is displayed in the table format.
Options that can be specified when the delete operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-affinitygroup affinitygroup_number

Specify the number of the affinity group to be deleted, using either decimal or hexadecimal notation.
For example, specify affinity group number 16 as either "-affinitygroup 16" in decimal or "-affinitygroup 0x10" in hexadecimal.

Processing continues without the output of a confirmation message.
Options that can be specified when the update operand is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
-affinitygroup affinitygroup_number

Specify the number of the affinity group whose configuration is to be changed, using either decimal or hexadecimal notation.
For example, specify affinity group number 16 as either "-affinitygroup 16" in decimal or "-affinitygroup 0x10" in hexadecimal.

-add

Adds volumes in the affinity group.
When the number for the allocated volume/LUN is specified, this command terminates abnormally.

-delete

Deletes volumes from an affinity group.
The command will terminate abnormally if a volume number or LUN number of a volume that has not been mapped is specified,
or if deleting the specified mapping will mean that there are no more mappings.

-volume volume_number[,volume_number,...]

Specify the volume number of the volume to be added to or deleted from an affinity group, using either decimal or hexadecimal
notation. If multiple volume numbers are specified, use commas (",") to separate volume numbers.

For example, specify volumes 16, 17 and 18 as either "-volume 16,17,18" in decimal notation or "-volume 0x10,0x11,0x12" in
hexadecimal notation.

This option cannot be specified together with the -lun option when deleting volumes from an affinity group. Delete volumes by
specifying either this option or the -lun option, not both together.

-lun LUN_number[,LUN_number,...]

Specify the LUN number to be allocated to a volume or released from a volume, using either decimal or hexadecimal notation.
The number of LUN numbers specified must be the same as the number of volumes specified using the -volume option, and the
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LUN numbers must also belisted in the same order astheir corresponding volume numbers. If multiple LUN numbers are specified,

use commeas (",") to separate LUN numbers.
For example, specify LUN numbers 16, 17 and 18 as either "-lun 16,17,18" in decimal notation or "-lun 0x10,0x11,0x12" in
hexadecimal notation.

If this option is omitted when LUN numbers are being allocated, LUN numbers will be automatically allocated, starting with the
smallest free LUN number.

When LUN numbers are being released from volumes, this option cannot be specified together with the -volume option. Release
LUN numbers by specifying either this option or the -volume option, but not both together.

Processing continues without the output of a confirmation message.
Options that can be specified when the info operand is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-affinitygroup affinitygroup_number

Specify the number of the affinity group for which detailed information is to be displayed, using either decimal or hexadecimal
notation.
For example, specify affinity group number 16 as either "-affinitygroup 16" in decimal or "-affinitygroup 0x10" in hexadecimal.

If this option is omitted, alist of affinity groups will be displayed.
-csv

Displays the affinity group information in the CSV format. When this option is omitted, it is displayed in the table format.

EXAMPLES
+ Creating an affnity group and displaying the created affinity group in the table format.

# [ opt/ FISVssngr/sbin/storageadm affinity add -i paddr 1.2.3.4 -volunme 16,17,18 -lun 0,1,2 -
affinitygroup 16

<<< AffinityGoup ADD >>>

NUMBER

I NFO swsag0001: Cormand term nated normal ly.

+ Creating an affnity group and displaying the created affinity group in the CSV format.

# [ opt/ FISVssngr/sbin/storageadm affinity add -i paddr 1.2.3.4 -volunme 16,17,18 -lun 0,1,2 -
affinitygroup 16 -csv

NUMBER

0x0010

* Deleting an affinity group.

# [ opt/ FISVssngr/sbin/storageadm affinity delete -ipaddr 1.2.3.4 -affinitygroup 16
Are you sure? [y/n]: y
I NFO swsag0001: Command term nated normally.

* Adding aLUN in the affinity group.

# /opt/ FISVssngr/ sbin/ storageadmaffinity update -ipaddr 1.2.3.4 -affinitygroup 16 -add -vol unme 19
-lun 3

Are you sure? [y/n]: y

I NFO: swsag0001: Command term nated nornmal ly.
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* Deleting a LUN from the affinity group.

# [ opt/ FISVssngr/ sbin/ storageadmaffinity update -ipaddr 1.2.3.4 -affinitygroup 16 -del ete -vol une
19

Are you sure? [y/n]: y

I NFO swsag0001: Cormand term nated normal ly.

+ Displaying the affinity group listsin the table format.

# [ opt/FJSVssngr/ sbin/storageadm affinity info -ipaddr 1.2.3.4
<<< AffinityGoup Information >>>

NUMBER NAME

0x0000 AGOO

0x0001 AXD1

0x0002 AX02

0x0003 AX03

I NFO swsag0001: Conmand term nated nornmal ly.

+ Displaying the affinity group listsin the CSV format.

# [ opt/ FISVssngr/sbhin/storageadm affinity info -ipaddr 1.2.3.4 -csv
NUMBER, NANVE
0x0000, A0
0x0001, A1
0x0002, AQD2
0x0003, AQD3

+ Displaying the affinity group detail information (mapping) in the table format.

# [ opt/FJSVssngr/ sbin/storageadm affinity info -ipaddr 1.2.3.4 -affinitygroup 16
<<< AffinityGoup Information >>>
NUMBER NAME LUN VOLUME VOLUME NAME

0x0010 abcd 0x0000 0x0001 sanple
0x0002 0x0004

I NFO swsag0001: Cormand term nated normal ly.

+ Displaying the affinity group detail information (mapping) in the CSV format.

# [ opt/FJSVssngr/ sbin/storageadm affinity info -ipaddr 1.2.3.4 -affinitygroup 16 -csv
NUMBER, NAME, LUN, VOLUME, VOLUVE NAME

0x0010, abcd, 0x0000, 0x0001, sanpl e

0x0010, abcd, 0x0002, 0x0004,

NOTES

+ The following confirmation message will be output if the -s option is not specified when either the "delete" operand or the "update”
operand is specified. Enter "y" to continue or "n" to cancel.
The confirmation message can be suppressed by specifying the -s option.

Are you sure? [y/n]:

+ The command will terminate abnormally if the -delete option is specified with the "update”" operand in such away that there are no
items of mapping information for the affinity group.

* The command will terminate abnormally if the number for afollowing volume that cannot be set to an affinity group is specified with
the "update" operand.

- Thevolumesthat do not exist in the storage device
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- The volumes other than open volumes

- The LUN concatenated volumes

12.2.4.5 Eco-mode command (storageadm ecomode)

NAME

storageadm ecomode - Operates the eco-mode

SYNOPSIS

[ opt/ FISVssngr/ sbi n/ st orageadm econpde on -i paddr i paddr
[ opt/ FISVssngr/ shi n/ st orageadm econode of f -i paddr ipaddr [-s]
/ opt/ FISVssngr/ sbi n/ st orageadm econode i nfo -ipaddr ipaddr [-csv]

DESCRIPTION
This command toggles and displays eco-mode information for ETERNUS disk storage systems registered to this product.

OPERANDS
on
Sets eco-mode to ON.
off
Sets eco-mode to OFF.
info

Displays eco-mode status.

OPTIONS
When on is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
When off is specified
-ipaddr ipaddr
Specify the | P address of the storage device.

Continues processing without asking for confirmation.
When info is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-csv

Displays the eco-mode status of the ETERNUS disk storage system in CSV format.
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EXAMPLES
* Setting eco-mode to ON:

# [ opt/ FISVssngr/ sbi n/ st orageadm econode on -ipaddr 1.2.3.4
I NFO swsag0001: Cormand term nated normal ly.

* Setting eco-mode to OFF:

# [ opt/ FISVssnygr/ sbi n/ st orageadm econode off -ipaddr 1.2.3.4
Are you sure? [y/n]:y
I NFO swsag0001: Conmand term nated nornal ly.

* Displaying eco-mode information:
# [ opt/ FISVssnyr/ sbi n/ st orageadm econode info -ipaddr 1.2.3.4

<<< EcoMode | nfornmati on>>
STATUS

I NFO swsag0001: Command term nated normal ly.

* Displaying eco-mode information in CSV format:

# [ opt/ FISVssngr/ sbi n/ st orageadm econode info -ipaddr 1.2.3.4 -csv
STATUS
ON

NOTES
+ If off is specified without -s, then the confirmation message below is displayed:

Are you sure? [y/n]:

+ If the device eco-mode settings are as follows, the command terminates with an error:

An error occursif the eco-mode is already on when the processing to switch eco-mode on is executed.

12.2.4.6 Performance monitoring command (storageadm perfctl)

NAME

storageadm perfctl — Performs monitoring operations

SYNOPSIS

[ opt/ FISVssngr/ sbhi n/ storageadm perfctl start -ipaddr ipaddr [-interval tine]
/ opt/ FISVssngr/ sbi n/ st orageadm perfctl stop -ipaddr ipaddr
[ opt/ FJSVssngr/ sbi n/ st orageadm perfctl status -ipaddr i paddr

DESCRIPTION

This command starts and stops performance monitoring for the NR1000F series and displays the performance monitoring status.

OPERANDS
start

Starts performance monitoring.
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stop
Stops performance monitoring.
status

Displays the performance monitoring status.

OPTIONS
When start is specified
-ipaddr ipaddr
Specify the | P address of the storage device.
-interval time

Specify either 10, 30, 60, or 300 (seconds unit) as the performance monitoring interval. If this option is omitted, monitoring is
performed at 30 second intervals.

When stop is specified
-ipaddr ipaddr
Specify the |P address of the storage device.
When status is specified
-ipaddr ipaddr
Specify the | P address of the storage device.

EXAMPLES
- Starting performance monitoring at 60-second intervals.
# [ opt/ FISVssngr/sbin/ st orageadm perfctl start -ipaddr 1.2.3.4 -interval 60
* Stopping performance monitoring.
# [ opt/ FISVssngr/ sbin/ st orageadm perfctl stop -ipaddr 1.2.3.4
+ Displaying the performance monitoring status.

# [ opt/ FISVssnyr/ sbhin/ st orageadm perfctl status -ipaddr 1.2.3.4

<<< Performance Monitor Status>>
DEVI CE_NAME( | P_ADDRESS) STATUS | NTERVAL[ SEC]

I NFO swsag0001: Cormand term nated normal ly.

Status description

+ Thetable below shows the status types and their meanings:

Monitoring Normal monitoring isin progress.

Stop Performance monitoring is stopped.

Recovering Retry isin progress, after communication was interrupted or an attempt failed.

Error Stopped with an error, after an unsuccessful retry.
Collect the required troubleshooting data and then contact the Fujitsu systems engineer (SE). For details, refer
to "D.1 Troubleshooting information™
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NOTES
+ The NR100OOF series must be registered in this product.

+ 1f NR1OOOF series performance isto be monitored when creating new storage in amanually incorporated device, then use the settings
below:

For "product type", select “NR1000F”.
Specify the -ipaddr option.

* If -interval isset to avalue other than 10, 30, 60, or 300, then the actual interval is set according to the table below (an error will occur
if it is set to a negative value or avalue greater than or equal to 2147483648):

-interval time values Monitoring interval (in secs)
time=0 30
0< time<=10 10
10 < time<=30 30
30< time<=60 60
60 < time 300

12.3 [Windows Version] Administrative Server Commands

This section explains command operations on the Windows administrative server.

12.3.1 Commands for operating environment management

The following sections explain the commands for managing the operating environment.

12.3.1.1 Administrator login account creation command (rcxcert)

NAME

rcxcert - creates administrative login account

SYNOPSIS

$I NS_DI R\ Manager \ opt \ FISVr cxnr \ shi n\rcxcert setup

($INS_DIR means "Program Directory” specified at the Manager installation.)

DESCRIPTION

This command sets administrative login account and perform creation of a CLI encryption key.
Only user of OS administrative group can execute this command. This command only can execute when admin server stop.

OPTIONS

None.
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USAGE
Execute "rexcert” command in "$INS_DIR\Manager\opt\FJSV rexmn\sbin® directory.

This command set the parameter by the following interface.

Input a new CLI crypt key [l ength:4-56]: any key
Are you sure? [y,n,q?] y

I nput a new user nane [l ength:1-16]: usernane

I nput a new password [l ength:1-16]: password

Ret ype a new password [l ength: 1-16]: password

Are you sure? [y,n,q?] vy

CLI encryption key

Please enter the CLI encryption key to be used (between 4 and 56 characters). Double-byte characters, single-byte alphanumerical
characters, symbols, and strings composed entirely of single or double-byte characters can be used. Notice that CLI encryption is
required for ETERNUS SF Storage Cruiser internal use only, and users don't have to remember the key.

Username

Enter the user name of the login account for administrators (between 1 and 16 characters). The name must start with an a phabetic

character, and alphanumerical characters (including underscores, "_", periods, ".", and hyphens, "-") can be used.
Password

Enter the password of the login account for administrators (between 1 and 16 characters). The password isastring of aphanumerical
characters and symbols, but can not start with "{".

Password confirmation

For password confirmation, enter the password of the administrator again.

EXAMPLES

C:\> cd "C\Program Fi | es\ ETERNUS- SSC\ Manager \ opt \ FISVr cxnr\ shi n"
C:.\ Program Fi | es\ ETERNUS- SSC\ Manager \ opt\ FISVrcxnr\ sbi n> rcxcert setup

12.3.1.2 SNMP Trap transmission place IP address change command (sanadm
chtraprcvip)

NAME
sanadmsh chtraprevip - changes SNMP Trap transmission place I P address

SYNOPSIS

$I NS_DI R\ Manager \ opt \ FISVssngr\ bi n\ sanadm chtraprcvip -h
$I NS_DI R\ Manager \ opt \ FISVssngr\ bi n\ sanadm chtraprcvip -all -oldip xxXx.XXX.XXX.XXX [-new p

YYY-YYY-yyy. yyyl
$I NS_DI R\ Manager \ opt \ FISVssngr\ bi n\ sanadm chtraprcvi p Devicel D -ol di p XXX. XXX. XXX. XXX [-new p

YYY-YYY-yyy-yyyl

($INS_DIR means "Program Directory" specified at the Manager installation.)
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DESCRIPTION

After the P address of the administrative server is changed, this command del etes from the devices registered with this software, the old
IP address of the administrative server that is the SNMP Trap transmission place address, and then adds the new IP address. Only user of
OS administrative group can execute this command.

Although the SNMP Trap transmission place setting for a device may be changed with the Management Software on the device, this
software provides this command to facilitate the changing of the transmission place.

OPTIONS
-h
Displays help about the argument format of this command.
-all

Makes the SNMP Trap transmission place settings for all devices managed by this software. Executing the command specified with
this argument places device names and execution results in execution order on the standard output. If the administrative server has
more than one | P address because, for example, the administrative server is connected to multiple subnets, the correct SNMP Trap
transmission place may not be set for a device. After making this setting, therefore, check whether the correct administrative server
address is set as the SNMP Trap transmission place address on the device.

DevicelD

Executes SNMP Trap transmission place setting for selected devices. Specify the device type in one of the device recognition methods
listed in the table below:

Device type Device recognition methods (one of which must be specified)

-host
-storage 1PIXXX XXX XXX XXX
-library
-switch
-hub nickname: Device management name that is set by this software.
-bridge

sysname: SysName name of SNMP set in the device

-oldip XXX. XXX XXX.XXX

Specify the old IP address of the administrative server. Delete this | P address from the SNM P transmission place address of managed
devices.

-Newip yyy.yyy.yyy.yyy

Specify the new IP address of the administrative server. Add this IP address to the SNMP transmission place address of managed
devices. If this argument is omitted, the IP address of the new administrative server is automatically specified. Fujitsu recommends
that the argument be entered giving consideration to administrative servers having multiple | P addresses.

USAGE

Execute the command after changing the I P address of Manager. The command is executed either for all devices managed by this software
or for selected devices.

Devices that can be targets of the command are devices for which SNMP Trap transmission settings can be defined automatically from
this software.

The monitoring status of every target device must be normal.
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EXAMPLES

* Execute SNMP Trap transmission place change processing for all managed devices that can automatically make the SNMP Trap
transmission place settings.

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager \ opt\ FISVssngr\ bi n\ sanadn' chtraprcvip -all -oldip
10. 10. 10. 10 -new p 20. 20. 20. 20

+ Execute SNMP Trap transmission place change processing for the server node for which sysnameis defined in host1.

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager \ opt \ FISVssngr\ bi n\ sanadn’ chtraprcvi p -host sysnane: hostl -
ol di p 10. 10.10. 10 -new p 20. 20. 20. 20

12.3.1.3 SN200 (Brocade), PRIMERGY Fibre Channel switch blades SNMP Trap test
(swtraptest)

NAME
swiraptest - tests of SNMP Trap

SYNOPSIS

$I NS_DI R\ Manager \ opt \ FJSVssngr\ bi n\ swt rapt est fi bre-channel -swi tch-i p-address

($INS_DIR means "Program Directory" specified at the Manager installation.)

DESCRIPTION

This command checks whether this software can receive an SNMP Trap correctly, display an event, and cooperate with Systemwalker
Centric Manager and Shell.

A simulated Fibre Channel switch SNMP Trap (FC Port fault) is created and issued to the administrative server.

For fibre-channel-switch-ip-address, specify the |P address of the Fibre Channel switch which isto check the SNMP trap setting by this
command.

The Fibre Channel switch must be a device managed by this software.

OPTIONS

None.

EXAMPLES
+ Executing this command for a Fibre Channel switch whose IP addressis 11.11.11.11

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager\ opt\ FJSVssngr\bi n\swtraptest” 11.11.11.11

NOTES

Even theinput IP address is not for a FC device, this command can be executed.
In this case, it executes as the event of device which IP addressisinput.



12.3.1.4 ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000
series, ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000,
ETERNUS6000 and ETERNUS GR series SNMP Trap test (grtraptest)

NAME
grtraptest - tests of SNMP Trap

SYNOPSIS

$I NS_DI R\ Manager\ opt\ FISVssngr\ bi n\ grtraptest storage-ip-address

($INS_DIR means "Program Directory" specified at the Manager installation.)

DESCRIPTION

This command checks whether this software can receive an SNMP Trap correctly, display an event, and cooperate with Systemwalker
Centric Manager and Shell/Bat.

The administrative server internally generates pseudo SNMP traps (FAN fault) of the ETERNUS DX60/DX80/DX90, ETERNUS DX400
series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000 and ETERNUS
GR series, and issues them to the administrative server itself.

For storage-ip-address, specify the |P address of the storage which is to check the SNMP trap setting by this command.
The storage device must be a device managed by this software.

OPTIONS

None.

EXAMPLES
* Executing the command for a storage device whose |P addressis 12.12.12.12.

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager\ opt\ FJSVssngr\bin\grtraptest” 12.12.12.12

NOTES

Even the input IP address is other than ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series,
ETERNUS2000, ETERNUS4000, ETERNUS8000, ETERNUS3000, ETERNUS6000, ETERNUS GR series, and this command can be
executed.

In this case, it executes as the event of device which IP addressis input.

12.3.1.5 Shared SNMP Trap Port Command (mpmsts)

NAME
mpmsts - shares the SNMP Trap port

SYNOPSIS

$I NS_DI R\ Manager \ opt \ FISVswst t \ bi n\ npnst s ON| OFF

($INS_DIR means "Program Directory” specified at the Manager installation.)



DESCRIPTION

Thiscommand enablesthe SNM P Trap port to function properly in systemswhere both ESC Manager and another Administrative software
are operating. When the SNMP Trap monitor service starts, this command does specification that automatically starts Microsoft SNMP
Trap Service. Only user of OS administrative group can execute this command.

Whenever Microsoft SNMP Trap Serviceis started, SNMP trap is received by way of Microsoft SNMP Trap Service.

OPERANDS
ON
Start Microsoft SNMP Trap Service automatically when SNMP Trap monitor serviceis start.
OFF
Turn OFF the automatic start of Microsoft SNMP Trap Service.

USAGE
Execute the mpmsts command in management-server-environment-setup-directonAM anager\opt\FJISV swstt\bin directory.

Please execute this command in the environment with Microsoft SNMP Trap Service, and reboot your system.

EXAMPLES

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager \ opt \ FISVswst t\ bi n\ npnst s* ON

12.3.1.6 Host affinity and zoning operation command (storageadm zone)

NAME
storageadm zone - operates the host affinity and Fibre Channel switch zoning

SYNOPSIS

$I NS_DI R Manager \ opt \ FIJSVssngr\ shi n\ st orageadm zone add -storage cawwpn, af fi nitygroup -hba hbawwpn
$I NS_DI R\ Manager \ opt \ FISVssngr\ shi n\ st orageadm zone del ete -storage cawwpn, af fi ni tygroup -hba

hbawwpn
$I NS_DI R\ Manager \ opt \ FISVssngr \ shi n\ st orageadm zone info [-ipaddr ipaddr[,ipaddr,...]]

($INS_DIR means "Program Directory" specified at the Manager installation.)

DESCRIPTION

Thiscommandisused to set/del ete/display the storage device host affinity and Fibre Channel switch zoning. Only user of OSadministrative
group can execute this command.

Specify the storage device CA WWPN, affinity group, and WWPN of the set HBA in the command parameter to set/delete the storage
device host affinity and Fibre Channel switch zoning. The set host affinity and zoning is also displayed.

The target storage device and Fibre Channel switch must be devices managed by this software.



OPERANDS
add
This sets the host affinity and zoning.
delete
This deletes the host affinity and zoning.
info
This displays the host affinity and zoning.
-storage cawwpn,affinitygroup
Specify the storage device CA WWPN and affinity group for which the host affinity is set or deleted.
-hba hbawwpn
Specify the WWPN of the HBA set for host affinity and zoning.
-ipaddr ipaddr[,ipaddr,...]
Displays the host affinity information set in the specified | P address, Fibre Channel switch zoning information, or storage device CA.
To display more than one item of storage device information, specify the |P address using acomma (*,").

If this omitted, all the storage device and Fibre Channel switch information registered in this software is displayed.

EXAMPLES
* Adding the host affinity and zoning

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager \ opt\ FJSVssngr\ shi n\ st orageadnt zone add -storage
1111111111111111, 3 -hba 2222222222222222

* Deleting the host affinity and zoning

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager\ opt \ FISVssngr\ shi n\ st orageadm' zone del ete -storage
1111111111111111, 3 -hba 2222222222222222

+ Displaying the host affinity and zoning

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager \ opt \ FISVssngr\ shi n\ st or ageadm’ zone info
<<< FC Switch Zone Information >>>

DEVI CE_NAME( | P_ADDRESS) ZONE_NAVE ZONE_WPN
Swi t ch1( 10. 10. 10. 10) SNM 0001 1111111111111111; 2222222222222222
SNM 0002 3333333333333333; 4444444444444444

<<< FC CA Zone Information >>>

DEVI CE_NAME( | P_ADDRESS) CA_ PN AFFI NI TY_GROUP HBA_VW\PN
E4000M300( 10. 10. 10. 11) 1111111111111111 3 2222222222222222
NOTES

* The storage device and Fibre Channel switch for which set/delete/display is performed must have been registered in this software.

This command cannot be used to register Fibre Channel switchesis zoning has not been set. Create atemporary zone and then register
the Fibre Channel switch in this software. Refer to "4.2.1.1 Setting" for details on creating temporary zones.
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* Please execute this command after confirming the state of the server is below. (When the server where HBA specified for "-hba"
optionisinstalled isregistered in this software.)

- The server had to have started when "Add" option was specified.
- The server had to have stopped when "Delete" option was specified.
* Fibre Channel switch zoning is set for the Fibre Channel switch connected to the specified storage device CA.

+ The Fibre Channel switch and storage device must be connected using a Fibre Channel cable. If the Fibre Channel cable is not
connected, Fibre Channel switch zoning is not set. Connect the Fibre Channel cable, and then re-execute the command.

* Zone settings (creation of the AffinityGroup) must be configuredinthe ETERNUSdisk array devicein advance, using StorageVolume
Configuration Navigator or ETERNUSMgr.

* Only the ETERNUS SN 200 (except model 250M) and Brocade (except AP7420) Fibre Channel switch and PRIMERGY fibre channel
switch blades are supported.
For ETERNUS V S900 model 300, only "info" operand is supported. When ETERNUS V S900 model 300 is specified at the "info"
operand, the WPN of thevirtual initiator of ETERNUS V S900 model 300 is displayed onthe HBA_WWPN line of <<< FC CA Zone
Information >>>.

+ The following conformation message is output when "delete" is specified. To continue, enter 'y'. To cancel, enter 'n'.

Are you sure? [y/n]:

12.3.1.7 Performance information operation command (storageadm perfdata)

NAME

storageadm perfdata - operates the performance information

SYNOPSIS

$I NS_DI R\ Manager \ opt \ FISVssngr\ shi n\ st orageadm per fdata export outdirnanme -ipaddr ipaddr [-date
start_tine[-end_tine]]

($INS_DIR means "Program Directory" specified at the Manager installation.)

DESCRIPTION

This command outputs the performance information of the storage devices and Fibre Channel switches. Only user of OS administrative
group can execute this command.

By specifying the IP address of the device that outputs the performance information and the date in the command operand, the storage
device and Fibre Channel switch performance information is output in CSV format.

Thetarget storage device and Fibre Channel switch must be devices managed by this software when performance monitoring is either still
running or already completed.

The supported devices are as follows.

+ ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000 (except
models 80 and 100) and ETERNUS8000

* The Fibre Channel switches and Fibre Channel switch blades which support the performance monitoring.
The details of CSV files are as follows.

The port information of Fibre Channel switch

Items Explanation

File name PORT.csv
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Items Explanation

Header line + Case of ETERNUS SN200 series or Brocade Fibre Channel switch
Date,PortX - Tx Throughput, PortX - Rx Throughput, PortX - CRC Error, ...

+ Case of ETERNUS SN200 MDS series
Date,PortX - Tx Throughput, fcX/X - Rx Throughput, fcX/X - CRC Error, ...

Dataline date port0s,port0r,portOe, ... ,portNs portNr,portNe

Thefollowing information is output for each field. (After dare theinformation isrepeated for the actual number
of ports.)

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

portOs: Port0 Transfer rates of send data at dare(Decimal notation. The unitis MB/S.)

port0Or: PortO Transfer rates of receive data at gare(Decimal notation. The unit isMB/S.)

portOe: PortO Number of CRC errors at date(Decimal notation. The unit is Count.)

portNs: PortN Transfer rates of send data at dare(Decimal notation. The unitis MB/S.)

portNr: PortN Transfer rates of receive data at dafe(Decimal notation. The unit is MB/S.)

portNe: PortN Number of CRC errors at dafe(Decimal notation. The unit is Count.)

The CM performance information of storage device

ETERNUS DX60/DX80/DX90, ETERNUS2000, ETERNUSA4000 models 300 and 500, ETERNUSB8000 models 700, 900, 1100
and 2100

Items Explanation
File name CM.csv
Header line Date, CMOxXX:CPUX - CPU Use Rate, CMOxXX:CPUX - Copy Remain, ...
Dataline aate CM0OOu,CMO0r, ... ,CMNNu, CMNNr

The following information is output for each field. (After dafe the information is repeated for the actual number
of CMs.)

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

CM0OOu : CM0x00:CPUOQ (*1) CPU Load at dafe(Decimal notation. The unit is %.)

CM0O0r: CM0x00:CPUO (*1) CM Copy remaining amount at gafe(Decimal notation. The unit is GB.)
CMNNu: CMOXNN:CPUN (*1) CPU Load at dare(Decimal notation. The unit is %.)

CMNNr: CMOXNN:CPUN (*1) CM Copy remaining amount at dafe(Decimal notation. The unit is GB.)

*1: The CPU number is not output when the storage deviceis ETERNUS DX60/DX80/DX90 or ETERNUS2000.

ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS4000 models 400 and 600, ETERNUS8000 models 800, 1200
and 2200

Items Explanation

File name CM/nnnn.csv

(nnnnindicates the CM number by hexadecimal notation. CM numbers are assigned in ascending order, starting
with 0000 for the lowest CM CPU number in the device.

CMOx0 CPUOQ is 0000,

CMOx0 CPU1 is 0001,

CMOx1 CPUO is 0002,

CMOx1 CPU1 is 0003,

CMOX7 CPUO is 000E,
CMOX7 CPU1 is 000F.)

Header line Date, CMOxXX:CPUX - CPU Use Rate, CMOxXX:CPUX(ROE) - CPU Use Rate, CMOxXX:CPUX - Copy
Remain
Dataline date cpu,roereman

The following information is output for each field.
date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)




Iltems

Explanation

cpu: CMOxXX:CPUX CPU Load at date(Decimal notation. The unit is %.)
roe: CMOxXX:CPUX ROE Load at date(Decimal notation. The unit is %.)
remain: CMOxXX:CPUX CM Copy remaining amount at dafe(Decimal notation. The unit is GB.)

The LogicalVolume

performance information of storage device

Items Explanation

File name LogicaVolume/ nnnn.csv
(nnnnindicates the LogicaVolume number by hexadecimal notation.)

Header line Date, LogicalVolumeOxX XXX - Read |OPS, LogicaVolumeOxX XXX - Write |OPS, LogicaVolumeOxX XXX
- Read Throughput, LogicalVolumeOxX XXX - Write Throughput, LogicaVolumeOxX XXX - Read Response
Time, LogicalVolumeOxX XXX - Write Response Time, LogicalVolumeOxX XXX - Read Cache Hit Rate,
LogicaVolumeOxX XXX - Write Cache Hit Rate, LogicalVolumeOxX XXX - Prefetch Cache Hit Rate,

Dataline date read write through-r, through-w, resp-r,reso-w, hit-r, hit-w, fetch

Thefollowing information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read: Read Count at dare(Decimal notation. The unit is IOPS.)

write: Write Count at date(Decimal notation. The unit is1OPS.)

through-r: Read data transfer rate at date(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dafe(Decimal notation. The unit is MB/S.)
resp-r: Read Response Time at agafe(Decimal notation. The unit is msec.)

resp-w . Write Response Time at dafe(Decimal notation. The unit is msec.)

hit-r: Read Cache Hit Rate at dafe(Decimal notation. The unit is %.)

hit-w: Write Cache Hit Rate at gafe(Decimal notation. The unit is %.)

fetch: Read Pre-fetch Cache Hit Rate at dare(Decimal notation. The unit is %.)

The RAIDGroup performance information of storage device

Items Explanation

File name RAIDGroup/ nnnn.csv
(nnnnindicates the RAIDGroup number by hexadecimal notation.)

Header line Date, RAIDGroupOXOxX XXX - Read |OPS, RAIDGroupOX0xX XXX - Write |OPS, RAIDGroupOXOxX XXX -
Read Throughput, RAIDGroup0x0xX X X X - Write Throughput, RAIDGroupOx0xX X X X - Read Response Time,
RAIDGroupOx0xX XXX - Write Response Time, RAIDGroupOxOxXX XX - Read Cache Hit Rate,
RAIDGroupOx0OxX XXX - Write Cache Hit Rate, RAIDGroupOxOxX XXX - Prefetch Cache Hit Rate,

Dataline date read write through-r, through-w, resp-r,resp-w, hit-r, hit-w, fetch

The following information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read . Read Count at date(Decimal notation. The unit is |OPS.)

write: Write Count at date(Decimal notation. The unit is |OPS.)

through-r . Read data transfer rate at date(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dafe(Decimal notation. The unitis MB/S.)
resp-r: Read Response Time at gafe(Decimal notation. The unit is msec.)
resp-w . Write Response Time at dafe(Decimal notation. The unit is msec.)

hit-r: Read Cache Hit Rate at dafe(Decimal notation. The unit is %.)

hit-w : Write Cache Hit Rate at dafe(Decimal notation. The unit is %.)

fetch: Read Pre-fetch Cache Hit Rate at date(Decimal notation. The unit is %.)

The Disk performance information of storage device

Iltems

Explanation

File name

Disk/nnnn.csv

(nnnnindicates the DE number by hexadecimal notation.)
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Iltems

Explanation

Header line

Date, DEOxXX:SlotX - busy time, ...

Dataline

aate DiskO, ... ,DiskN

Thefollowing information is output for each field. (After dafe theinformation isrepeated for the actual number
of Disks.)

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)

Disk0: Disk0 Disk busy rate at date(Decimal notation. The unit is %.)

DiskN : DiskN Disk busy rate at date(Decimal notation. The unit is %.)

The CA/CM Port performance information of storage device

Iltems

Explanation

File name

Port/ nnnn.csv

(nnnnindicates the CA/CM Port number by hexadecimal notation. CA/CM port numbers are assigned in
ascending order, starting with 0000 for the lowest CA/CM port number in the device.

CMOx0 CAOxO0 Port0 is 0000,

CMOx0 CAOxO0 Port1 is 0001,

CMOx7 CAOx3 Port2 is 007E,
CMOx7 CAOx3 Port3 is 007F.)

Header line

+ Case of CA Port

Date, CMOxX:CAOxX:PortX - Read |OPS, CMOxX:CAOxX:PortX - Write |IOPS, CMO0xX:CAOxX:PortX -
Read Throughput, CM0OxX:CAO0xX:PortX - Write Throughput

+ Case of CM Port

Date, CMOxX:PortX - Read 10PS, CMOxX:PortX - Write IOPS, CMOxX:PortX - Read Throughput,
CMOxX:PortX - Write Throughput

Dataline

date read, write through-r, through-w

Thefollowing information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
read: Read Count at date(Decimal notation. The unit is IOPS.)

write: Write Count at date(Decimal notation. The unit is OPS.)

through-r: Read data transfer rate at date(Decimal notation. The unit is MB/S.)
through-w : Write data transfer rate at dafe(Decimal notation. The unit is MB/S.)

The number of active disks performance information of storage device

Items Explanation
File name ACTIVE_DISK.csv
Header line Date, Total Disks, Active Disks
Dataline aate total,active

The following information is output for each field.

date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
tfotal : Overall number of loaded disk devices at dafe(Decimal notation. The unit is Disk.)
active: Overall number of active disk devices at dafe(Decimal notation. The unit is Disk.)

Power consumption

performance information of storage device (ETERNUS DX60/DX80/DX90 only)

ltems Explanation
File name SYSTEM_POWER_CONSUMPTION.csv
Header line Date, System Power Consumption
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Items Explanation

Dataline date, power

Thefollowing information is output for each field.
date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
power: Power used by the device as awhole at dafe(Decimal notation. The unitisW.)

Temperature performance information of storage device (ETERNUS DX60/DX80/DX90 only)

Items Explanation
File name SYSTEM_TEMPERATURE.csv
Header line Date, System Temperature
Dataline date, temperature

The following information is output for each field.
date: Performance Information Acquisition Time (YYYY/MM/DD hh:mm:ss format)
temperature; Air intake temperature at device at dare(Decimal notation. The unit is degrees Centigrade.)

OPERANDS
export
Outputs performance information for the specified date in CSV format.
outdirname

Specify the directory that outputs performance information.
Performance information is output to the outdirnamedirectory based on the following configuration.

- 451 -



autciirname

— Start_tirme — Stop_time Example: 2007 06010000-2007 06020000
— Device & i Storage device)
— Disk 0000, csy
— LogicalVolume 0000 csy
— Paort 0000, csy
— RAIDGraup 0000 csy
— ACTIVE_DISK. csy
— SYSTEM_POWER_COMSUMPTION.cov
— SYSTEM_TEMPERATURE.csv
— Ch.csy
— Device B CFibre Channel switch?
L PoRTesy

indicates a directory.

OPTIONS
-ipaddr ipaddr
Specify the | P address of the device that outputs performance information.

The output target device must satisfy the following conditions:

- Storage devices, Fibre Channel switches and Fibre Channel switch blades that output performance information must be registered
in this software, and the device must be one of the following performance monitoring targets:

- ETERNUS DX60/DX80/DX90, ETERNUS DX400 series, ETERNUS DX8000 series, ETERNUS2000, ETERNUS4000
(except models 80 and 100) and ETERNUSB000

- The Fibre Channel switches and Fibre Channel switch blades which support the performance monitoring.
For the settings of performance monitoring, refer to "7.2.2 Instruction for performance management".
-date start_time[-end_time]

Specify the start and end times for the output of performance information in YYYYMMDDhhmm format. The start and end times
must be concatenated using a hyphen ("-"), asfollows:

YYYYMVDDhhmm YYYYMVDDhhimm

If the hyphen ("-") and end time are omitted, the command execution time will be the end time.

If this option is omitted, atime 30 minutes before the command execution time will be the start time, and the command execution time
will be the end time.
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EXAMPLES

+ Output of performance information from 00:00 on 01/01/2008 to 23:59 on 01/01/2008 for a device with IP address 10.101.12.13 to
the c:\work directory:

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager \ opt \ FISVssngr\ shi n\ st orageadm' perfdata export "C:\work" -
i paddr 10.101.12.13 -date 200801010000- 200801012359

* Output of performanceinformation from 00:00 on 01/01/2008 to now for adevicewith |Paddress 10.101.12.13to thec:\work directory:

"C:\ Program Fi | es\ ETERNUS- SSC\ Manager \ opt \ FISVssngr\ shi n\ st orageadnm' perfdata export "C:\work" -
i paddr 10.101.12.13 -date 200801010000

NOTES
* Thefull path of an existing directory must be specified in outdirname

+ Thetime that is specified for the -date option start time must be earlier than the end time. Additionally, the time that is specified for
the start and end times must be later than 00:00 on 01/08/2001, and earlier than the command execution time.

12.3.1.8 Disk control command (storageadm spindle)

NAME
storageadm spindle - controls disks

SYNOPSIS

$I NS_DI R Manager \ opt \ FISVssngr\ shi n\ st orageadm spi ndl e start -ipaddr ipaddr {-raid
RAI DGr oup_nunber [, RAI DGroup_nunber,...] | -server} [-sync [-time tinmeout]]

$I NS_DI R\ Manager \ opt \ FISVssngr\ shi n\ st orageadm spi ndl e stop -i paddr ipaddr {-raid
RAI DGr oup_nunber [, RAI DG oup_nunber,...] | -server} [-sync [-time timeout]] [-s] [-f]
$I NS_DI R\ Manager \ opt \ FJSVssngr \ shi n\ st orageadm spi ndl e info -ipaddr ipaddr [{-raid
RAI DG oup_nunber [, RAI DG oup_nunber,...] | -server}]

($INS_DIR means "Program Directory" specified at the Manager installation.)

DESCRIPTION
Starts or stops the storage device RAID disk rotation. Only user of OS administrative group can execute this command.

If a storage device was specified when the status was displayed, the rotation status of the disk that was used to configure RAID is
displayed.
If a server was specified, the storage device RAIDGroup number and volume number used by the server are displayed.

By specifying the storage device IP address and RAIDGroup number in the command operand, the rotation of the disk that was used to
configure the storage device RAID is started or stopped.

By specifying the server | P address, the rotation of the storage device disk used by the server is started or stopped.

The target storage device and server must be devices managed by this software.

OPERANDS
start

Starts the disk that is used to configure the storage device RAIDGroup.
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stop
Stops the disk that is used to configure the storage device RAIDGroup.
info

Displays the storage device RAIDGroup Eco-mode information, or the storage device information used by the server.

OPTIONS
Options that can be specified when the start operand is specified
-ipaddr ipaddr
Specify the storage device or server |P address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the start target RAIDGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified, separate
each number using acomma (",").
Specify this option when the storage device | P address has been specified in the -ipaddr option.

-server

Specify this option to start rotation of the storage device disk used by the server.
Specify this option when the server | P address has been specified in the -ipaddr option.

-sync
When this option is specified, thereis no return until processing is complete, or the time specified in the -time option has elapsed.
-time timeout

Specify the timeout value (unit: seconds) if the -sync option has been specified. Specify a number from 1 to 86400. If this option
is omitted, the timeout value will be 600 seconds.

Options that can be specified when the stop operand is specified
-ipaddr ipaddr
Specify the storage device or server |P address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the stop target RAIDGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified, separate
each number using acomma (",").
Specify this option when the storage device | P address has been specified in the -ipaddr option.

-server

Specify this option to stop rotation of the storage device disk used by the server.
Specify this option when the server | P address has been specified in the -ipaddr option.

-sync
When this option is specified, thereis no return until processing is complete, or the time specified in the -time option has elapsed.
-time timeout

Specify the timeout value (unit: seconds) if the -sync option has been specified. Specify a number from 1 to 86400. If this option
is omitted, the timeout value will be 600 seconds.

Processing continues without the output of a confirmation message.

Related RAIDGroup disks are forcibly stopped.
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Options that can be specified when the info operand is specified
-ipaddr ipaddr
Specify the storage device or server |P address.
-raid RAIDGroup_number[,RAIDGroup_number,...]

Specify the statusdisplay target RAIDGroup number using hexadecimal notation. If morethan one RAIDGroup number isspecified,
separate each number using acomma (*,").
Specify this option when the storage device | P address has been specified in the -ipaddr option.

If this option is omitted, the info