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Preface

Purpose
This manual explains the installation and customization of ETERNUS SF AdvancedCopy Manager when it is used in a cluster system.

Audience

Thismanual isintended for system managers responsible for managing storage with ETERNUS SF AdvancedCopy Manager in a cluster
system.

Organization
This manual has the following chapters:
Chapter 1 Overview
This chapter provides an overview of cluster systems.
Chapter 2 Installation of AdvancedCopy Manager
This chapter explains how to install ETERNUS SF AdvancedCopy Manager.

Chapter 3 Preparations for Customizing Storage Management Server Transactions, Storage Server Transactions, and Tape
Server Transactions

This chapter describes the resources and input items that are required to customize Storage Management Server transactions, Storage
Server transactions, and Tape Server transactions.

Chapter 4 Customization of Storage Management Server Transactions and Storage Server Transactions
This chapter explains how to customize Storage Management Server transactions and Storage Server Transactions.
Chapter 5 Deleting Storage Management Server Transactions and Storage Server Transactions
This chapter explains how to delete a Storage Management Server transaction and Storage Server transaction cluster environment.
Chapter 6 Customizing Tape Server Transactions
This chapter explains how to customize Tape Server transactions.
Chapter 7 Deleting Tape Server Transactions
This chapter explains how to delete a cluster environment for Tape Server transactions.
Chapter 8 Commands
This chapter explains how to use each type of command.
Appendix A Creating Resources and userApplications with Solaris version PRIMECLUSTER

This appendix explains how to use PRIMECLUSTER for Solaris OS to create resources and userApplications for AdvancedCopy
Manager.

Appendix B Creating Resources and userApplications with Linux version PRIMECLUSTER

Thisappendix explains how to use PRIMECLUSTER for Linux to create resources and userApplications for AdvancedCopy Manager.
Appendix C TSM Cluster Settings

This appendix explains the TSM cluster settings.
Appendix D Setup procedures on Windows Server 2008 x64

This appendix explains the cluster setup procedures on Windows Server 2008 x64 and Windows Server 2008 R2 environment.

Positioning of This Manual
The ETERNUS SF AdvancedCopy Manager suite of manualsis asfollows:
+ ETERNUS SF AdvancedCopy Manager Overview
Provides an overview of ETERNUS SF AdvancedCopy Manager.



+ ETERNUS SF AdvancedCopy Manager Installation and Setup Guide
This manual explains how to install ETERNUS SF AdvancedCopy Manager.
+ ETERNUS SF AdvancedCopy Manager Operator's Guide

This manual explains the operation of ETERNUS SF AdvancedCopy Manager. The Operator's Guide is divided into supported
operating systems.

+ ETERNUS SF AdvancedCopy Manager GUI User's Guide
This manual explains GUI Client operation in ETERNUS SF AdvancedCopy Manager.
+ ETERNUS SF AdvancedCopy Manager Message Guide

This manual explains the messages output by AdvancedCopy Manager and the action that the operator should take in response to
them.

* ETERNUS SF AdvancedCopy Manager Operator's Guide for Cluster Environment (this manual)
This manual explainsinstallation and customization in the ETERNUS SF AdvancedCopy Manager cluster environment.
* ETERNUS SF AdvancedCopy Manager Operator's Guide for Tape Server Option
This manual explains the operation of ETERNUS SF AdvancedCopy Manager Tape Backup.
+ ETERNUS SF AdvancedCopy Manager Operator's Guide for Copy Control Module
This manual explains the operation of the ETERNUS SF AdvancedCopy Manager Copy Control Module.
+ ETERNUS SF AdvancedCopy Manager Glossary
This manual explains the terminology used in ETERNUS SF AdvancedCopy Manager manuals.

Users are recommended to read the "ETERNUS SF AdvancedCopy Manager Overview" first to gain an understanding of the general
concepts of this software before reading the other manual s as required.

Conventions for Product Names
* Microsoft(R) Windows(R) XP Professional and Microsoft(R) Windows(R) XP Home Edition are abbreviated as "Windows XP".

* Microsoft(R) Windows Server(R) 2003, Standard Edition and Microsoft(R) Windows Server(R) 2003, Enterprise Edition,
Microsoft(R) Windows Server(R) 2003, Enterprise Edition for Itanium-based Systems are abbreviated as "Windows Server 2003".

+ Microsoft(R) Windows Server(R) 2008 Standard, Microsoft(R) Windows Server(R) 2008 Enterprise, Microsoft(R) Windows
Server(R) 2008 Datacenter, Microsoft(R) Windows Server(R) 2008 for Itanium-Based Systems are abbreviated as "Windows Server
2008".

+ Microsoft(R) Windows Server(R) 2008 R2 Standard, Microsoft(R) Windows Server(R) 2008 R2 Enterprise, Microsoft(R) Windows
Server(R) 2008 R2 Datacenter are abbreviated as "Windows Server 2008 R2".

* Windows Vista(R) Home Basic, Windows Vista(R) Home Premium, Windows Vista(R) Business, Windows Vista(R) Enterprise and
Windows Vista(R) Ultimate are abbreviated as "Windows Vista'.

* Windows(R) 7 Home Basic, Windows(R) 7 Home Premium, Windows(R) 7 Professional, Windows(R) 7 Enterprise and Windows(R)
7 Ultimate are abbreviated as "Windows 7".

+ Solaris (TM) Operating System isreferred to as " Solaris OS".

+ ETERNUS SF AdvancedCopy Manager running on Solaris OSisreferred to asthe " Solaris version of ETERNUS SF AdvancedCopy
Manager".

+ ETERNUS SF AdvancedCopy Manager running on Windowsisreferred to asthe"Windowsversion of ETERNUS SF AdvancedCopy
Manager".

* ETERNUS SF AdvancedCopy Manager running on Linux is referred to as the "Linux version of ETERNUS SF AdvancedCopy
Manager".

* ETERNUS SF AdvancedCopy Manager running on HP-UX isreferred to as the "HP-UX version of ETERNUS SF AdvancedCopy
Manager".



+ ETERNUSSF AdvancedCopy Manager runningon Al X isreferredto asthe" Al X version of ETERNUS SF AdvancedCopy Manager".
+ "ETERNUS SF AdvancedCopy Manager" is abbreviated as " AdvancedCopy Manager".

* The manager function of AdvancedCopy Manager is referred to as "Manager function of AdvancedCopy Manager".

* The agent function of AdvancedCopy Manager is referred to as "Agent function of AdvancedCopy Manager".

Trademarks

Windows, Windows Vista, and the names and product names of Windows Server and other Microsoft products are the trademarks or
registered trademarks of Microsoft Corporation in the United States and other countries.

Sun, Sun Microsystems, the Sun Logo, Solaris and all Solaris based marks and logos are trademarks of Sun Microsystems, Inc. in the
United States and other countries, and are used under license.

UNIX istheregistered trademark exclusively licensed by X/Open Company Limited in the U.S.A. and other countries.
ORACLE isaregistered trademark of Oracle Corporation.

HP-UX is aregistered trademark of Hewlett-Packard Company.

Linux is atrademark or registered trademark of Mr. Linus Torvaldsin the United States and other countries.

Red Hat, Red Hat Shadow Man logo, RPM, RPM logo and Glint are aregistered trademark of Red Hat, Inc.

IBM, AlX, and AIX 5L are trademarks of International Business Machines Corporation in the United States and other countries.

All other trademarks and product names are the property of their respective owners.
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IChapter 1 Overview

This chapter provides an overview of cluster systems.

1.1 What is a Cluster System?

A cluster system uses two or more server machines as asingle virtual server machine to provide high level of availability.

In single-server machine operation, if the server machine or an application running on it stops, the machine or the application must be
restarted. During this time, the operation stops.

A cluster system, however, uses two or more server machines. If afailure occurs on one server machine or an application running on it,
the transaction can be resumed immediately by restarting the application on the other server machine. As aresult, transaction downtime
isreduced. The switching of atransaction from aserver with aproblem to another server that isoperating normally isreferred to asfailover.

In the cluster system, the server machines are collectively called a cluster, and each server machinein the cluster is called a node.
The cluster operation is classified into one of the following types. These types are explained in "Names of Fujitsu PRIMECLUSTER."
+ Standby class
In the standby class, a standby node exists to take over transactions from an active node on which transactions are being performed.
a. 1:1 standby system

The cluster consists of one active node and one standby node. The active node performs transactions while the standby nodeis
waiting to become the active node, if required.

Figure 1.1 1:1 standby system

‘ node 1 | ‘ node 2 ‘

active standby ApEHg;%EDn

b. Mutual standby system

Thisisacluster consisting of two or more nodes. Generally, two of the nodes are used as "active nodes.” Each node performs
its own transaction and, at the same time, is on standby to run the transaction of the other node. If either node fails, the other
node takes over running the transactions on both nodes.



Figure 1.2 Mutual standby system
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c. n:1standby system

The cluster consists of n active nodes and one standby node. Each of the n active nodes performs separate transactions while a
separate standby node stands by to take over from any failing active nodes.

Figure 1.3 n:1 standby system

d. Cascade topology
This consists of three or more sets of nodes. One node in the set is an active node, and the remaining nodes are standby nodes.



Figure 1.4 Cascade system
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e. Priority transfer

Thisconsistsof three or more sets of nodes. One nodein each set isan active node, one nodeisastandby node, and the remaining
nodes in a set are stop nodes.

Figure 1.5 Priority transfer system
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+ Scalable class

In ascalable class, the cluster is designed for performance improvement and degraded operation when a failure occurs by means of
parallel processing on multiple server machines. In contrast to the standby system, nodes in this class of cluster are not divided into
active and standby nodes. If one server in a cluster fails, the remaining servers in the cluster operate at a degraded level so that the
transaction continues.



Figure 1.6 Scalable class
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The cluster operation and the names given to those that are supported with a cluster system differ from each other in different systems.
For more information on this, refer to the cluster software manuals.
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1.2 Support

AdvancedCopy Manager runs on the following operating systems:

Table 1.1 Operating system where AdvancedCopy Manager operates

Operating system

Non Cluster

Cluster

Storage
Management
Server

Storage
Server

Tape
Server

Storage
Management
Server
transaction

Storage
Server
transaction

Tape Server
transaction

Solaris(TM) 8 Operating system

Support

Support

No support

Support

Support

No support

Solaris(TM) 9 Operating system
Solaris(TM) 10 Operating system

Support

Support

Support

Support

Support

support

Red Hat Enterprise Linux AS (v.4 for
x86)

Red Hat Enterprise Linux ES (v.4 for
x86)

Red Hat Enterprise Linux AS (v.4 for
EM®64T)

Red Hat Enterprise Linux ES (v.4 for
EM®64T)

Red Hat Enterprise Linux AS (v.4 for
Itanium)

Red Hat Enterprise Linux 5 (for
x86)

Red Hat Enterprise Linux 5 (for
Intel64)

Red Hat Enterprise Linux 5 (for Intel
Itanium)

Support

Support

No support

Support

Support

No support

Microsoft(R) Windows Server(R)
2003, Standard Edition SP1, SP2
Microsoft(R) Windows Server(R)

Support

Support

No support

Support

Support

No support




Operating system

Non Cluster

Cluster

Storage
Management
Server

Storage
Server

Tape
Server

Storage
Management
Server
transaction

Storage
Server
transaction

Tape Server
transaction

2003, Enterprise Edition SP1, SP2
Microsoft(R) Windows Server(R)
2003 R2, Standard Edition
Microsoft(R) Windows Server(R)
2003 R2, Standard Edition SP2
Microsoft(R) Windows Server(R)
2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R)
2003 R2, Enterprise Edition SP2

Microsoft(R) Windows Server(R)
2008 Enterprise

Microsoft(R) Windows Server(R)
2008 Enterprise SP2

Microsoft (R) Windows Server(R)
2008 Datacenter

Microsoft(R) Windows Server(R)
2008 Datacenter SP2
Microsoft(R) Windows Server(R)
2008 R2 Enterprise

Microsoft(R) Windows Server(R)
2008 R2 Datacenter

Support

Support

No support

Support

Support

No support

Microsoft(R) Windows Server(R)
2008 Standard

Microsoft(R) Windows Server(R)
2008 Standard SP2

Microsoft(R) Windows Server(R)
2008 R2 Standard

Support

Support

No support

No support

No support

No support

Microsoft(R) Windows Server(R)
2003, Standard x64 Edition
Microsoft(R) Windows Server(R)
2003, Standard x64 Edition SP2
Microsoft(R) Windows Server(R)
2003, Enterprise x64 Edition
Microsoft(R) Windows Server(R)
2003, Enterprise x64 Edition SP2
Microsoft(R) Windows Server(R)
2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R)
2003 R2, Standard x64 Edition SP2
Microsoft(R) Windows Server(R)
2003 R2, Enterprise x64 Edition
Microsoft(R) Windows Server(R)
2003 R2, Enterprise x64 Edition SP2
Microsoft(R) Windows Server(R)
2003, Enterprise Edition for [tanium-
based Systems

Microsoft(R) Windows Server(R)
2003, Enterprise Edition for [tanium-
based Systems SP2

(A 64-bit processor version)

No support

Support

No support

No support

Support

No support




Operating system Non Cluster Cluster
Storage Storage Tape Storage Storage Tape Server
Management Server Server Management Server transaction
Server Server transaction
transaction
Microsoft(R) Windows Server(R)
2008 for Itanium-Based Systems
Microsoft(R) Windows Server(R)
2008 for Itanium-Based Systems SP2
HP-UX 11.00, 11i, v2(PA-RISC), No support Support No support | No support Support No support
HP-UX 11i v2.0(Itanium), HP-UX
11i v3(Itanium)
AIX 5L V5.1AIX 5L V5.2,AIX 5L No support Support No support | No support Support No support
V5.3

AdvancedCopy Manager supports the following cluster systems:

Table 1.2 Cluster System where AdvancedCopy Manager operates

oS OS level Cluster system and version
Solaris Solaris 8 Fujitsu SynfinityCluster V2.0
Solaris 9 Fujitsu PRIMECLUSTER V4.1 and later
VERITAS Cluster Server 4.0
VERITAS Cluster Server 4.1
Solaris 10 Fujitsu PRIMECLUSTER V4.1 A40 and later
VERITAS Cluster Server 4.1
VERITAS Cluster Server 5.0
Sun Cluster 3.1
Sun Cluster 3.2
Linux Red Hat Enterprise Linux (v.4 for x86) Fujitsu PRIMECLUSTER V4.2A00 and later
Red Hat Enterprise Linux (v.4 for Itanium) Fujitsu PRIMECLUSTER V4.1A40 and later
Red Hat Enterprise Linux 5 (for x86) Fujitsu PRIMECLUSTER V4.2A30
Red Hat Enterprise Linux 5 (for Intel64)
Red Hat Enterprise Linux 5(for Intel Itanium)
Windows Windows Server 2003 Microsoft(R) Cluster Service
Windows Server 2008 Windows Server(R) Failover Clustering
Windows Server 2008 R2
HP-UX HP-UX 11.00 MC/ServiceGuard A.11.13
HP-UX 11i vl
HP-UX 11i v3(Itanium) ServiceGuard A.11.17
AlIX AIX 5L V5.1 High Availability Cluster Multi-Processing 5.1
AIX 5L V5.2
AIX 5L V5.3 High Availability Cluster Multi-Processing 5.1
VERITAS Cluster Server 5.0

AdvancedCopy Manager Tape Server supports the following cluster systems:

Table 1.3 Cluster systems compatible with AdvancedCopy Manager Tape Server

(O]

Cluster system and version

Solaris

Fujitsu PRIMECLUSTER V4.1
Fujitsu PRIMECLUSTER V4.1 A40




AdvancedCopy Manager supports the following operation types:

Table 1.4 Operation type that AdvancedCopy Manager supports

Server

oS Cluster system 1:1 n:1 standby | Mutual Cascade Priority Scalable Combined
standby standby | topology transfer class operation
with the
scalable
class
Solaris SynfinityCluster Support Support Support Support Support No support Support
PRIMECLUSTER
VERITAS Cluster Support Support Support Support No support No support No support
Server
Sun Cluster Support No support Support No support | No support No support No support
Linux PRIMECLUSTER Support Support Support Support Support No support Support
Windows | Microsoft(R) Cluster Support Support Support Support No support No support No support
Service
Windows Server(R) Support Support Support Support No support No support No support
Failover Clustering
HP-UX MC/ServiceGuard Support Support Support Support No support No support No support
VERITAS Cluster Support No support Support No support | No support No support No support
Server
AlX High Availability Support Support Support Support No support | No support No support
Cluster Multi-
Processing
VERITAS Cluster Support No support Support No support | No support No support No support

4}1 Note

+ AdvancedCopy Manager cannot run any type of operation that is unsupported by the cluster system.

+ AdvancedCopy Manager backup and replication can be used for scalable class transaction volumes. Refer to "Combined operation

with the scalable class' for the operation method

* Storage Management Server transactions on the Storage M anagement Server are supported only for standby system operation. None
of the functions for Storage Management Server transactions can be used in mutual standby operation.

AdvancedCopy Manager supports the following operation types:

Table 1.5 Operation types supported by AdvancedCopy Manager Tape Server

oS Cluster system 1:1 n:1 standby | Mutual Cascade Priority Scalable Combined
standby standby | topology transfer class operation
with the
scalable
class
Solaris PRIMECLUSTER Support No support No No support | No support No support No support
support

;ﬂ Note

Use AdvancedCopy Manager in a 1:1 active/standby configuration when using the AdvancedCopy Manager Tape Server.




1.3 Types of Operation

This section explains the methods in which AdvancedCopy Manager operatesin a cluster system.

1.3.1 Cluster transaction and local transaction of AdvancedCopy Manager

In AdvancedCopy Manager, acomponent of agroup that switches over to another by failover is called a cluster transaction. The name of
the cluster transaction depends on the cluster system.

Table 1.6 Names of cluster transactions in cluster system

Cluster system Name of cluster transaction
SynfinityCluster Cluster Service
Sun Cluster Resource Group
PRIMECLUSTER Cluster Application or userApplication
VERITAS Cluster Server Service Group
Microsoft(R) Cluster Service Cluster Group
Windows Server(R) Failover Clustering
MC/ServiceGuard Package
High Availability Cluster Multi-Processing Resource Group

To back up atransaction volume for cluster operation by using AdvancedCopy Manager backup management or replication management,
add AdvancedCopy Manager to an objective cluster transaction. To back up the transaction volume in two or more cluster transactions as
in the case of the mutual standby operation, add AdvancedCopy Manager to each cluster transaction.

To recognizethetransaction in which an executed AdvancedCopy Manager function (such asabackup management command) isincluded,
AdvancedCopy Manager assignsaunique name (alogical node name) to each cluster transaction. If an AdvancedCopy Manager command
is executed with this logical node name specified in the environment variable SWSTGNODE, the command recogni zes and executes the
objective cluster transaction.

When "Logical IP address’ and "Communication daemon/service port number for transaction (stgxfws_ logical node name)" are set in
the AdvancedCopy Manager server addition processing, the objective cluster transaction is added as a server of AdvancedCopy Manager.

QJT Note

The logical node name is a value used by AdvancedCopy Manager only. It does not link with alogical host name assigned by a cluster
transaction and cluster system.

AdvancedCopy Manager can perform local disk (ie, not in cluster operation) backup/replication with a cluster operation machine. A
transaction where such alocal disk backup/replication operation is performed is called alocal transaction. The local transaction does not
switch over to another by failure. Set this local transaction to perform local volume backup/replication that is not included in a cluster
transaction.

A local transaction doesnot usealogical node name. If an AdvancedCopy Manager command isexecuted without the environment variable
SWSTGNODE, the command recognizes the transaction to be alocal transaction and executesiit.

When "Physical IP address’ and "Communication daemon/service port number (stgxfws) for local transaction” are set in the
AdvancedCopy Manager server addition processing, an objective machine is added as a server of AdvancedCopy Manager.

The relationship between cluster and local transactionsis shown below.



Figure 1.7 Cluster transactions and local transactions
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To operatethe volume of cluster transaction A by backup management or replication management, add AdvancedCopy Manager to cluster
transaction A.

To operatethe volume of cluster transaction B by backup management or replication management, add AdvancedCopy Manager to cluster
transaction B.

To operate the volume of node 1 by backup management or replication management, create local transaction 1.

To operate the volume of node 2 by backup management or replication management, create local transaction 2.

1.3.2 AdvancedCopy Manager server types and server transaction types
There are three types of AdvancedCopy Manager: Storage Server, Storage Management Server, and Tape Server.

A similar rule holds for cluster systems. A cluster system with AdvancedCopy Manager's Manager function installed is referred to as a
Storage Management Server, and a cluster system with AdvancedCopy Manager's Agent function installed is referred to as a Storage
Server.

Cluster systemswith both the Manager function and Tape Manager function installed are referred to as Tape Servers, asare cluster systems
on which the Agent manager function and Tape Manager function are installed.

These categories are known as server types.

When AdvancedCopy Manager operates in a cluster system, Storage Server operations are referred to as Storage Server transactions,
Storage Management Server operationsarereferred to as Storage Management Server transactions, and Tape Server operationsarereferred
to as Tape Server transactions. These categories are known as server transaction types.

The server types used in AdvancedCopy Manager's cluster operation and the server transaction types that can operate on different servers
are shown in the following table:

Table 1.7 Server Types

Storage
9 Storage Server Tape Server
Management . .
) transaction transaction

Server transaction
Storage Management Server

Yes Yes(*1 No
(AdvancedCopy Manager's Manager) e(*1)




Storage Storage Server Tape Server
Management . .
. transaction transaction
Server transaction
Storage Server
. N Yes(*1 N
(AdvancedCopy Manager's Agent function) ° es(*1) °
Tape Server
(AdvancedCopy Manager's Manager function andthe | Yes(*2) Yes(*2) Yes(*2)
AdvancedCopy Manager Tape Manager function)
Tape Server
(AdvancedCopy Manager's Agent function and the No Yes(*2) Yes(*2)
AdvancedCopy Manager Tape Manager function)

Notes:

Yes (*1): Thetransactions that can be performed in cluster systems. Multiple cluster transactions can be performed in mutual standby
systems.

Yes. The transactions that can be performed in cluster systems. Operation in a mutual standby system is only possible with asingle
transaction.

Yes (*2): The transactions that can be performed in cluster systems. Operationin a 1:1 active/standby system is only possible with a
single transaction.

No: Transactions not included in the package.

Storage Server transactions can be included in multiple cluster transactions within a cluster system. This means that Storage Server
functions can be used with each cluster transaction. On a network, users cannot tell whether a system is clustered, so it will appear as
though there are multiple Storage Servers even when thereis only one physical cluster system.

However, it is not possible to divide Storage Management Server transactions among multiple cluster transactions. Storage Management
Server transactions are performed as a single cluster transaction on a cluster system.

Storage Management Server transactions and Storage Server transactions must be included in each cluster transaction that uses
AdvancedCopy Manager functions. However, see "1.3.4 Combined operation with the scalable class® for information about combined
operation with scalable class transactions.

A Storage Management Server can operate as both a Storage Management Server and a Storage Server. (For details, see "System
configuration example of AdvancedCopy Manager" in the "ETERNUS SF AdvancedCopy Manager Installation Guide".) Similarly,
Storage Management Server transactions can perform both Storage Management Server transactions and Storage Server transactions.
(Storage Management Server transactions include the functions of Storage Server transactions.)

The Tape Server must have the Tape Manager function installed, and it is also necessary to install the Manager or Agent function
beforehand.

To perform Storage Management Server transactions on a Tape Server, install the Manager function.

To perform Storage Server transactions on a Tape Server, install the Agent function.

To perform Tape Server transactions only, install the Agent function.

When the Manager function and the Tape Manager function are installed, the Tape Server can operate as a Storage Management Server,
a Storage Server, and also a Tape Server.

When the Agent function and the Tape Manager function areinstalled, the Tape Server can operate as a Storage Server and a Tape Server.
See " System configuration example of AdvancedCopy Manager" in the "ETERNUS SF AdvancedCopy Manager Installation Guide" for
more information.

Similarly, when the Manager function and the Tape Manager function are installed, Tape Server transactions can perform Storage
Management Server transactions, Storage Server transactions, and Tape Server transactions.

Additionally, when the Agent function and Tape Manager function are installed, Tape Server transactions can perform Storage Server
transactions and Tape Server transactions.

1.3.3 Transaction types of applications

The transaction types of an AdvancedCopy Manager application in AdvancedCopy Manager cluster operation are listed in the following
table. The table describes, for each applicable transaction, the active and the standby states.
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Table 1.8 Relationship between AdvancedCopy Manager applications and standby states

Application (function)

Storage Management
Server transaction

Storage Server
transaction

Storage local
transaction

Configuration management Manager

Active on primary node
Standby on secondary
node

Transaction configuration management
Agent

Active on primary node
Standby on secondary
node

Active on primary node
Standby on secondary
node

Local configuration management Agent

Active on each node

Repository

Active on primary node
Standby on secondary
node

Authentication management

Active on primary node
Standby on secondary
node

Transaction replication management

Active on primary node
Standby on secondary
node

Active on primary node
Standby on secondary
node

Local replication management

Active on each node

Transaction backup management

Active on primary node
Standby on secondary
node

Active on primary node
Standby on secondary
node

Local backup management

Active on each node

When a mutual standby system using the Storage Management Servers is built, all Storage Management Server transactions must be
operated on the same logical server in a cluster. It is not possible to divide for operation the resources of Storage Management Server
transactions between two or more logical servers.

Theresources of Storage Server transactions can be divided for operation on two or morelogical servers. That is, whether a Storage Server
transaction isto be operated can be selected for each logical server. Storage Server local transactions cannot operate in a cluster.

1.3.4 Combined operation with the scalable class

The method of performing backup operation or replication operation on the transaction volume in scalable class is explained.
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Figure 1.8 Combined operation with the scalable class
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AdvancedCopy Manager does not support the scalable class. Therefore, the resource of AdvancedCopy Manager cannot be added to a
scalable class.

When performing backup operation and replication operation to the transaction volume in scalabl e class, create the cluster service of new
Storage Server transaction or Storage Management Server transaction. When cluster service in a scalable class consists of three or more
nodes, create the Storage Server transaction in cascade topology. When cluster service in scalable class consists of 2 nodes, create the
Storage Server transaction in mutual standby system.

The backup operation and replication operation are performed from the Storage Server transaction to the transaction volume in scalable
class.

The above figure shows combined operation of userApplication in scalable class, and cluster service of Storage Server transaction. The
backup operation for volume on transaction A is performed from the Storage Server transaction. The backup operation's information is
managed in the Storage Server transaction.

gn Note

For notes on combined operation with transactions in scalable operation, see "Notes on cluster operation” in the "ETERNUS SF
AdvancedCopy Manager Operator's Guide".

1.4 Environment construction for cluster operation

This section explains how to provide the environment construction to operate AdvancedCopy Manager on the cluster system.

1.4.1 Construction of a cluster system of the type with standby system

Constructing Storage Management Server transactions or Storage Server transactions

This section explains how to provide the cluster environment construction for a Storage Management Server transaction or Storage Server
transaction on the cluster system of the type with 1:1 standby system.
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Figure 1.9 Storage Management Server transactions or Storage Server transactions in 1:1 standby cluster system
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To build Storage Management Server transactions, install the Manager function of AdvancedCopy Manager on both nodes.
To build Storage Server transactions, install the Agent function of AdvancedCopy Manager on both nodes.

See "Chapter 2 Installation of AdvancedCopy Manager,” "Chapter 3 Preparations for Customizing Storage Management Server
Transactions, Storage Server Transactions, and Tape Server Transactions," and " Chapter 4 Customization of Storage Management Server
Transactions and Storage Server Transactions' for information on AdvancedCopy Manager installation and customization.

Inthe above configuration, the AdvancedCopy Manager functions areinstalled on node 1 and node 2 to construct the Storage Management
Server transaction.

Constructing Tape Server transactions

This section explains how to construct a cluster environment for Tape Server transactionsin a 1:1 active/standby cluster system.
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Figure 1.10 Tape Server transactions in a 1:1 standby cluster system
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To create Storage Management Server transactions and Tape Server transactions, install AdvancedCopy Manager's Manager function and
the AdvancedCopy Manager Tape Manager function on both nodes.

To create Storage Server transactions and Tape Server transactions, install the AdvancedCopy Manager's Agent function and the
AdvancedCopy Manager Tape Manager function on both nodes.

To create Tape Server transactionsonly, install AdvancedCopy Manager's Agent function and the AdvancedCopy Manager Tape Manager
function on both nodes.

For details on installing and customizing AdvancedCopy Manager, see "Chapter 2 Installation of AdvancedCopy Manager”, " Chapter 3
Preparations for Customizing Storage Management Server Transactions, Storage Server Transactions, and Tape Server Transactions',
and "Chapter 6 Customizing Tape Server Transactions'.

In the configuration shown in the above diagram, to create both Storage Management Server transactions and Tape Server transactions,
both AdvancedCopy Manager's Manager function and the AdvancedCopy Manager Tape Manager function are installed on Node 1 and
Node 2.

1.4.2 Construction of a cluster system of the type with mutual standby
system

This section explains how to provide the cluster environment construction for a Storage Management Server transaction or Storage Server
transaction on the cluster system of the type with mutual standby system.
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Figure 1.11 Storage Management Server transactions or Storage Server transactions in mutual standby cluster

system

Storage management server
Mutual standby system

node 1 node 2 Logical server 1
Transaction B Transaction B Glustar sarvice oparating
Storage Storage transaction B and Storaga servaer
management management transaction
BBFYEr server _
transaction tranzaction Logical node name : aasa
(standby} {active) Logical IP address - x x.x.x
Eecondary node Frimary node
Logical server 2
Glustar sarvice oparating tha
Storage Storage Storage management servar
management management transaction
SErVEr server
transalu:tlun transaction Logical node name : bbbb
{active) [standby} Logical IP address - y.y.y.¥
Primary node Secondary node

| | |

To configure a mutua standby environment for Storage Management Server transactions and Storage server transactions, install the
Manager function of AdvancedCopy Manager on both nodes.

To configure a mutual standby system for Storage Server transactions, install the Agent function of AdvancedCopy Manager on both
nodes.

See "Chapter 2 Installation of AdvancedCopy Manager," "Chapter 3 Preparations for Customizing Storage Management Server
Transactions, Storage Server Transactions, and Tape Server Transactions," and " Chapter 4 Customization of Storage Management Server
Transactions and Storage Server Transactions' for information on AdvancedCopy Manager installation and customization.

In the above configuration, the AdvancedCopy Manager functions areinstalled on node 1 and node 2 to construct the Storage M anagement
Server transaction and the Storage Server transaction.

1.4.3 Construction of a cluster system of the type with n:1 standby system

This section explains how to provide the cluster environment construction for a Storage Management Server transaction or Storage Server
transaction on the cluster system of the type with n:1 standby system.
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Figure 1.12 Storage Management Server transactions or Storage Server transactions in n:1 standby cluster
system
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To configure an n:1 standby environment for Storage server transactions, install the Agent function on all nodes.

See "Chapter 2 Installation of AdvancedCopy Manager,” "Chapter 3 Preparations for Customizing Storage Management Server
Transactions, Storage Server Transactions, and Tape Server Transactions," and " Chapter 4 Customization of Storage Management Server
Transactions and Storage Server Transactions' for information on AdvancedCopy Manager installation and customization.

In the above configuration, the AdvancedCopy Manager functions are installed on node 2 and node 3. The Agent functions are installed
on node 1. Because the Manager functions are installed, node 2 need not install the Agent functions.

1.4.4 Construction of a cluster system of the type with cascade topology
and type with priority transfer

This section explains how to provide the cluster environment construction for a Storage Management Server transaction or Storage Server
transaction on the cluster system of the type with cascade topology and the type with priority transfer.
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Figure 1.13 Storage Management Server transactions or Storage Server transactions in cascade system and
priority transfer cluster system
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To configure acascadetopol ogy environment and apriority transfer environment for Storage Server transactions, install the Agent function
on al nodes.

See "Chapter 2 Installation of AdvancedCopy Manager,” "Chapter 3 Preparations for Customizing Storage Management Server
Transactions, Storage Server Transactions, and Tape Server Transactions," and " Chapter 4 Customization of Storage Management Server
Transactions and Storage Server Transactions' for information on AdvancedCopy Manager installation and customization.

With the above-mentioned composition, install the Storage Management Server in all nodes.
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|Chapter 2 Installation of AdvancedCopy Manager

This chapter explains how to install AdvancedCopy Manager in a cluster system.

B point
To operate an AdvancedCopy Manager transaction onthe cluster software, cluster system installation and environment setting are required.
For details, refer to the cluster manual of your environment.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

2.1 Installation of Solaris version AdvancedCopy Manager, Linux
version AdvancedCopy Manager, HP-UX version
AdvancedCopy Manager, and AlX version AdvancedCopy
Manager

This section explains how to install Solaris version AdvancedCopy Manager, Linux version AdvancedCopy Manager, HP-UX version
AdvancedCopy Manager, and AlX version AdvancedCopy Manager in a cluster system.

2.1.1 Installation of Manager function of AdvancedCopy Manager

Install the Manager function so that all nodes have the same environment (for details, refer to 1.4 Environment construction for cluster
operation" and the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide").

Set up the environment of Storage Management Server so that both the all nodes have the same environment (for details, refer to "1.4
Environment construction for cluster operation” and the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide").

When the installation and customization are completed, enable all nodes again. To provide the cluster construction for a Storage
Management Server transaction, see " Chapter 3 Preparations for Customizing Storage Management Server Transactions, Storage Server
Transactions, and Tape Server Transactions'.

gﬂ Note

+ Do not install the Manager function on a shared disk.

* Executethecluster setup command to create adatabase environment. Take careto respond with "No" to any prompt to create adatabase
environment as a part of Storage Management Server customization.

+ The communication daemon port number (service name: stgxfws) specified in the customization of Storage Management Server is
the port number of the communication daemon for local transactions. For the communication daemon for cluster transactions, specify
a port number according to the operation mode as follows:
Perform the "Customization" procedure for the cluster system in "Chapter 4 Customization of Storage Management Server
Transactions and Storage Server Transactions' in this manual.

2.1.2 Installation of Agent function of AdvancedCopy Manager

Install the Agent function of AdvancedCopy Manager in all nodes with the same environment (for details, refer to "1.4 Environment
construction for cluster operation” and the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide™).

In n:1 standby system, installation to the secondary node may already be completed. In this case, install a primary node in the same
environment as a secondary node.

Set up theenvironment of the Storage Server inall nodeswith the sameenvironment (for details, refer tothe"ETERNUS SF AdvancedCopy
Manager Installation and Setup Guide", section "Customization of Storage Server").

In n:1 standby system, setting up to the secondary node may already be completed. In this case, setup a primary node in the same
environment as a secondary node. When a secondary node is a Storage Management Server and a primary node is a Storage Server,
customize the environment of a Storage Server according to the environment of a Storage Management Server.
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When the installation and customization are completed, enable all the nodes again. If the customization (including re-enabling) of the
secondary node has already been finished in a cluster type with n:1 standby system, enable the primary node only. To provide the cluster
construction for a Storage Server transaction, see "Chapter 3 Preparations for Customizing Storage Management Server Transactions,
Storage Server Transactions, and Tape Server Transactions'.

;ﬂ Note

+ Do not install the Agent function of AdvancedCopy Manager on a shared disk.

* Thecommunication daemon port number (servicename: stgxfws) specifiedinthe"ETERNUS SF AdvancedCopy Manager I nstallation
and Setup Guide", section " Customization of Storage Server” isthe port number of the communication daemon for local transactions.

Specify a port number for the communication daemon for cluster transactions according to the operation mode (for details, refer
to "Chapter 4 Customization of Storage Management Server Transactions and Storage Server Transactions").

2.1.3 How to install the Tape Manager function

This section explains the procedure for installing the Tape Manager function.

4}1 Note

Do not install the Tape Manager on the shared disk.

1. Install and customize either the Manager or Agent function on the primary node.
For details, refer to "Chapter 2 Installation of AdvancedCopy Manager”.
2. Install the Tape Manager function on the primary node.

For details, refer to the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide", section "Installation of Tape
Manager".

3. Install and customize €either the Manager or Agent function on the secondary node, using the same procedure as for the primary
node.

4. Ingtall the Tape Manager function on the secondary node, using the same procedure as for the primary node.
The procedure for configuring environment settings for the Tape Server is described below.
1. Perform tape server customization on the primary node.

Refer to "Customization of Tape Server" of "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide" and execute
the followings.

- Customization of Storage Server or Storage Management Server
Creation of Access Path Partition

- Configuring the Port Number

- Kernel Parameter Tuning

TSM Configuration

& Note

Do do not perform the procedure described in the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide", section
"Customization of Tape Server" >"TSM Configuration" > "Configuration of a Tape Library System".

2. Perform tape server customization on the secondary node, using the same procedure as for the primary node.
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Restart both nodes after the installation and customization procedures are complete. To build acluster for tape server transactions, proceed

asdescribed in " Chapter 3 Preparationsfor Customizing Storage Management Server Transactions, Storage Server Transactions, and Tape
Server Transactions'.

2.2 Installation of the Windows version of AdvancedCopy
Manager

This chapter explains how to install the Windows version of AdvancedCopy Manager in a cluster system.

2.2.1 Installation of the Manager function of AdvancedCopy Manager

This chapter explains how to install Manager function.

& Note

+ Atinstallation, al the nodes must be installed in the same environment (i.e., the local drive name, port number, and install directory
must be the same for both).

+ Do not install the Manager function on a shared disk.

* Because the database environment is created with the cluster setup command, be sure to respond with "No" to any prompt about
whether to create a database environment as an extension of installation process.

* The port number for the communication service to be specified by installation isfor communication service for local transactions. Set
the port number for cluster transactions in the following location according to the operation method.

Perform the "Customization" procedure for the cluster system in "Chapter 4 Customization of Storage Management Server
Transactions and Storage Server Transactions'.

2.2.1.1 Installation flow

Theinstallation flow is shown below. The node on which installation is performed first is called the primary node; the other node becomes
the secondary node.

For a cascade topology, follow the procedure given for the secondary node on every other secondary node.
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[Primary node tasks]

Insert the CD-ROM

[Secondary node tasks]

v

Insert the CO-ROM

Display the initial menu

v

v

Display the initial menu

Start the installation
(Select “Instal ™)

v

v

Start the installation
(Select “Instal ™)

Zelect the inmstall menu

(Select  “Install™ )

v

f—

Zelect the install menu

(Select “Install™ )

Sign the use permizsion contract

i —

..‘_

Zign the use permizsion contract

Zpecify the system to be installed

l—

.‘_

Zpecify the svstem to be installed

Rezizter the startup account

i —]

.‘_

Rezizter the startup account

Rezizter the port number

L —

..‘_

Rezizter the port number

Confirm the setup information

v

..‘_

Confirm the setup information

Copy the resources

v

.‘_

Copy the resources

Confirm the enviromnment zettings

v

v

Confirm the environment zettings

End of installation

v

2.2.1.2 Details of Installation

End of inztallation

Install the Manager function of the Windows version AdvancedCopy Manager with the following procedure.

&5 Note

Executing this process with the service listed below must be paid attention.
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+ Termina service (viaaremote desktop connection)

If the Storage Management Server is running on Windows Server 2003, the Terminal Service must be used by making a console
session connection to it. Refer to the following link for information on how to make console session connections:
http://support.microsoft.com/kb/947723

http://support.microsoft.com/kb/278845

Do not use service listed below, asit will not work properly.

* Telnet server service

1. Log on to the primary node.

Log on to the primary node. Log on as the administrator of the terminal where the installation is to be done. Ignore " (Secondary
node)" in the following explanation.

2. Confirm and Install the ETERNUS SF License Manager.
- For Windows Server 2003

Double-click on the [Add or Remove Programs] icon in the Control Panel. On the "Add or Remove Programs" window, check
whether [ETERNUS SF License Manager] is displayed or not.

- For Windows Server 2008 or Windows Server 2008 R2

Double-click onthe[Programs and Features] icon inthe Control Panel. On the " Programs and Features' window, check whether
[ETERNUS SF License Manager] is displayed or not.

If the [ETERNUS SF License Manager] is not displayed, install the ETERNUS SF License Manager by referring the "Installation
of License Manager" in the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide".

3. Insert the AdvancedCopy Manager CD-ROM (Manager Program) into the drive and an initial [ETERNUS SF] window will be
displayed. Click on [Install Function for Storage Management].

® ETERNUS SF AdvancedCopy Manager 14.1 i |EI|5|

sy EFTERNUS SF

ETERNUS SI @ Install Function for
]

" Storage Management Server

Software Release Guide

% Installation Manual
Eﬂ» EXIT
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http://support.microsoft.com/kb/947723
http://support.microsoft.com/kb/278845

4. Atthefollowing (Install Shield) window click the [Next] button.

AdvancedCopy Manager - InstallShield Wizard

Welcome to the InstallShield Wizard For
AdvancedCopy Manager

The InstallShield Wizard will ingtall AdvancedCopy
b anager on vour computer. To continue, click Mest,

< Bach

Cancel |

5. Accept the use permission contract displayed on the [License Agreement] window by clicking on [Y es]
Confirm the displayed contents, and click the [Y es] button.

AdvancedCopy Manager - Installshield Wizard

Licenze Agreement

Pleaze read the following licenze agreement cansfully.

Press the PAGE DOWM key to see the rest of the agreement.

Thiz program iz protected by copyright law and international treaties.
| nauthonized reproduction ar diztibution of thiz program, ar ang portion of it may rezult in

zerere civil and criminal penaltiez, and will be progecuted to the maximun extent pozsible
under law,

Do wou accept all the terms of the preceding License Agreement? IF you Eririt |
zelect Mo, the zetup will cloze. To inztall AdvancedCopy kManager, pou must =
accept thiz agreement.

[mztallEhield

< Back Yes MNa |
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6. Click "Default" or "Custom" on the [Welcome] window, and then click [Next].

AdvancedCopy Manager - InstallShield Wizard : ﬂ

Welcome W

Select the option vou wizh to perform.

YWelcome to the Setup Maintenance Program. Use the Program to install or delete
programsz. Click one of the following options:

" Default Inztalls the program with defaulk zettings.

™ Custam Allows uzers bo specify install destination, start up account and port
numbers uzed by services. Recommended for advanced users.

 Remove [eletes the nstalled pragranms.

[retallShield

¢ Back

Cancel |

- If [Default] is selected

The install information on the following windows need not be set (steps 6 to 8 are not required):
- [Set ingtall destination] window
- [Startup/Account registration] window
- [Register port number] window

An error check is performed automatically for the default install information in the omitted screens.
- If an error is detected: A warning dialog is displayed and the display switches back to that window.
- If no errors are detected: A warning dialog is displayed and the [Start copying files] window is displayed.

For details on default installation information and error check contents, refer to the "ETERNUS SF AdvancedCopy Manager
Installation and Setup Guide", section "Installation of the Manager" > "Prerequisites for Windows Platform" > "Installation”.

- If [Custom] is selected
Installation information must be set in all the installation windows.
Enter the required information in the windows displayed in step 8 and subseguent steps.
7. Specify the system to be installed.
- (Primary node)

If thisproduct isto beinstalled in directories other than those displayed (default directories), click the [Browse] button to select
the desired directories. After all the correct directories have been selected, click the [Next] button. Note: directories with spaces
their names (e.g., Program Files) must not be specified. Do not install the Manager function on a shared disk.

- (Secondary node)

Specify the same drive and directories as those specified for the primary node.
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AdvancedCopy Manager - Installshield Wizard

—
Inztall Destination ﬂ

Specify the inztallation directory paths for thiz product. I\M

The Software iz installed in the following directaries. Uze the Browse button to
zelect an altermate directorn,

Digk. Space required / Disk Space available 3E0ME / 2093MB

— Program Directony
C:%win32appiadvancedCopytd anager Browse...

— Erviranment Directary

C:\win32appiadvancedCopytd anager Browse...
—work: Direchory
C:\Win32apphadvancedCopptd anager Browse...

InztallEhield

< Back Cancel

13

Whenthe[Browse] buttonisclicked, thefollowing window isdisplayed, allowing the sel ection of other than thedefaulted directories.

Choose Folder Ed |

Flease choose the inskallation Falder,

Directories:

{:I Docurments and Settings ;I
{:I Inetpub

{:I Program Files

{:I kool

=] Win3Zapp

: EI@ AdvancedCopytanager

: ®-] SymfoARE
-1 WINNT hd|

oK I Cancel |

8. Input the startup account on the [ Startup/A uthentication feature manager] window.
- (Primary node)

Input the account name bel onging to the Administrator's group with a password, and click the [Next] button. The account name
and password must satisfy the following conditions:

- An account name and password that can be specified in the operating system.

For details on the startup account, refer to the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide", section
"Installation of the Manager" > "Prerequisites for Windows Platform” > "Startup account”.
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If the account nameisnot registered, the system adds this account with Administrative rightswith the password set hot to expire.
In addition, the system sets the following user authority:

- Logonasaservice

- Function as part of the operating system
- Adding aquota

- Replace the process level token

- (Secondary node)

Specify the same account name and password as those specified for the primary node.

AdvancedCopy Manager - Installshield Wizard

Startup/Authentication Account

Startup/tuthentication Account Registration. Specify an account
name ahd a pazeword ko use as a startup account,

If the account zpecified exiztz, it muzst belong to the Adminiztrator's group, othensize it
will added to the group. |F & new account iz zpecified, it will be added to the
Adminiztrator's group.

And, the following uzer authority i added to the startup account.
- Log on az a zervice

- Aot az part of operating system

- lncrease quotas

- Replace a process level token

— Startupdtuthentication Account

Account |El'3|TlUSEf

Pazaword |

Confirm Paszword |

InztallEhield

< Back

Cancel |

9. Input the number of the port to be allocated to the service on the [Registering a port number] window.

- (Primary node)
Enter the port number to be allocated to each service within the following range:
- 5001 to 65535
Thefirst displayed value is arecommended value in a non-cluster environment and is not always unique.
To perform cluster operation, change all port numbers so that they are within the range as indicated above.

After the port number entry is completed, click the [Next] button. This window will be redisplayed with the accepted port
number.

- (Secondary node)

Specify the same values for al items as the values specified for the primary node.
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AdvancedCopy Manager - Installshield Wizard

Port Regiztration
Specify the port rumber to be azzighed to each zervice.

Specify port numbers to be azzigned to the following services:

— Port Mumber

Communications service

1226

Bemote access service

3851

Excluzive control service

3852

Authentication mechanizm zervice

4660

R epogitony service

2004

InztallEhield

Cancel |

If the AdvancedCopy Manager service nameisdefined with an ALIAS, thefollowing window will be displayed and the port number

specified on the previous screen isignored. The installation proceeds anyway.

Error E |

Qe or more port numberz are specified with aliazes.
These cannat be automatically et up. Manually zet up these ports.

Configure the port number manually by editing the file C:\WINDOWS\system32\drivers\etc\Services.

10. Confirm the settingsin the [Start Copying Files] window.

If no errors are detected, click the [Next] button. To correct or otherwise change any settings, click the [Back] button.
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AdvancedCopy Manager - Installshield Wizard

Start Copying Files

Review zettings before copying files.

Setup has enough information to start copring the program files. [F pou want to review or

change any zettings, click Back. [ you are zatisfied with the settings, click Mest to begin
copying files.

Current Settings:

AdvancedCopy Manager

Praoaram directan

C:Wwin32appiadvancedCopyid anager
E nvironment directon

C:Wwin32appiadvancedCopyhd anager
wiork directory
CWwind2appiAdvancedCopyhdanager
Startupdtuthentication Account
ACMuzer

] o

[matallEhield

11. Copying starts.

Thefile transfer that isin progress can be viewed on the [Setup Status] window.

AdvancedCopy Manager - Installshield Wizard

Setup Status

AdvancedCopy kManager is configuring your new zoftware inztallation,

Copying new files

[matallEhield

12. Confirm the environment settings.

When the following [Environment setup] window opens, click the [No] button.
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Environment setup E

Installation has been completed,
Continue by setting up the AdvancedCopy Manager environment?

13. Finishtheinstallation.
Select the [restart the computer] option and click the [Finish] button to complete the installation.
- (Primary node)
Next, start installation on the secondary node by continuing with step 13.
- (Secondary node)

Installation of both nodesis now complete. To provide the cluster construction for a Storage Server transaction, see " Chapter 3
Preparations for Customizing Storage Management Server Transactions, Storage Server Transactions, and Tape Server
Transactions”.

AdvancedCopy Manager - Installshield Wizard

InstallShield Wizard Complete

Setup has completed instaling AdvancedCopy Manager.
The computer must be restarted before thiz program can be
uzed.

% ez, | want bo restart my cormputer nov,

™ Mo, | will restart my computer later.

Click, [Finizh] to complete zetup.

< Bach | Finizh I [Eancel

14. Log on to the secondary node.

Log on to the secondary node. Log on as the administrator of the terminal where the installation is to be done.

15. Go back to 2.

Starting with step 2, perform the same installation procedure for the secondary node that you did for the primary node. Ignore
(Primary node) in the following explanation.

2.2.2 Installation of the Agent function of AdvancedCopy Manager

This chapter explains how to install the Agent function of the Windows version AdvancedCopy Manager.
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& Note

+ Atinstdlation, al the nodes must be installed in the same environment (ie, the local drive name, port number, and install directory
must be the same for both).
+ Do not install the Agent function on a shared disk.

* The port number for the communication service to be specified during the installation is for communication service for local
transactions. Set the port number for cluster transactions in the following location according to the operation method.

Perform the "Customization" procedure for the cluster system in "Chapter 4 Customization of Storage Management Server
Transactions and Storage Server Transactions'.

2.2.2.1 Installation flow

The flow of the installation is shown below. The node on which installation is performed first is called the primary node; the other node
becomes the secondary node.

For a cascade topology, follow the procedure for the secondary node on every other secondary node.
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Insert the CO-ROM

¥

Dizplay the initial menu

b

Btart of irstallation

4

dccept the |icense agreemert

r

Specify the instal | destinat ion

.

Fegizter the startup account

!

Rezizter the port number

4

Confirm the zetup informat ion L_

r

Copy the files

!

End of installat ion

Inzert the CO-ROM

¥

Dizplay the initial menu

’

Start of installation

|

fooept the |icerse azresment

]

Specify the install destination

!

Register the startup account

:

Regizter the port number

J

Conf irm the zetup information

N

'

Copy the files

!

2.2.2.2 Details of the Installation

Install the Agent function with the following procedure.

1. Logon to the primary node.

Log on to the primary node. Log on as the administrator of the terminal where the installation will be done. Ignore " (Secondary

node)" in the following explanation.

End of installat ion

= Custom i s=kcted

y Default iz zekcted
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2. Insert the AdvancedCopy Manager CD-ROM (Agent Program) into the drive and an initial [ETERNUS SF] window will be
displayed. Click [Install Function for Storage Server].

® ETERMUS SF AdvancedCopy Manager 14.1

=101 x|

rujirsy ETERNUS SF

ETERNUS SI Install Function for
! Storage Server

AdvancedCopy Manager = -

3. Check the check box in the following window.
(Thiswindow is displayed in case of Windows Server 2008 x64 or Windows Server 2008 R2)

ETERNUS SF AdvancedCopy Manager 14.1 a x|

Please turn on the check box, when you use The Exchange server
2007 linkage and online backup function.

” The Exchange server 2007 linkage and online backup function is
used.

OK Cancel

'_ﬂunformation

© 0 0000000000000 000000000000000000000000000000000000000000000000C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCOCIEOCIEOCETOCITTES

- Windows Server 2008 x64

If checked the check box, the Exchange server 2007 linkage and online backup function can be used.
If unchecked, its function use cannot be used.

- Windows Server 2008 R2

The Exchange server 2007 linkage and online backup function cannot be used whether the check box is checked or not.

© 0 0000000000000 00000000000000000000000000000000000000000000000000000000000000000000000000000
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4. The next window is displayed. Check the displayed contents, then click the [Next] button.

AdvancedCopy Manager - InstallShield Wizard

Welcome to the InstallShield Wizard For
AdvancedCopy Manager

The InstallShield Wizard will ingtall AdvancedCopy
b anager on vour computer. To continue, click Mest,

< Bach

Cancel |

5. Accept the use contract permission displayed on the [License Agreement] window by clicking on[Yes].
Confirm the displayed contents, and click the [Y es] button.

AdvancedCopy Manager - Installshield Wizard
Licenze Agreement

Pleaze read the following licenze agreement cansfully.

Press the PAGE DOWM key to zee the rest of the agreement.

IT iz program iz protected by copyright law and international treaties.
I nauthonized reproduction ar diztibution of thiz program, ar ang portion of it may result in

zerere civil and criminal penaltiez, and will be progecuted to the maximun extent pozsible
under law,

Do wou accept all the terms of the preceding License Agreement? IF you Eririt |
zelect Mo, the zetup will cloze. To inztall AdvancedCopy kManager, pou must =

accept thiz agreement.
|mztalls higld

< Back Yes MNa |
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6. Click "Default" or "Custom” in the (Welcome) window, and then click on [Next].

AdvancedCopy Manager - InstallShield Wizard ﬂ
Welcome W
Select the option vou wizh to perform. 5

YWelcome to the Setup Maintenance Program. Use the Program to install or delete
programsz. Click one of the following options:

" Default Inztalls the program with defaulk zettings.

™ Custam Allows uzers bo specify install destination, start up account and port
numbers uzed by services. Recommended for advanced users.

 Remove [eletes the nstalled pragranms.

[retallShield

¢ Back

Cancel |

- If [Default] is selected

The install information on the following windows need not be set (steps 6 to 8 are not required):
- [Set ingtall destination] window
- [Startup/Account registration] window
- [Register port number] window

An error check is performed automatically for the default install information in the omitted screens.
- If an error is detected: A warning dialog is displayed and the display switches back to that window.
- If no errors are detected: A warning dialog is displayed and the [Start copying files] window is displayed.

For details on default installation information and error check contents, refer to the "ETERNUS SF AdvancedCopy Manager
Installation and Setup Guide", section "Installation of the Agent" > "Windows Platform".

- If [Custom] is selected
Installation information must be set in all the installation windows.
Enter the required information in the windows displayed in step 8 and subseguent steps.
7. Specify the system to be installed.
- (Primary node)

If thisproduct isto beinstalled in directories other than those displayed (default directories), click the [Browse] button to select
the desired directories. After all the proper directories have been selected, click the[Next] button. Note: directories with spaces
their names (e.g., Program Files) must not be specified. Do not install Agent function of AdvancedCopy Manager on a shared
disk.

- (Secondary node)

Specify the same drive and directories as those specified for the primary node.



AdvancedCopy Manager - Installshield Wizard

—
Inztall Destination ﬂ

Specify the inztallation directory paths for thiz product. I"'\M

The Software iz installed in the following directories. Usze the Browse button to
zelect an altermate directorn,

Digk. Space required / Disk Space available 40ME / 25E0ME

— Program Directony

C:%win32appiadvancedCopytd anager Browse...

— Erviranment Directary

C:\win32appiadvancedCopytd anager Browse...

—work: Direchory
C:\Win32apphadvancedCopptd anager Browse...

InztallEhield

< Back Cancel

13

When one of the [Browse] buttonsis clicked, the following window is displayed, allowing the selection of other than the defaulted
directories:

Choose Folder Ed |

Flease choose the inskallation Falder,

Path:

Directories:

{:I Dacurnents and Settings ;I
{:I Inetpub

{:I Program Files

{:I kool

=] Win3Zapp

: EI@ AdvancedCopytanager

-] SymfaARE
B WINNT [

oK I Cancel |

8. Input the startup account to the [Register Startup Account] window.
- (Primary node)

Input the account's name belonging to the Administrator's group with a password, and click the [Next] button. The account
name and password must satisfy the following conditions:

- An account name and password that can be specified in the operating system

For details on the startup account, refer to the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide", section
"Installation of the Manager" > "Prerequisites for Windows Platform” > " Startup account”.
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If a previously unregistered name is entered, it should be registered as a new account. At this time, the system automatically
sets the password to never expire, and assigns it to the Administrator's group. In addition, the system automatically sets the
following user's authority to allow them to:

- Logonasaservice

Act as part of the operating system
- Increase quotas
- Replace a process level token

- (Secondary node)

Specify the same account name and password as those specified for the primary node.

AdvancedCopy Manager - Installshield Wizard ﬂ
Startup/Authentication Account m
Startup/tuthentication Account Registration. Specify an account o - —
name ahd a pazeword ko use as a startup account, “

If the account zpecified exiztz, it muzst belong to the Adminiztrator's group, othensize it
will added to the group. |F & new account iz zpecified, it will be added to the
Adminiztrator's group.

And, the following uzer authority i added to the startup account.
- Log on az a zervice

- Aot az part of operating system

- lncrease quotas

- Replace a process level token

— Startupdtuthentication Account

Account |El'3|TlUSEf

Pazaword |

Confirm Paszword |

InztallEhield

Cancel |

9. Input the number of the port to be allocated to the service on the [Register Port Number] window.

< Back

- (Primary node)
Enter the port number to be allocated to each service within the following range:
- 5001 to 65535
Thefirst displayed value is arecommended value in a non-cluster environment and is not always unique.
The number displayed by default is recommended, but it is not always a unique number.
To perform cluster operation, change all port numbers so that they are within the range as indicated above.

After entering port numbers completely, click the [Next] button. If a port number that has already been assigned was entered,
this window appears again.

- (Secondary node)

Specify the same values for al items as the val ues specified for the primary node.
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AdvancedCopy Manager - Installshield Wizard

Port Registration “

Specify the port rumber to be azzighed to each zervice. I"‘-M

Specify port humbers to be azzigned ta the following services:

Part Murnber

Communications service 1226

InztallEhield

Cancel |

If the AdvancedCopy Manager service nameisdefined with an ALIAS, thefollowing window will be displayed and the port number
specified on the previous window isignored. The installation proceeds.

Error E |

Qe or more port numberz are specified with aliazes.
These cannat be automatically et up. Manually zet up these ports.

Configure the port manually, by editing the file C:\WINDOWS\system32\drivers\etc\Services.

10. Confirm the settings on the [Start Copying Files] window.

If no errors are detected, click the [Next] button. To correct or otherwise change any settings, click the [Back] button.

-37-



AdvancedCopy Manager - Installshield Wizard

Start Copying Files

Review zettings before copying files.

Setup has enough information to start copring the program files. [F pou want to review or

change any zettings, click Back. [ you are zatisfied with the settings, click Mest to begin
copying files.

Current Settings:

AdvancedCopy Manager

Praoaram directan
C:Wwin32appiAdvancedCopyid anager
E nviranment directon
C:Wwin32appiAdvancedCopyhd anager
Work directory
CWwind2appiAdvancedCopyid anager T
Startup Account
ACMuzer

< _'*I_I
[matallEhield
Cancel |

¢ Back

11. Copying starts.

Thefile transfer that isin progress can be viewed on the [Setup Status] window.

AdvancedCopy Manager - Installshield Wizard

Setup Status

AdvancedCopy kManager iz configuring your new zoftware inztallation,

C:Wwfind2apphddvancedCopybd anagersbinhmaver 71, pdb

[matallEhield

12. Finish theinstallation.
Click the [Finish] button to complete the installation.
- (Primary node)

Next, start the installation on the secondary node by continuing with step 12.
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- (Secondary node)

The installation on both nodes is now complete. To provide the cluster construction for a Storage Server transaction,
see " Chapter 3 Preparations for Customizing Storage M anagement Server Transactions, Storage Server Transactions, and Tape

Server Transactions'.

AdvancedCopy Manager - InstallShield Wizard

Install5hield Wizard Complete

Setup has finizhed installing AdvancedCopy Manager an your
computer.

< Bach

[Cancel |

13. Log on to the secondary node.
Log on to the secondary node. Log on as the administrator of the terminal where the installation is to be performed.

14. Go back to 2.

Starting with step 2, perform the sameinstall ation procedure for the secondary node as for the primary node. Ignore (Primary node)
in the following explanation.
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Transactions

|Chapter 3 Preparations for Customizing Storage
Management Server Transactions, Storage
Server Transactions, and Tape Server

Thischapter explainsthe resources and input itemsthat are required to customize Storage M anagement Server transactions, Storage Server

transactions, and Tape Server transactions.

3.1 Resources

The following resources are necessary to install AdvancedCopy Manager on a cluster system:

The table shows the references for information on the required resources:

Table 3.1 References for resources required in cluster systems

Cluster system

Reference

Solaris version of SynfinityCLUSTER or PRIMECLUSTER

3.1.1 Resources required for Solaris version
SynfinityCLUSTER/PRIMECLUSTER

Solarisversion of VERITAS Cluster Server

3.1.2 Resources required for Solaris version VERITAS Cluster
Server

Solaris version of Sun Cluster

3.1.3 Resources required for Solaris version Sun Cluster

Linux version of PRIMECLUSTER

3.1.4 Resources required for Linux version PRIMECLUSTER

Windows version of MSCS/WSFC

3.1.5 Resources required for Windows version MSCS/WSFC

HP-UX version of MC/ServiceGuard

3.1.6 Resourcesrequired for HP-UX version MC/ServiceGuard

HP-UX version of VERITAS Cluster Server

3.1.7 Resources required for HP-UX version VERITAS Cluster
Server

AlIX version of VERITAS Cluster Server

3.1.8 Resources required for AIX version VERITAS Cluster
Server

AlX version of High Availability Cluster Multi-Processing

3.1.9 Resources required for AIX version High Availability
Cluster Multi-Processing

3.1.1 Resources required for Solaris version SynfinityCLUSTER/

PRIMECLUSTER

The following resources are required when installing AdvancedCopy Manager on the Solaris version of SynfinityCluster or

PRIMECLUSTER.
1. Takeover IP address for AdvancedCopy Manager

Allocate an |P address that is used during cluster system operations and that is unique on the network. This IP addressiis required

for each AdvancedCopy Manager transaction.

Fujitsu recommends preparing and adding a new logical |P address to be used by AdvancedCopy Manager.

When allocating a new |P address, confirm that adding the IP address will not adversely affect other transactions, by checking

whether any existing transactions use the IP address as a takeover resource.

If an existing logical 1P addressis used, ensure that there are no problems (for example, any restrictions) as a result of sharing the

logical 1P address between AdvancedCopy Manager and existing products already using the address.




2. The partition where shared data for AdvancedCopy Manager is stored

Prepare apartition on the shared disk that storesthe shared data used by AdvancedCopy Manager. The number of partitionsrequired
is shown in the following table. Make sure that the required number of partitions is prepared for each AdvancedCopy Manager
transaction. Refer to "3.2 Capacity of ashared disk" for information on the disk space that should be reserved on the shared disk.

Table 3.2 Numbers of partitions required for each AdvancedCopy Manager transaction
Name Storage Storage Server Tape Server
Management . .
. transaction transaction
Server transaction

Shared disk for AdvancedCopy Manager repository | 4or3or2orlor0 | O 0

Shared disk for AdvancedCopy Manager shared 1 1 0

data

Shared disk for TSM shared data 0 0 1

Total number of partitions 5o0rd4or3or2orl |1 1+at

*1If a Tape Server transaction coexists with a Storage Management Server transaction, "a" is the total number of partitions for the
Storage Management Server transaction.

If a Tape Server transaction coexists with a Storage Server transaction, "a" is the total number of partitions for the Storage Server
transaction.

Each of the partitions of the shared disk for the AdvancedCopy Manager repository is used for the database area stored in the
following four directories:

- Thedirectory for the database file (This can be created on the shared disk for AdvancedCopy Manager shared data.)
- Thedirectory for the RDB dictionary (This can be created on the shared disk for AdvancedCopy Manager shared data.)

The directory for the RDB log file (This can be created on the shared disk for AdvancedCopy Manager shared data.)

- Thedirectory for the repository data storage database space (This can be created on the shared disk for AdvancedCopy Manager
shared data.)

QJ] Note
* Define the shared disks for AdvancedCopy Manager shared data and the AdvancedCopy Manager repository as SynfinityCluster or

PRIMECLUSTER shared disks.

* Allocate shared disks for AdvancedCopy Manager shared data and the AdvancedCopy Manager repository that are not involved in
AdvancedCopy Manager backups or replication

+ Thefour directories can be created on the same shared disk that includes both the shared disk for the repository and the shared disk
for shared data. However, in consideration of replicability and to upgrade the performance, Fujitsu recommends that each directory
be created in a separate partition.

* The shared disk shared data and the shared disk for the repository are used for file systems. Make arrangements for these disksto be
mounted.

* For details on how to set up PRIMECLUSTER shared disks and file systems, refer to the "PRIMECLUSTER Installation Guide".

Register these file systems (both the shared disk for shared data and the shared disk for the repository) as Fsystem resources in the
procedure described in "Customization operation details' in this manual. Perform the steps described in the "PRIMECLUSTER
Installation Guide".

+ For details on how to set up SynfinityCluster shared disks and file systems, refer to the " SynfinityCluster Installation Guide".

Usethe shared disk for therepository and the shared disk for shared dataasfile systems. Perform the procedurein the" SynfinityCluster
Installation Guide".

+ For information on TSM shared disks, refer to the TSM manuals.

-41-



3.1.2 Resources required for Solaris version VERITAS Cluster Server

The following resources are necessary to install AdvancedCopy Manager on a Solaris version VERITAS Cluster Server:

1. Takeover IP address for AdvancedCopy Manager

Allocate anew IP address that is unique in the network for usein cluster system operations. However, to use an |P address that is
aready in use for transactions, no new IP address need be allocated for AdvancedCopy Manager. One IP address is required per

AdvancedCopy Manager transaction.

Fujitsu recommends preparing and adding a new logical |P address for AdvancedCopy Manager.

When allocating a new IP address, check whether existing transactions use the | P address as a takeover resource, and make sure

that adding the corresponding IP address has no adverse effect on transactions.

To use an existing logical |P address, make sure that sharing the logical |P address with AdvancedCopy Manager does not cause a

problem in (does not restrict) existing products that already use the logical 1P address.

2. The partition where shared datais stored

Prepare partitions on the shared disks on which to store shared data. The table below lists the number of required partitions. Note
that the listed values indicate the number of partitions required for every transaction. For more information about the size of the

shared disks, see "3.2 Capacity of a shared disk".

Table 3.3 Numbers of partitions required for each AdvancedCopy Manager transaction

Name Storage Management Storage Server
Server transaction transaction
Shared disk for the repository 4or3or2orlor0 0
Shared disk for shared data 1 1
Total number of partitions 5o0ord4or3or2orl 1

Each of the partitions of the shared disk for the repository is used for the database area stored in the following four directories:

- Thedirectory for database file (This can be created on the shared disk for shared data.)

The directory for RDB dictionary (This can be created on the shared disk for shared data.)

The directory for RDB log file (This can be created on the shared disk for shared data.)

The directory for repository data storage database space (This can be created on the shared disk for shared data.)

& Note

+ Define the shared disk for shared data and the shared disk for the repository as the shared disk used by VERITAS Cluster Server.

+ Assign adisk that is not backed up or replicated using AdvancedCopy Manager as the shared disk for shared data and the shared disk

for the repository.

* The four directories can be created on the same shared disk that includes both the shared disk for the repository and the shared disk
for shared data. However, in consideration of replicability and to upgrade performance, Fujitsu recommends each directory be created

in a separate partition.

* Theshared disk for shared data and the shared disk for the repository are used for file systems. Make arrangements so that these disks

can be mounted.

3.1.3 Resources required for Solaris version Sun Cluster

The following resources are necessary to install AdvancedCopy Manager on a Solaris version Sun Cluster:

1. Takeover IP address for AdvancedCopy Manager

Allocate a new |P address that is unique in the network for use in cluster system operations. One IP address is required for each

AdvancedCopy Manager transaction.
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Fujitsu recommends preparing and adding a new logical |P address for AdvancedCopy Manager.

When allocating a new IP address, check whether existing transactions use the | P address as a takeover resource, and make sure
that adding the IP address has no adverse effect on transactions. To use an existing logical |P address, make sure that sharing the
logical IP address with AdvancedCopy Manager does not cause a problem (that is, it does not restrict the use) in existing products
that already use the logical |P address.

2. Partition where shared data for AdvancedCopy Manager is stored

Prepare sufficient partitions on the shared disks on which to store shared data for AdvancedCopy Manager. The table below lists
the numbers of required partitions. Note that the listed values indicate the number of partitions required for every AdvancedCopy
Manager transaction. For more information about the size of the shared disks for AdvancedCopy Manager shared data, see "3.2
Capacity of ashared disk".

Table 3.4 Numbers of partitions required for each AdvancedCopy Manager transaction

Name Storage management
server transaction

Storage server transaction

Shared disk for AdvancedCopy Manager repository | 4or 3or2or 1 or 0 0
Shared disk for AdvancedCopy Manager shared 1 1
data

Total number of partitions 5or4or3or2orl 1

Each of the four partitions of the shared disk for the AdvancedCopy Manager repository is used for the database area stored in the
following four directories:

The directory for the database file (This can be created on the shared disk for AdvancedCopy Manager shared data.)

The directory for the RDB dictionary (This can be created on the shared disk for AdvancedCopy Manager shared data.)

The directory for the RDB log file (This can be created on the shared disk for AdvancedCopy Manager shared data.)

Thedirectory for repository database storage space (This can be created on the shared disk for AdvancedCopy Manager shared
data.)

;Jj Note
+ Define the shared disk for AdvancedCopy Manager shared data and for the AdvancedCopy Manager repository as the shared disk

used by Sun Cluster.

*+ Assignadisk that isnot backed up or replicated using AdvancedCopy Manager asthe shared disk for AdvancedCopy Manager shared
data, and the shared disk for the AdvancedCopy Manager repository.

* Thefour directoriescan be created on the same shared disk that includesboth the shared disk for the AdvancedCopy Manager repository
and the shared disk for AdvancedCopy Manager shared data. However, from the point of view of replicability and update performance,
Fujitsu recommends each directory be created in a separate partition.

* The shared disk for AdvancedCopy Manager shared data and the shared disk for the AdvancedCopy Manager repository are used for
file systems. Make arrangements so that these disks can be mounted.

3.1.4 Resources required for Linux version PRIMECLUSTER

The following resources are necessary to install AdvancedCopy Manager on a Linux version PRIMECLUSTER:

1. Takeover IP address for AdvancedCopy Manager
Allocate anew IP address that is unique in the network for use in cluster system operations.
Fujitsu recommends preparing and adding a new logical |P address for AdvancedCopy Manager.

When allocating a new IP address, check whether existing transactions use the |P address as a takeover resource, and make sure
that adding the corresponding GL S resource has no adverse effect on transactions. To use an existing logical |P address, make sure



that sharing the logical |P address with AdvancedCopy Manager does not cause a problem (ie, arestriction) in existing products
that already use the logical |P address.

2. Partition where shared data for AdvancedCopy Manager is stored

Prepare partitions on the shared disks on which to store shared data. The table below lists the number of required partitions. Note
that the listed values indicate the number of partitions required for every transaction.

For more information about the size of the shared disks for shared data, see "3.2 Capacity of ashared disk".

Table 3.5 Numbers of partitions required for each AdvancedCopy Manager transaction

Name Storage Management Storage Server
Server transaction transaction
Shared disk for AdvancedCopy Manager repository 4or3or2orlor0 0
Shared disk for AdvancedCopy Manager shared data 1 1
Total number of partitions 50rd4or3or2orl 1

Each of the partitions of the shared disk for the repository is used for the database area stored in the following four directories:
- Thedirectory for database file (This can be created on the shared disk for shared data.)
- Thedirectory for RDB dictionary (This can be created on the shared disk for shared data.)
- Thedirectory for RDB log file (This can be created on the shared disk for shared data.)

- Thedirectory for repository data storage database space (This can be created on the shared disk for shared data.)

;ﬂ Note

+ Define the shared disk for shared data and that for the repository as the shared disk used by PRIMECLUSTER.

+ Assign adisk that is not backed up or replicated using AdvancedCopy Manager as the shared disk for shared data and the shared disk
for the repository.

* Thefour directories can be created on the same shared disk that includes both the shared disk for the repository and the shared disk
for shared data. However, in consideration of replicability and to upgrade performance, Fujitsu recommends each directory be created
in a separate partition.

*+ Theshared disk for shared data and the shared disk for the repository are used for file systems. Make arrangements so that these disks
can be mounted.

* For information on how to set up the PRIMECLUSTER shared disk and file system, see the "PRIMECLUSTER Installation and
Administration Guide."

Register the file system (the shared disk for shared data or the DB file system) as an Fsystem resource by following the procedure
provided in 4.4.2 Customization Procedure. Follow theinstructionsin the"PRIMECLUSTER Installation and Administration Guide."

3.1.5 Resources required for Windows version MSCS/WSFC

The following resources are necessary to install AdvancedCopy Manager on a Windows-version MSCS or WSFC:

1. Takeover IP address for AdvancedCopy Manager

Allocate anew |P address that is unique in the network for usein cluster system operations. However, to use an |P address that is
aready in use for transactions, no new IP address for AdvancedCopy Manager need be allocated. One |P address is required per
AdvancedCopy Manager transaction.

Fujitsu recommends preparing and adding a new logical |P address for AdvancedCopy Manager.

When alocating a new | P address, check whether existing transactions use the |P address as a takeover resource, and make sure
that adding the corresponding | P address has no adverse effect on transactions. To use an existing logical | P address, make sure that
sharingthelogical | Paddresswith AdvancedCopy Manager doesnot causeaproblemin (ie, that it doesnot restrict) existing products
that already use the logical |P address.



2. Drive letter where shared data for AdvancedCopy Manager is stored

Prepare drive letter on the shared disks on which to store shared data. The table below lists the numbers of required drive letter.
Note that the listed values indicate the number of drive letter required for every transaction. For more information about the size of
the shared disks for shared data, see "3.2 Capacity of a shared disk".

Table 3.6 Numbers of drive letters required for each AdvancedCopy Manager transaction

Name Storage Management Storage Server
Server transaction transaction
Shared disk for repository lor0 0
Shared disk for shared data 1 1
Total number of drive letter 2orl 1

Qn Note

* A shared disk for the repository and a shared disk for shared data can be the same. If so, the shared disk capacity for shared data must
also include free space for the shared disk capacity of the repository.

+ Assign adisk that is not backed up or replicated using AdvancedCopy Manager as the shared disk for shared data and the shared disk
for the repository.

* The shared disk used with AdvancedCopy Manager must use disks other than the Quorum disk.

3.1.6 Resources required for HP-UX version MC/ServiceGuard

The following resources are necessary to install AdvancedCopy Manager on an HP-UX version MC/ServiceGuard:

1. Takeover IP address for AdvancedCopy Manager

Allocate anew | P address that is unique in the network for usein cluster system operations. However, to use an IP address that is
already in use for transactions, no new IP address for AdvancedCopy Manager need be alocated. One IP address is required per
AdvancedCopy Manager transaction.

Fujitsu recommends preparing and adding a new logical |P address for AdvancedCopy Manager.

When allocating a new IP address, check whether existing transactions use the | P address as a takeover resource, and make sure
that adding the corresponding | P address has no adverse effect on transactions. To use an existing logical | P address, make sure that
sharing thelogical IPaddresswith AdvancedCopy Manager doesnot causeaproblemin (ie, that it doesnot restrict) existing products
that already use the logical |P address.

2. Partition where shared datais stored

Prepare partitions on the shared disks on which to store shared data. The table below lists the numbers of required partitions. Note
that thelisted valuesindicate the numbers of partitionsrequired for every AdvancedCopy Manager transaction. For moreinformation
about the size of the shared disk for shared data, see 3.2 Capacity of a shared disk

Table 3.7 Numbers of partitions required for each AdvancedCopy Manager transaction

Name Storage Server transaction
Shared disk for shared data 1
Total number of partitions 1

gﬂ Note

+ The shared disk for shared data is defined as a shared disk of MC/ServiceGuard.

+ Assign adisk that is not backed up or replicated using AdvancedCopy Manager as the shared disk for shared data and the shared disk
for the repository.



+ The shared disk for shared datais used as a file system. Make arrangements to enable mounting of the shared disk for shared data.

3.1.7 Resources required for HP-UX version VERITAS Cluster Server

The following resources are necessary to install AdvancedCopy Manager on an HP-UX version VERITAS Cluster Server:

1. Takeover IP address for AdvancedCopy Manager

Allocate a new |P address that is unique in the network for use in cluster system operations. One |P address is required per
AdvancedCopy Manager transaction.

Fujitsu recommends preparing and adding a new logical |P address for AdvancedCopy Manager.

When allocating a new IP address, check whether existing transactions use the | P address as a takeover resource, and make sure
that adding the corresponding I P address has no adverse effect on transactions.

To use an existing logical |P address, make sure that sharing the logical |P address with AdvancedCopy Manager does not cause a
problem (that is, it does not restrict the use) in existing products that already use the logical 1P address.

2. Partition where shared data for AdvancedCopy Manager is stored

Prepare sufficient partitions on the shared disks on which to store shared data for AdvancedCopy Manager. The table below lists
the number of required partitions. Note that the listed values indicate the numbers of partitions required for every AdvancedCopy
Manager transaction. For more information about the size of the shared disks, see 3.2 Capacity of a shared disk”.

Table 3.8 Numbers of partitions required for each AdvancedCopy Manager transaction
Name Storage server transaction
Shared disk for AdvancedCopy Manager shared data 1

Total number of partitions 1

& Note

* Define the shared disk for AdvancedCopy Manager shared data as the shared disk used by the VERITAS Cluster Server.

+ Assign adisk that isnot backed up or replicated using AdvancedCopy Manager asthe shared disk for AdvancedCopy Manager shared
data.

+ Theshared disk for AdvancedCopy Manager shared datais used as afile system. Make arrangements to enable mounting of the shared
disk for AdvancedCopy Manager shared data.

3.1.8 Resources required for AlX version VERITAS Cluster Server

The following resources are necessary to install AdvancedCopy Manager on an AlX version VERITAS Cluster Server:

1. Takeover IP address for AdvancedCopy Manager

Allocate a new |P address that is unique in the network for use in cluster system operations. One |P address is required per
AdvancedCopy Manager transaction.

Fujitsu recommends preparing and adding a new logical |P address for AdvancedCopy Manager.

When allocating a new IP address, check whether existing transactions use the | P address as a takeover resource, and make sure
that adding the corresponding |P address has no adverse effect on transactions.

To use an existing logical |P address, make sure that sharing the logical |P address with AdvancedCopy Manager does not cause a
problem (that is, it does not restrict the use) in existing products that already use the logical IP address.

2. Partition where shared data for AdvancedCopy Manager is stored

Prepare sufficient partitions on the shared disks on which to store shared data for AdvancedCopy Manager. The table below lists
the number of required partitions. Note that the listed values indicate the numbers of partitions required for every AdvancedCopy
Manager transaction. For more information about the size of the shared disks, see "3.2 Capacity of a shared disk".
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Table 3.9 Numbers of partitions required for each AdvancedCopy Manager transaction
Name Storage server transaction

Shared disk for AdvancedCopy Manager shared data 1

Total number of partitions 1

;ﬂ Note

* Define the shared disk for AdvancedCopy Manager shared data as the shared disk used by the VERITAS Cluster Server.

+ Assignadisk that isnot backed up or replicated using AdvancedCopy Manager asthe shared disk for AdvancedCopy Manager shared
data.

* Theshared disk for AdvancedCopy Manager shared datais used as afile system. Make arrangements to enable mounting of the shared
disk for AdvancedCopy Manager shared data.

3.1.9 Resources required for AIX version High Availability Cluster Multi-
Processing

Thefollowing resources are necessary to install AdvancedCopy Manager on an Al X version High Availability Cluster Multi-Processing:

1. Takeover IP address for AdvancedCopy Manager

Allocate anew |P address that is unique in the network for usein cluster system operations. However, to use an |P address that is
aready in use for transactions, no new IP address for AdvancedCopy Manager need be allocated. One IP address is required per
AdvancedCopy Manager transaction.

Fujitsu recommends preparing and adding a new logical |P address for AdvancedCopy Manager.

When alocating a new | P address, check whether existing transactions use the |P address as a takeover resource, and make sure
that adding the corresponding IP address has no adverse effect on transactions.

To use an existing logical |P address, make sure that sharing the logical |P address with AdvancedCopy Manager does not cause a
problem (ie, that it does not restrict) in existing products that already use the logical | P address.

2. Partition where shared data for AdvancedCopy Manager is stored

Prepare partitions on the shared disks on which to store shared data. The table below lists the numbers of required partitions. Note
that the listed values indicate the numbers of partitions required for every transaction. For more information about the size of the
shared disks, see "3.2 Capacity of a shared disk".

Table 3.10 Numbers of partitions required for each AdvancedCopy Manager transaction
Name Storage Server transaction

Shared disk for shared data 1

Total number of partitions 1

4}1 Note

+ Define the shared disk for shared data as the shared disk used by High Availability Cluster Multi-Processing.

+ Assign adisk that is not backed up or replicated using AdvancedCopy Manager as the shared disk for shared data.

* Theshared disk for AdvancedCopy Manager shared datais used as afile system. Make arrangements to enable mounting of the shared
disk for shared data.

3.2 Capacity of a shared disk

The capacity of the shared disk of AdvancedCopy Manager is explained.
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3.2.1 Shared disk capacity for AdvancedCopy Manager repository

Thereisno difference in the size of the repository between ordinary operation and cluster operation. For information about estimating the
shared disk for the repository, see "Estimation of Database area’ in the "ETERNUS SF AdvancedCopy Manager Installation Guide'".

3.2.2 Shared disk capacity for AdvancedCopy Manager shared data

The capacity required for the shared disk used to store shared datais as follows:

Table 3.11 Shared disk capacity for AdvancedCopy Manager shared data

Transaction Type Disk Space Required
Storage Management Server transaction Thetotal value of 1 to 4 below
Storage Server transaction Thetotal value of 2 to 4 below
Tape Server transaction If the Tape Server transaction coexistswith the Storage M anagement

Server transaction, the total value of 1 to 5 below is required.

If the Tape Server transaction coexists with the Storage Server
transaction, the total value of 2 to 5 below is required.

1. Security operations
- For the Windows version MSCS/WSFC:

Number of transactions * 7 + number of devices/3 + number of cabinets + 13,319 + (the number of usersusing GUI client+1)/
20 [KB]

- For al other cases:

Number of transactions* 2 + number of devices/3 + number of cabinets + 13,319 + (the number of usersusing GUI client+1)/
20 [KB]

2. Replication operations

- If the number of paired replication source/replication destination volumes used for areplication operationisp, usethefollowing
formula:

1.1* p[KB]
3. Backup operations
- If the number of backup disksis"a" and the number of transaction disksis"b":
(a+ b*35)/1024 [MB]
4, Capacity required for cluster operation management data
1,024[KB]
5. Capacity required for Tape Server transaction management data
A +300[MB]
"A" isthe value that is given by the formula below, rounded up to the nearest multiple of 20 megabytes.
- If Symfoware is backed up:
(13+3x(n+1))xm) +(50x 0x 3) [KB]
- If Symfowareis not backed up:
((10+3x(n+ 1)) xm) + (50x 0 x 2) [KB]
Refer to the table below for the values of m, n, and o.
Table 3.12 Values of m, n, and o

The number of backups held per transaction volume, including both generation management backups
and day number management backups.

m




Add up the number of generation management backups and day number management backups held.

n The number of transaction volumes for which tape backups are performed.

For Symfoware backups, add up the number of database spaces.

o] The total number of backups, restorations, and copies to tape that will be executed simultaneously.

For Symfoware backups, add up the number of database spaces.

L:n Note

If asingle shared disk isto be used for both the repository and the shared data, add the size of the shared disk for the repository (partition,
etc.) that will coexist on the shared disk for shared data to the abovementioned value.

3.2.3 Capacity of Shared Disks for TSM

The capacity required for TSM shared disksis asfollows:

Size of TSM database [MB] + 512 MB
The size of the TSM database is the value given by the formula bel ow, rounded up to the nearest multiple of 4 megabytes, plus 1 MB.
+ If Symfowareis backed up:
(n+ 1) x mx 700 [byte]
+ If Symfowareis not backed up:
(n+ 1) x (mx 2) x 700 [byte]
Refer to the table below for the values of m and n.

Table 3.13 Values of m and n

m The number of backups held per transaction volume, including both generation management backups and day
number management backups.

Add up the number of generation management backups and day number management backups held.

n The number of transaction volumes for which tape backups are performed.

For Symfoware backups, add up the number of database spaces.

The size of the TSM database can also be used as the value when the TSM database is formatted.

3.3 Confirmation of items

When customizing it, the following items are needed in the Storage Management Server transaction and the Storage Server transaction.

After understanding the meaning of each item, prepare and confirm the information to be entered for each cluster transaction to be set up.

+ Storage Management Server transaction

Table 3.14 Items required during customization
ltems Solaris Linux Windows

SynfinityCluster VERITAS Sun Cluster | PRIMECLUS | Microsoft(R)
PRIMECLUSTER | Cluster Server TER Cluster
Service
Windows
Server(R)
Failover
Clustering

Logical node name Required Required Required Required Required
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Items Solaris Linux Windows
SynfinityCluster VERITAS Sun Cluster | PRIMECLUS | Microsoft(R)
PRIMECLUSTER | Cluster Server TER Cluster
Service
Windows
Server(R)
Failover
Clustering
Port number for the Required Required Required Required Required
transaction
communication daemon
Service name Required Required Required Required Required
Logical IP address Required Required Required Required Required
Shared disk information | Required Required Required Required Required
for share data
Shared disk information | Required Required Required Required Required
for repository
The user name and Required Required Required Required Required
password for repository
access
Resource type Required Unnecessary Required Required Unnecessary
User when installing Unnecessary Unnecessary Unnecessary Unnecessary | Required
Cluster Name Unnecessary Unnecessary Unnecessary Unnecessary | Required
Disk resource of the Unnecessary Unnecessary Unnecessary Unnecessary | Required
shared disk for share data
Network Name Unnecessary Unnecessary Unnecessary Unnecessary | Required
IP Address Resource Unnecessary Unnecessary Unnecessary Unnecessary | Required
External Connection Unnecessary Unnecessary Unnecessary Unnecessary | Required
Network
* Storage Server transaction
Table 3.15 Items required during customization
Items Solaris Linux Windows
SynfinityCluster VERITAS Sun Cluster | PRIMECLUS | Microsoft(R)
PRIMECLUSTER | Cluster Server TER Cluster
Service
Windows
Server(R)
Failover
Clustering
Logical node name Required Required Required Required Required
Port number for the Required Required Required Required Required
transaction
communication daemon
Service name Required Required Required Required Required
Logical IP address Required Required Required Required Required
Shared disk for shared Required Required Required Required Required
data
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Items Solaris Linux Windows
SynfinityCluster VERITAS Sun Cluster | PRIMECLUS | Microsoft(R)
PRIMECLUSTER | Cluster Server TER Cluster
Service
Windows
Server(R)
Failover
Clustering
Resource type Required Unnecessary Unnecessary Required Unnecessary
User when installing Unnecessary Unnecessary Unnecessary Unnecessary Required
Cluster Name Unnecessary Unnecessary Unnecessary Unnecessary Required
Disk resource of the Unnecessary Unnecessary Unnecessary Unnecessary Required
shared disk for shared
data
Network Name Unnecessary Unnecessary Unnecessary Unnecessary Required
External Connection Unnecessary Unnecessary Unnecessary Unnecessary | Required
Network
IP Address Resource Unnecessary Unnecessary Unnecessary Unnecessary Required
Volume Group Name Unnecessary Unnecessary Unnecessary Unnecessary Unnecessary
Items HP-UX AIX
MC/ VERITAS High Availability| VERITAS
. Cluster Server | Cluster Multi- Cluster
ServiceGuard .
Processing Server
Logica node name Required Required Required Required
Port number for the Required Required Required Required
transaction
communication daemon
Service name Required Required Required Required
Logical IP address Required Required Required Required
Shared disk for shared Required Required Required Required
data
Resource type Unnecessary Unnecessary Unnecessary Unnecessary
User when installing Unnecessary Unnecessary Unnecessary Unnecessary
Cluster Name Unnecessary Unnecessary Unnecessary Unnecessary
Disk resource of the Unnecessary Unnecessary Unnecessary Unnecessary
shared disk for shared
data
Network Name Unnecessary Unnecessary Unnecessary Unnecessary
External Connection Unnecessary Unnecessary Unnecessary Unnecessary
Network
IP Address Resource Unnecessary Unnecessary Unnecessary Unnecessary
Volume Group Name Required Unnecessary Unnecessary Unnecessary
* For Tape Server transactions

Prepare and check theitemsrequired for any Storage Management Server transactions or Storage Server transactions that coexist with
the Tape Server transaction.
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Content of each item
- Logical node name

Thisisaname of the logical server in the AdvancedCopy Manager. The user can set any logical node name that does not exceed
eight al phanumeric characters.

For logical node name, see "1.3.1 Cluster transaction and local transaction of AdvancedCopy Manager"”.

& Note

13-character strings of the following table cannot be made into a logica node name for Solaris version SynfinityCluster/
PRIMECLUSTER, Solarisversion VERITAS Cluster Server, Solarisversion Sun Cluster, Linux version PRIMECLUSTER, HP-
UX version MC/ServiceGuard, HP-UX version VERITAS Cluster Server, AIX version High Availability Cluster Multi-
Processing, and AIX version VERITAS Cluster Server.

Table 3.16 Character strings that cannot be used in logical node names
audit cluster cmdevs config daemon data java

log pid report samp sh tmp

- Port number for the transaction communication daemon
Prepare the port number to be allocated to the transaction communication daemon.

A port humber must be an integer from 1024 to 65535 (from 5001 to 65535, in case of Windows version MSCS/WSFC) that is
currently not being used by another port. Also, a port number must be the same on both the primary node and secondary node
because operations are cluster transactions.

;ﬂ Note

Make the port number of the communication daemon for Storage management server transaction into a different number from
the port number of the communication daemon for local storage server transaction.
- Service name
Thisisthe name of the cluster transaction.
- Logicdl IP address
Refer to the paragraph of "resource required” corresponding to the cluster system of "3.1 Resourcess'.

4}1 Note

Check the subnet mask for Windows version Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering and HP-UX
version MC/ServiceGuard.
- Shared disk information for share data
Refer to the paragraph of "resource required" corresponding to the cluster system of "3.1 Resourcess”.
- Shared disk information for repository
Refer to the paragraph of "resource required” corresponding to the cluster system of "3.1 Resourcess'.
- The user name and password for repository access

Prepare the user name and password for repository access.
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& Note

Thelocal logon authority is needed for Windows version Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering.
When the prepared user nameisnot registered in asystem, register it in the system and add thelocal logon authority toit by cluster
setup command. A user nameis registered in a primary node and a secondary node.

It is necessary to register beforehand for all nodes for Solaris version SynfinityCluster/PRIMECLUSTER, Solaris version
VERITAS Cluster Server, and Linux version PRIMECLUSTER.

- Resourcetype

This determines the procedure resource/command line resource.

4}1 Note

Only the status transition procedure can be used under the Solaris version of SynfinityCluster.

- User when installing
The user and the password that installs AdvancedCopy Manager are confirmed.
- Cluster Name

The cluster name specified with Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering is confirmed. Refer to the
manual of Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering for details.

- Disk resource of the shared disk for share data
The disk resource name of the shared disk for share datais confirmed.
- Network Name

When a new logica IP address is used, the network name for AdvancedCopy Manager is prepared. AdvancedCopy Manager
makes the network resource by this network name. Refer to the manual of Microsoft(R) Cluster Service/Windows Server(R)
Failover Clustering for details.

- Externa Connection Network

When anew logical |Paddressisused, the network namefor the external connection specified with Microsoft(R) Cluster Service/
Windows Server(R) Failover Clustering is confirmed. Refer to the manual of Microsoft(R) Cluster Service/Windows Server(R)
Failover Clustering for details.

- IP Address Resource
When an existing logical |P addressis used, the IP address resource name to which logical |P addressis set is confirmed.
- Volume Group Name

The volume group name of the shared disk for the share datais confirmed.

3.4 Preparing the TSM Cluster Setup Information File

When TSM server transactions are customized, the sizes of the TSM log and TSM database that are specific to the TSM server must be
set in the TSM cluster setup information file (fopt/tivoli/tsm/ CLUS /tsmclsetup.ini), together with the parameters for the server option
file (dsmserv.opt). First understand each of the following items, then prepare and check a TSM cluster setup information file for each
cluster service (userApplication) set up.

The TSM cluster setup information file (/opt/tivoli/tsm/CLUS/tsmclsetup.ini) records information using the "ini" file format.The
information recorded is as follows:
For details on the value corresponding to each key, refer to the "ETERNUS SF TSM PRIMECLUSTER Administrator's Guide".

Table 3.17 Information recorded in the TSM cluster setup information file
Section name Key name Setting value Description

TSM server name(servicel) Dbsize Numerical value Specifies the size (MB) of the TSM database.
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Section name Key name Setting value Description

RLOGsize Numerical value Specifies the size (MB) of the TSM log.

TCPPort Numerical value Specifies the port number for TCP/IP. The
default valueis 1500.

SHMPort Numerical value Specifies the port number for shared memory.
The default valueis 1510.

TCPNODELAY Yes Specificationrelatingto TCPtransmission delay.
If "yes" is specified, data packets will be sent to
the network before the MTU size is reached.

No Specificationrelatingto TCPtransmissiondelay.

BUFPoolsize Numerical value Specifies the size (KB) of the buffer used for
input and output from/to the TSM database. The
default value is 2048 KB.

LOGPoolsize Numerical value Specifies the size (KB) of the buffer used for
writing to the TSM log.

TXNGroupmax Numerical value Specifies the timing for committing data to the

TSM databaseintermsof the number of filesthat
have been sent (from the TSM client to the
server). The recommended valueis 256.

VOLUMEHistory | Path name Specifies the file that holds a copy of the
sequential volume information (required for
recovering the TSM database)

DEVCONFig Path name Specifies thefile that holds a copy of the device

configuration information (required for
recovering the TSM database)

File coding example

[servicel]

DBsi ze=101

RLOGsi ze=33
TCPPor t =1501
SHWPor t =1510
TCPNODELAY=yes
BUFPool si ze=32768
LOGPool si ze=2048
TXNG ouprmax=256

VOLUMEHI st ory=/tnp/vol history. | og
DEVCONFi g=/t np/ devconfi g. | og




Chapter 4 Customization of Storage Management Server
Transactions and Storage Server Transactions

This chapter explains how to customize Storage Management Server Transactions and Storage Server transactions.

QJT Note

+ Each execution of the Storage Management Server transaction and the Storage Server transaction creates the settings for one cluster
transaction. To build amutual standby system, execute the procedure for customize as many times as necessary.

* For the Storage Management Server transaction, the database environment is created with the cluster setup command. Do not create
a database environment before executing the cluster setup command.

* Before starting customization, add to an existing cluster transaction or decide whether to create a new cluster transaction.

+ Do not move the resource used by Storage Management Server transactions and Storage Server transactions from acluster transaction
after setup to another cluster transaction.

The following table shows the references to use for information concerning customization methods:

Table 4.1 Customization method references
Cluster system Reference

Solaris version of SynfinityCLUSTER or PRIMECLUSTER | 4.1 Customization for Solaris version SynfinityCluster/
PRIMECLUSTER

Solaris version of VERITAS Cluster Server 4.2 Customization for Solarisversion VERITAS Cluster Server

Solaris version of Sun Cluster 4.3 Customization for Solaris version Sun Cluster

Linux version of PRIMECLUSTER 4.4 Customization for Linux version PRIMECLUSTER

Windows version of MSCS/WSFC 4.5 Customization for Windows version MSCS/WSFC

HP-UX version of MC/ServiceGuard 4.6 Customization for HP-UX version MC/ServiceGuard

HP-UX version of VERITAS Cluster Server 4.7 Customization for HP-UX version VERITAS Cluster
Server

AlX version of VERITAS Cluster Server 4.8 Customization for AIX version VERITAS Cluster Server

AIX version of High Availability Cluster Multi-Processing 4.9 Customization for AIX version High Availability Cluster
Multi-Processing

4.1 Customization for Solaris version SynfinityCluster/
PRIMECLUSTER

This section explains how to customize Solaris version SynfinityCluster/PRIMECLUSTER.

Throughout this section, the primary nodeisan active node in acluster service (userApplication) performing Storage Management Server
transactions and Storage Server transactions, and the secondary node is the standby node in the same cluster service (userApplication).

The secondary node A shows the node which creates the environment of Storage Management Server transactions first in the secondary
nodes in this cluster service (userApplication). The secondary node B shows the remaining secondary nodes in this cluster service
(userApplication).

The customizing work of primary node and secondary node A is executed at 1:1 standby system, mutual standby system, and n:1 standby
system.

The customizing work of primary node, secondary node A and secondary node B is executed at cascade topology system and priority
transfer system.

Example:
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When creating a cascade with three sets of nodes, one set is a primary node, one set is the secondary node A, and one set is the secondary
node B. When creating a cascade with four sets of nodes, one set is a primary node, one set is the secondary node A, and two sets are the
secondary node B.

4.1.1 Flow of Customizing

This section describes the flow of customization.
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Figure 4.1 Customization flow for Solaris version SynfinityCluster/PRIMECLUSTER
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4.1.2 Customization Procedure

To set up a Storage Management Server transaction and a Storage Server transaction, use the procedure below.

1

Restart the system.
Restart the primary node and secondary node.

If the system is restarted in an extension of the installation process of AdvancedCopy Manager, then proceed to check the
preparations.

Check the preparations.
Check each item of "3.3 Confirmation of items", for the cluster service (userApplication) to be set up.
Mount the shared disk on the primary node.

For a Storage Management Server transaction, mount the shared disk for AdvancedCopy Manager shared data and that for the
AdvancedCopy Manager repository on the primary node.

For a Storage Server transaction, mount the shared disk for shared data on the primary node.
Stop the cluster services (userApplication).

To add a Storage Management Server transaction and a Storage Server transaction to an existing cluster service (userApplication),
stop the cluster service (userApplication) from the SynfinityCluster Operation Management view or PRIMECLUSTER RMS main
window.

Register port numbers

Register the port number for the transaction communication in /etc/services. Use the OS command such as vi to register it in /etc/
services.

- Transaction communication daemon: stgxfws_L ogical-Node-Name

gn Note

Register the same port number on the primary node and all secondary nodes.

. Execute the cluster setup command on the primary node.

On the primary node, execute the cluster setup command shown below after blocking other users from accessing the shared disk
for shared data and also for the repository. When this command is executed, arepository is created in addition to the cluster being
set up. For more information, see the chapter on database creation.

- If the status transition procedure resources are used:

Example

# | opt/swstorage/ bin/stgcl set_safe -k Primary -m/STGMGRDI SK -n nodeMGR -s
manager _service -i 10.10.10.10 -f ngr

- If command line resources are used:

Example

# [ opt/swstorage/bin/stgclset_safe -k Primary -m/STGVGRDI SK -n nodeMGR -s
manager _service -i 10.10.10.10 -f ngr -r cnd

;JT Note

- For a Storage Management Server transaction to be performed, use the location that is specified when the Storage
Management Server isinstalled.
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- In combined operation with the scalable class, the | P address for a Storage Management Server transaction specified with
the -i option must be the "takeover |P address for AdvancedCopy Manager" prepared for the Storage Management Server
transaction. Do not specify the logical |P address of the transaction in the scalable class.

- Do not specify "-r cmd" with SynfinityCLUSTER.
For Storage Management Server transaction, on the primary node, execute the following cluster setup command after blocking other
users from accessing the shared disk for shared data:

- If the status transition procedure resources are used:

Example

# | opt/swstorage/ bin/stgclset_safe -k Primary -m/CTTEST3 -n nodeAGT -s
agent _service

- |If command line resources are used:

Example

# [ opt/swstorage/ bin/stgclset_safe -k Primary -m/CTTEST3 -n nodeAGT -s
agent _service -r cnd

Qn Note

Do not specify "-r cmd" with SynfinityCLUSTER.

For detials on this command, refer to "8.2.1 stgclset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER environment
setup command)".

7. Check the setup object.

Information is displayed about the logical hode specified by the command. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction (when using status transition procedure resources):

# [ opt/swstorage/ bin/stgclset_safe -k Primary -m/STGVGRDI SK -n nodeM3R -s
manager _service -i 10.10.10.10 -f ngr
AdvancedCopy Manager settings are as follows.

Cluster system: SynfinityC uster or PRI MECLUSTER

Node type : Primary

| P Address :10.10. 10. 10

Mount poi nt : | STGVGRDI SK

Node nane : nodeMER

Service . manager_service
Resour ce : Procedure

Functi on : Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

For a Storage Server transaction (when using command line resources):

# | opt/swstorage/ bin/stgclset_safe -k Primary -m/CTTEST3 -n nodeAGT -s
agent _service -r cnd
AdvancedCopy Manager settings are as follows.

Cluster system: SynfinityCuster or PRI MECLUSTER

Node type : Primary

Mount poi nt . | CTTEST3

Node nane : nodeAGT
Service . agent _service
Resour ce : OndLi ne
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9.

10.

Functi on . Server
Do you want to continue with setting of AdvancedCopy Manager cluster? [defaul t:y]

To interrupt the cluster environmental setting processing, input "n"., To continue processing, input "y" , or press the Enter key.
If the transaction is the Storage Management Server transaction, proceed to step 8.

If the transaction is the Storage Server transaction, proceed to step 13.

Start the creation of acommon environment for Storage Management Server transactions.

The initial window for setting the common environment opens. Confirm the displayed information, then enter "y", and press the
Enter key.

O +
A common environment for the AdvancedCopy Manager
St orage Managenent Server will be created.
[ Not es]

Prepare the followi ng directories before starting processing.

1) Directory for the DB file

2) Directory for the RDB dictionary

3) Directory for the RDB log file

4) Directory for the DB space to store the repository data

Do you want to continue with processing? [y/n] ==>y

For a Storage Management Server transaction, specify the DB device.

Thewindow shown below opens. Enter the directory name for the DB file system according to theinformation in [Notes], and press
the Enter key.

Enter the directory name for the DB file.

[ Not es]
Enter the absolute path name of the directory.

Enter ==> / ACMVht/ Vol 202/ DBFi | e

A similar setting window opensfor input of thedirectory namesfor the RDB dictionary, RDB logfile, and DB spacewhererepository
datais stored. Enter adirectory name for each item, and press the Enter key after each entry.

After setting up the directory name for DB space where repository data is stored, the setting window for inputting the size of
repository data is opened. Enter the size of repository data, and press the Enter key.

For a Storage Management Server transaction, check the DB directory settings.

Thefour directory names and the size of repository data specified in step 9 are displayed. Confirm the displayed information, enter
"y", and press the Enter key.

Directory nane for the DB file ............ / ACMVht / Vol 202/ DBFi | e
Directory nane for the RDB dictionary ..... / ACMwht / Vol 203/ DBDi ¢
Directory nane for the RDB log file ....... / ACMWht / Vol 204/ DBLog
Directory nane for the DB space

used to save repository data ..../ACMvht/ Vol 205/ DBSpa
Repository data Size ...................... 65MB
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Okay? [y/n] ==>y

11. Confirm the continuation of processing.

After the window for confirming the continuation of processing opens, enter "y", and press the Enter key.

Creation of the AdvancedCopy Manager Storage managenent
server environment will start.

Once processing has started, systeminfornmation is rewitten.
Make sure that the environnent allows execution
bef ore proceedi ng.

Do you want to continue with processing? [y/n] ==>y

12. For Storage Management Server transaction, perform the repository access settings.

The window for setting repository access opens. Enter a user name and password, and press the Enter key.

E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

For security purposesit is recommended to use a general user and not aroot user which has frequent changes.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

Enter the user nane and password for accessing
the repository of AdvancedCopy Manager.

[ Not es]
We recommend you to input a general user other than root.

User nanme . acnuser
Passwor d :
Passwor d( Re-enter)

Ln Note

If user settings were entered as shown above, and the user is deleted or the password is changed from the operating system, perform
the setup processing again. Refer to "User deletion or password change in repository access user settings' in the "ETERNUS SF
AdvancedCopy Manager Operator's Guide".

13. Finish the cluster setup command on the primary node.

The window indicating cluster setup command completion opens.

swst f 8100 The cluster setup of the primary node has been conpleted. Next, create
the cluster environnent of the secondary node.
#

14. Dismount the shared disks on the primary node.

For aStorage Management Server transaction, dismount the shared disk for shared dataand the onefor the repository on the primary
node.

For a Storage Server transaction, dismount the shared disk for shared data on the primary node.
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15. Mount the shared disks on the secondary node A.

For a Storage Management Server transaction, mount the shared disk for shared data and the one for the repository on the secondary
node A.

For a Storage Server transaction, mount the shared disk for shared data on the secondary node A.
16. Execute the cluster setup command on the secondary node A.

For a Storage Management Server transaction, on the secondary node A, execute the cluster setup command shown below after
blocking other users from accessing the shared disk for shared data and also for the repository. When this command is executed, a
repository is created in addition to the cluster being set up. For more information, see the chapter on database creation.

On the secondary node A, execute the following cluster setup command after blocking other users from accessing the shared disk
for shared data:

Example

# [ opt/swstorage/ bin/stgcl set_safe -k Secondary -m /STGVGRDI SK

Refer to "8.2.1 stgclset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER environment setup command)" for command
details.

L:n Note

For a Storage Management Server transaction to be performed, use the location that is specified when the Storage Management
Server isinstalled.
17. Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction:

# | opt/swst orage/ bi n/stgcl set_safe -k Secondary -m /STGMVGRDI SK

AdvancedCopy Manager settings are as follows.
Cluster system: SynfinityCuster or PRI MECLUSTER

Node type : Secondary

| P Address : 10.10.10. 10

Mount poi nt ;| STGVERDI SK

Node nane © nodeMGR

Servi ce . nmanager _service
Resour ce : Procedure
Function . Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [defaul t:y]

- For a Storage Server transaction:

# | opt/swstorage/ bin/stgcl set_safe -k Secondary -m /CTTEST3
AdvancedCopy Manager settings are as follows.
Cluster system: SynfinityC uster or PRI MECLUSTER

Node type . Secondary
Mount poi nt . | CTTEST3

Node nane : nodeAGT
Service . agent _service
Resour ce : CndLi ne
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
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18.

19.

20.

21.

22.

If the transaction is the Storage Management Server transaction, proceed to step 18.
If the transaction is the Storage Server transaction, proceed to step 19.
For a Storage Management Server transaction, confirm the continuation of processing.

After the window for confirming the continuation of processing opens, enter "y", and press the Enter key.

Creation of the AdvancedCopy Manager Storage nanagenent
server environment will start.

Make sure that the environment allows execution

| |
| |
| |
| |
| Once processing has started, systeminformation is rewitten.|
| |
| bef ore proceedi ng. |
| |

Do you want to continue with processing? [y/n] ==>y

Finish the cluster setup command on the secondary node.

The window indicating cluster setup command completion opens.

swst f8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disks on the secondary node A.

For a Storage Management Server transaction, dismount the shared disk for data and that for the repository on the secondary node
A.

For a Storage Server transaction, dismount the shared disk for share data on the secondary node A.

If the system isthe 1:1 standby system, the Mutual standby system and the n:1 standby system, proceed to step 28.
If the system is Cascade topology and the Priority transfer, proceed to step 21.

Mount the shared disks on the secondary node B.

For a Storage Management Server transaction, mount the shared disk for shared data and that for the repository on the secondary
node B.

For a Storage Server transaction, mount the shared disk for shared data on the secondary node B.

Qn Note

When there are two or more secondary nodes B, Step 21 to Step 27 is processed by all the secondary nodes B.

Execute the cluster setup command on the secondary node B.
Execute the cluster setup command on the secondary node B on which the shared disk for shared data were mounted in step 21.

For a Storage Management Server transaction, on the secondary node B, execute the cluster setup command shown below after
blocking other users from accessing the shared disk for shared data and the one for the repository. When this command is executed,
arepository is created in addition to the cluster being set up. For more information, see the chapter on database creation.

For a Storage Server transaction, on the secondary node B, execute the following cluster setup command after blocking other users
from accessing the shared disk for shared data:

Example

# [ opt/swstorage/ bi n/stgcl set_safe -k Secondary -m /STGVGRDI SK
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23.

24,

Refer to "8.2.1 stgclset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER environment setup command)” for command
details.

Ln Note

For a Storage Management Server transaction to be performed, use the location that is specified when the Storage Management
Server isinstalled.

Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

For a Storage Management Server transaction:

# [ opt/swstorage/ bin/stgcl set_safe -k Secondary -m /STGVGRDI SK

AdvancedCopy Manager settings are as follows.
Cluster system: SynfinityCuster or PRI MECLUSTER

Node type : Secondary

| P Address : 10.10. 10. 10

Mount poi nt ;| STGVGRDI SK

Node nane : nodeMGR

Service : manager _service
Resour ce : Procedure

Functi on : Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

For a Storage Server transaction:

# [ opt/swstorage/ bin/stgcl set_safe -k Secondary -m /CTTEST3
AdvancedCopy Manager settings are as follows.
Cluster system: SynfinityCuster or PRI MECLUSTER

Node type : Secondary
Mount poi nt : | CTTEST3

Node nane . nodeAGT
Service : agent_service
Resource : CndLi ne
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
Check the addition of a secondary node.

The window for confirming of adding a secondary node is displayed. After confirmation of a cascade, "y" isinputted and the Enter
key is pushed.

Secondary node is already setup in another node.
The nunber of secondary nodes : 1
Do you want to setup new secondary node? [default:n] y

The number of secondary nodes already set up is outputted to "The number of secondary nodes."
If the transaction is the Storage Management Server transaction, proceed to step 25.

If the transaction is the Storage Server transaction, proceed to step 26.



25.

26.

27.

28.

& Note

The default valueis"n." "n" means cancellation of processing.

Start the creation of a common environment for AdvancedCopy Manager management server transactions.

Theinitial window for setting the common environment opens. Confirm the displayed information, enter "y", and press the Enter
key.

Creation of the AdvancedCopy Manager Storage nmanagenent
server environnent will start.

Make sure that the environment allows execution
bef ore proceedi ng.

|
|
|
|
| Once processing has started, systeminformation is rewitten.
|
|
|

Do you want to continue with processing? [y/n] ==>y

Finish the cluster setup command on the secondary node B.

The window indicating cluster setup command completion opens.

swst 8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disks on the secondary node B.

For a Storage Management Server transaction, dismount the shared disk for shared data and the one for the repository on the
secondary node B.

For a Storage Server transaction, dismount the shared disk for share data on the secondary node B.

QJT Note

- When more secondary nodes B remain to be set up ie, ( Step 21 to Step 27 have not been performed on these nodes), perform
from Step 21 in the nodes.

- When operation from Step 21 to Step 27 is completed for all secondary nodes B, go to Step 28.

Create resources.

In SynfinityCluster, use the SynfinityCluster management view to create a takeover |P address resource. This operation is not
necessary if atakeover |P address resource has aready been created by the applicable cluster service.

In PRIMECLUSTER, use the PRIMECLUSTER "userApplication Configuration Wizard" to create the following resources.
- GDSresource

For a Storage Management Server transaction, register the class of the shared disk for shared data and the class of the shared
disk for arepository.

For a Storage Server transaction, register the class of the shared disk for shared data.
The shared disk must be set as a switching disk.
- Fsystem resource

For Storage Management Server transactions, register the mount point of the shared disk for shared data and the mount point
of the shared disk with the directory for the repository.

For Storage Server transactions, register the mount point of the shared disk for shared data.
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- |Paddress resource
Thisresourceis not necessary if atakeover |P address resource has already been created by the applicable userApplication.
- Procedure resource
Specify if procedure resources are used.
Specify "SMGRPROC_L ogical-Node-Name".
- Command line resource
Specify of command line resources are used.
Specify the following values in each of the command line resource parameters:
- Start script
/opt/FISV swtf/cluster/clproc/acm_logical-node-name start
- Stop script
/opt/FISV swstf/cluster/clproc/acm_logical-node-name stop

& Note

- For information on how to create resourceswith PRIMECLUSTER, see"Appendix A Creating Resources and userApplications
with Solaris version PRIMECLUSTER".

- The cluster setup command (8.2.1 stgclset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER environment setup
command)) has already created the preparatory settings (ie, creating a state transition procedure and storing resources in the
resource database) that are defined to set PRIMECLUSTER procedure resources.

- Do not specify anything in the command line resource check script.
- Set the following for the parameters specified as "script attributes” of the command line resource:

- NULLDETECTOR:Yes

- ALLEXITCODES:No

- LIEOFFLINE:No

- CLUSTEREXCLUSIVE:No

- AUTORECOVER:No

- MONITORONLIY:No

- STANDBYCAPABLE:No

- REALTIME:No

- TIMEOUT:300

29. Create and register a cluster service
In SynfinityCluster, use the SynfinityCluster management view to create and register acluster servicefor AdvancedCopy Manager.

- Operation type: Standby
Register the following resources that compose the cluster service:

- Takeover IP resource
Thisisnot required if an existing takeover |P address resource is used.

- Shared disk prepared for AdvancedCopy Manager
The shared disk must be set as a switching disk.
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- State transition procedure
The state transition procedure nameis "SMGRPROC_L ogical-Node-Name".

In PRIMECLUSTER, use the PRIMECLUSTER "userApplication Configuration Wizard" to create and register a userApplication
for AdvancedCopy Manager.

- Operation type: Standby
Register the following resources that comprise the userApplication:

- Theresources are created in Step 28

QJT Note

- Someinformation must be registered as switchover file system information. Thisincludes the mount point and partition on the
shared disk for shared data, and the mount point and partition for the shared disk where the repository directory is located.
Please refer to a SynfinityCluster Installation/Administration Guide for the registration method or a PRIMECLUSTER
Installation and Administration Guide for the registration method

- The cluster setup command (8.2.1 stgclset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER environment setup
command)) has aready created the SynfinityCluster "Setting Up Resources (Application Resources)" (ie, creating a state
transition procedure and storing resources in the resource database).

- For information on how to create resources with PRIMECLUSTER, refer to "Appendix A Creating Resources and
userApplications with Solaris version PRIMECLUSTER".

30. Start the cluster services (userApplication) and the AdvancedCopy Manager.

Use the SynfinityCluster management view and the RMS main window of PRIMECLLUSTER to start the new cluster service
(userApplication) or the cluster service (userApplication) stopped in step 4.

31. Back up the environment.
In order to prepare for accidental data deletion or corruption, back up the following environments.
- Database

For Storage Management Server transactions, refer to "Saving a database,”" in the "ETERNUS SF AdvancedCopy Manager
Operations Guide (Solaris)" and back up the created database area.

- Dataon the shared disk for shared data
Use an OS command such as cp to back up the following directories on the shared disk for shared data:
- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/etc
- Mountpoint-of-shared-disk-for-AdvancedCopy-M anager-shared-data/var
32. Create an environment for a Storage Management Server transaction and a Storage Server transaction.

Use the Web GUI screen of AdvancedCopy Manager to create an environment for a Storage Management Server transaction and
a Storage Server transaction.

In using the Storage Server transaction function in a Storage Management Server transaction, create an environment for a Storage
Server transaction.

QJT Note

Createan environment for aStorage M anagement Server transaction and an environment for aStorage Server transaction by referring
to the "ETERNUS SF AdvancedCopy Manager Operator's Guide (Solaris)."

4.2 Customization for Solaris version VERITAS Cluster Server

This section explains how to customize a Solaris version VERITAS Cluster Server.
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Throughout this section, the primary node is the active node in the Service Group that executes Storage Management Server transaction
and Storage Server transactions, and the secondary node is the standby node in the same Service Group.

The secondary node A shows the node which creates the environment of Storage Management Server transactions and Storage Server
transactionsfirst in the secondary nodesin this cluster service group. The secondary node B shows the remaining secondary nodesin this
cluster service group.

The customizing work of primary node and secondary node A is executed at 1:1 standby system, mutual standby system, and n:1 standby
system.

The customizing work of primary node, secondary node A and secondary node B is executed at cascade topology system.
Example:

When creating a cascade with three sets of nodes, one set is a primary node, one set is the secondary node A, and one set is the secondary
node B. When creating a cascade with four sets of nodes, one set is a primary node, one set is the secondary node A, and two sets are the
secondary node B.

4.2.1 Flow of Customizing

This section describes the flow of customization.
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Figure 4.2 Customization flow for Solaris version VERITAS Cluster Server
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4.2.2 Customization Procedure

To set up a Storage Management Server transaction and a Storage Server transaction, use the procedure below.
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1. Set the code that indicates an application status.

Open the following files, and set the code that indicates an application status and is defined by MonitorProgram. For the code,
confirm by referring the manuals of using VERITAS Cluster Server.

File name Code for setting
[opt/FISV swstf/cluster/smgr_vstart OK Code that indicates ONLINE
[opt/FISV swstf/cluster/smgr_vstop_OK Code that indicates OFFLINE

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

Setting example when using VERITAS Cluster Server 5.0:

File name Before After
[opt/FISV swstf/cluster/smgr_vstart OK exit 1 exit 110
/opt/FISV swstf/cluster/smgr_vstop_OK exit0 exit 100

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

Execute these changes on all primary nodes and secondary nodes where the cluster is being set up.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

2. Restart the system.

Restart the primary node and all secondary nodes. If the system is restarted in an extension of the installation process of
AdvancedCopy Manager, proceed to next step.

3. Check the preparations.
Check each item of "3.3 Confirmation of items," for the Service Group to be set up.
4. Mount the shared disk on the primary node.

For a Storage Management Server transaction, mount the shared disk for shared data (one partition). Also mount the shared disk
for the repository (mount all shared disks where repository directories will be created) on the primary node.

For a Storage Server transaction, mount the shared disk for shared data on the primary node.
5. Stop the Service Groups.

To add a Storage Management Server transaction and a Storage Server transaction to an existing Service Group by using the
VERITAS Cluster Server function, stop the applicable Service Group.

For information on how to stop the user Service Group, seethe "VERITAS Cluster Server User's Guide."

# hagrp -offline User-Service-Goup -sys system nane

system-name: The node name by which the user service group is started
6. Register port numbers

Register the port number for the transaction communication in /etc/services. Use an OS command such as vi to register it in /etc/
services.

- Transaction communication daemon: stgxfws_L ogical-Node-Name

& Note

Register the same port number on the primary node and all secondary nodes.
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7. Execute the cluster setup command on the primary node.

For a Storage Management Server transaction, on the primary node, execute the cluster setup command shown below after blocking
other users from accessing the shared disk for shared data and that for the repository. When this command is executed, arepository
is created in addition to the cluster being set up. For more information, see the chapter on database creation.

Example

# [ opt/swstorage/ bin/stgclset_vcs -k Primary -m/STGMGRDI SK -n nodeMGR -s
manager _service -i 10.10.10.10 -f ngr

gn Note

For a Storage Management Server transaction to be performed, use the location that is specified when the Storage Management
Server isinstalled.

For a Storage Server transaction, on the primary node, execute the following cluster setup command after blocking other usersfrom
accessing the shared disk for shared data:

Example

# [ opt/swstorage/ bin/stgclset_vcs -k Primary -m/ STGAGTMNT -n nodeAGT -s agent_service

Refer to "8.2.2 stgclset_vcs (Solaris version VERITAS Cluster Server environment setup command)" for command details.
8. Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction:

# [ opt/swstorage/ bin/stgclset_vcs -k Primary -m/ STGVGERDI SK -n nodeMSR -s
manager _service -i 10.10.10.10 -f ngr
AdvancedCopy Manager settings are as foll ows.

Cluster system: VERI TAS C uster Server

Node type : Primary

| P Address :10.10. 10. 10

Mount poi nt ./ STGVERDI SK

Node nane : nodengr

Servi ce ;. STGVGRSRV
Function . Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

- For a Storage Server transaction:

# [ opt/swstorage/bin/stgclset_vcs -k Primary -m/ STGAGTMNT -n nodeAGT -s
agent _service
AdvancedCopy Manager settings are as foll ows.

Cluster system: VERI TAS C uster Server

Node type : Primary

Mount poi nt . | STGAGTWNT
Node nane : nodeAGT
Service : agent _service
Functi on . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
If the transaction is the Storage Management Server transaction, proceed to step 9.

If the transaction is the Storage Server transaction, proceed to step 14.
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9. Start the creation of a common environment for Storage Management Server transactions.

Theinitial window for setting the common environment opens. Confirm the displayed information, enter "y", and press the Enter
key.

L +
A common environment for the AdvancedCopy Manager
St orage Managenent Server w |l be created.
[ Not es]

Prepare the followi ng directories before starting processing.

1) Directory for the DB file

2) Directory for the RDB dictionary

3) Directory for the RDB log file

4) Directory for the DB space to store the repository data

Do you want to continue with processing? [y/n] ==>y

10. For a Storage Management Server transaction, specify the DB device.

Thewindow shown below opens. Enter the directory name for the DB file system according to theinformation in [Notes], and press
the Enter key.

Enter the directory nane for the DB file.

[ Not es]
Enter the absolute path nane of the directory.

Enter ==> / ACMVht / Vol 202/ DBFi | e

A similar setting window opensfor input of thedirectory namesfor the RDB dictionary, RDB logfile, and DB spacewhererepository
datais stored. Enter adirectory name for each item, and press the Enter key after each entry.

After setting up the directory name for DB space where repository data is stored, the setting window for inputting the size of
repository data is opened. Enter the size of repository data, and press the Enter key.

11. For a Storage Management Server transaction, check the DB directory settings.

Thefour directory names and the size of repository data specified in step 10 are displayed. Confirm the displayed information, enter
"y", and press the Enter key.

Directory nane for the DB file .......... ... ... ... ... ...... / ACMvht Vol 202/ DBFi | e
Directory nane for the RDB dictionary ...................... / ACMwnt / Vol 203/ DBDi ¢
Directory nane for the RDB log file ........................ / ACMWht / Vol 204/ DBLog
Directory nane for the DB space for saving repository data ..../ACWMnt/ Vol 205/ DBSpa
Repository data Size ........ .. 65MB

Ckay? [y/n] ==>y

12. For a Storage Management Server transaction, confirm the continuation of processing.

After the window for confirming the continuation of processing opens, enter "y", and press the Enter key.
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Creation of the AdvancedCopy Manager Storage nanagenent
server environment will start.

Once processing has started, systeminfornmation is rewitten.
Make sure that the environnent allows execution
bef ore proceedi ng.

Do you want to continue with processing? [y/n] ==>y

13. For a Storage Management Server transaction, perform the repository access settings.
The window for setting repository access opens. Enter a user name and password, and press the Enter key.

El Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

For security reasons it is recommended to use a genera username and not the root user which has frequent password changes.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

Enter the user nane and password for accessing
the repository of AdvancedCopy Manager.

[ Not es]
We recommend you to input a general user other than root.

User nanme . acnuser
Passwor d :
Passwor d( Re-enter)

Ln Note

If user settings were entered as shown above, and the user is deleted or the password is changed from the operating system, perform
the setup processing again. Refer to "User deletion or password change in repository access user settings' in the "ETERNUS SF
AdvancedCopy Manager Operator's Guide (Solaris)".

14. Finish the cluster setup command on the primary node.

The window indicating password registration and cluster setup command completion opens.

swst f 8100 The cluster setup of the primary node has been conpleted. Next, create
the cluster environnment of the secondary node.
#

15. Dismount the shared disks on the primary node.

For a Storage M anagement Server transaction, dismount the shared disk for shared dataand the onefor the repository on the primary
node.

For a Storage Server transaction, dismount the shared disk for shared data on the secondary node.
16. Mount the shared disks on the secondary node A.

For a Storage Management Server transaction, mount the shared disk for shared data and the one for the repository on the secondary
node A.

For a Storage Server transaction, mount the shared disk for shared data on the secondary node A.
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17.

18.

19.

Execute the cluster setup command on the secondary node A.

For a Storage Management Server transaction, on the secondary node A, execute the cluster setup command shown below after
blocking other users from accessing the shared disk for shared data and the one for the repository. When this command is executed,
arepository is created in addition to the cluster being set up. For more information, see the chapter on database creation.

For a Storage Server transaction, on the secondary node A, execute the following cluster setup command after blocking other users
from accessing the shared disk for shared data:

Example

# [ opt/swstorage/ bin/stgcl set_vcs -k Secondary -m / STGVGRDI SK

Refer to "8.2.2 stgclset_vcs (Solaris version VERITAS Cluster Server environment setup command)™ for command details.

QJT Note

For a Storage Management Server transaction to be performed, use the location that is specified when the Storage Management
Server isinstalled.
Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction:

# [ opt/swstorage/ bin/stgcl set_vcs -k Secondary -m /STGVGRDI SK

AdvancedCopy Manager settings are as follows.
Cluster system: VERI TAS C uster Server

Node type . Secondary

| P Address :10.10.10. 10

Mount poi nt ;| STGVGRDI SK

Node nane : nodengr

Servi ce : STGVGERSRV

Functi on : Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

- For a Storage Server transaction:

# | opt/ swstorage/ bin/stgcl set_vcs -k Secondary -m / STGAGTMNT
AdvancedCopy Manager settings are as foll ows.
Cluster system: VERI TAS C uster Server

Node type : Secondary
Mount poi nt ;| STGAGTMNT
Node nane : nodeAGT
Service : agent _service
Functi on . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
If the transaction is a Storage Management Server transaction, proceed to step 19.

If the transaction is a Storage Server transaction, proceed to step 20.

Start the creation of a common environment for AdvancedCopy Manager management server transactions.

Theinitial window for setting the common environment opens. Confirm the displayed information, enter "y", and press the Enter
key.
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20.

21.

22.

23.

Creation of the AdvancedCopy Manager Storage nanagenent
server environment will start.

Make sure that the environment allows execution

| |
| |
| |
| |
| Once processing has started, systeminfornmation is rewitten. |
| |
| bef ore proceedi ng. |
| |

Do you want to continue with processing? [y/n] ==>y

Finish the cluster setup command on the secondary node A.

The window indicating cluster setup command completion opens.

swstf 8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disks on the secondary node A.

For a Storage Management Server transaction, dismount the shared disk for shared data and the one for the repository on the
secondary node A.

For a Storage Server transaction, dismount the shared disk for share data on the secondary node A.

If the system isthe 1:1 standby system, the Mutual standby system and the n:1 standby system, proceed to step 29.
If the system is Cascade topology and the Priority transfer, proceed to step 22.

Mount the shared disks on the secondary node B.

For a Storage Management Server transaction, mount the shared disk for shared data and that for the repository on the secondary
node B.

For a Storage Server transaction, mount the shared disk for shared data on the secondary node B.

Ln Note

When there are two or more secondary nodes B, Step 22 to Step 28 is processed for all the secondary nodes B.

Execute the cluster setup command on the secondary node B.

Execute the cluster setup command on the secondary node B on which the shared disk for shared data and the shared disk for the
repository were mounted in step 22.

For a Storage Management Server transaction, on the secondary node B, execute the cluster setup command shown below after
blocking other users from accessing the shared disk for shared data and the one for the repository. When this command is executed,
arepository is created in addition to the cluster being set up. For more information, see the chapter on database creation.

For a Storage Server transaction, on the secondary node B, execute the following cluster setup command after blocking other users
from accessing the shared disk for shared data:

Example

# [ opt/swstorage/ bin/stgcl set_vcs -k Secondary -m / STGVGRDI SK

Refer to "8.2.2 stgclset_ves (Solaris version VERITAS Cluster Server environment setup command)" for command details.
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& Note

For a Storage Management Server transaction to be performed, use the location that is specified when the Storage Management
Server isinstalled.
24. Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction:

# [ opt/swstorage/ bi n/stgcl set_vcs -k Secondary -m / STGVGRDI SK
AdvancedCopy Manager settings are as foll ows.

Cluster system:
Node type

| P Address

Mount poi nt
Node nane

Servi ce
Function

Do you want to continue w

VERI TAS Cl uster Server

Secondary

10. 10. 10. 10

/ STGVERDI SK

nodengr

STGVGRSRV

Managenent Server

th setting of AdvancedCopy Manager cluster? [default:y]

For a Storage Server transaction:

AdvancedCopy Manager sett
Cluster system:
Node type
Mount poi nt
Node nane
Servi ce
Function

# [ opt/swstorage/ bin/stgcl set_vcs -k Secondary -m / STGAGTMNT

ings are as follows.
VERI TAS C uster Server
Secondary

| STGAGTIMNT

nodeAGT

agent _service

Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [defaul t:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
25. Check the addition of a secondary node.

The window for confirming the addition of a secondary node is displayed. After confirmation of a cascade, "y" isinputted and the
Enter key is pushed.

Secondary node is already setup in another node.
The nunber of secondary nodes : 1

Do you want to setup new secondary node? [default:n] y

The number of secondary nodes already set up is outputted to "The number of secondary nodes."
If the transaction is a Storage Management Server transaction, proceed to step 26.
If the transaction is a Storage Server transaction, proceed to step 27.

Ln Note

The default valueis"n." "n" means cancellation of processing.

26. Start the creation of acommon environment for AdvancedCopy Manager management server transactions.

After the window for confirming the continuation of processing opens, enter "y", and press the Enter key.

| Creation of the AdvancedCopy Manager Storage nanagenent
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27.

28.

29.

server environment will start.

Make sure that the environnment allows execution

| |
| |
| |
| Once processing has started, systeminfornmation is rewitten. |
| |
| bef ore proceedi ng. |
| |

Do you want to continue with processing? [y/n] ==>y

Finish the cluster setup command on the secondary node B.

The window indicating cluster setup command completion opens.

swstf 8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disks on the secondary node B.

For a Storage Management Server transaction, dismount the shared disk for shared data and that for the repository on the secondary
node B.

For a Storage Server transaction, dismount the shared disk for share data on the secondary node B.

& Note

When more secondary nodes B remain to be set up (ie Step 22 to Step 28 have not been performed in them as yet), perform from
Step 22 in the node. When operation from Step 22 to Step 28 is completed by all secondary nodes B, go to Step 29.

Create and register a Service Group.
A service of AdvancedCopy Manager can be created and registered in a User Service Group.
Please add the following types as a resource of AdvancedCopy Manager.
- Application
Specify a"/opt/FISV swstf/cluster/clproc/vesStart_Logical-Node-Name" to be StartProgram.
Specify a"/opt/FISV swstf/cluster/clproc/vesStop_L ogical-Node-Name" to be StopProgram.
Specify a"/opt/FISV swstf/cluster/clproc/vesMoni_L ogical-Node-Name'" to be MonitorProgram.
- MountPoint
For a Storage Management Server transaction, register the shared disk for share data, and the shared disk for the repository.
For a Storage Server transaction, register the shared disk for share data.
- IP

Register the logic | P address for AdvancedCopy Manager. When using the logic | P address already used on business, it is not
necessary to register newly.

The application should set up a dependency after MountPoint and | P to become on-line.

Refer to VERITAS Cluster Server User's Guide for information about a user service group and the creation/registration method of
aresource.

The User Service Group by the command of VERITAS Cluster Server and the example of creation/registration of aresource are as
follows.

In this example, User Service Group name is set to "STGMGRSRV", active system node name is set to "nodel", standby system
node name is set to "node2", and resource (ie, application) name is set to " AdvancedCopy_Manager_appl.”

VCS config fileis saved with another file-name. (Execute at all nodes.)
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# mv  /etc/VRTSvcs/ conf/config/ main.cf /etc/VRTSvcs/ conf/confi g/ main.cf. bk

Place VCSinto the read-write enabled state.

# haconf -makerw

Define alist of systems used at occurrence of fail-over.
Note that when set up into the User Service Group, it is not necessary to set them up.

The following commands perform a check.

# hagrp -display STGMGRSRV -attribute SystenList
# hagrp -display STGVGRSRV -attribute AutoStartlList

A User Service Group is newly created (it is unnecessary when already set up into the User Service Group). Asthe system priority
sequence, the active node has priority over the standby node.

# hagrp -add STGVGRSRV
# hagrp -nodify STGMGRSRV SystenList nodel O node2 1
# hagrp -nmodi fy STGMGRSRV Aut oStartLi st nodel node2

Register applications.

A resource (an application) is registered into a User Service Group.

# hares -add AdvancedCopy_Manager _appl Application STGMGRSRV

Place resources into the enabled state.

# hares -nodi fy AdvancedCopy_Manager _appl Enabled 1

Specify a super-user (ie, root) who starts StartProgram, StopProgram, MonitorProgram.

# hares -nodi fy AdvancedCopy_Manager _appl User root

Specify a start application.

When a logica node name is nodemgr, the path of the application for starting becomes "/opt/FISV swstf/cluster/clproc/
vesStart_nodemgr.”

# hares -nmodi fy AdvancedCopy_Manager _appl StartProgram /opt/FISVswstf/cluster/cl proc/
vcsStart _nodengr

Specify a stop application.

When a logica node name is nodemgr, the path of the application for a stop becomes "/opt/FISV swstf/cluster/clproc/
vcsStop_nodemgr.”

# hares -nodi fy AdvancedCopy_Manager _appl StopProgram /opt/FISVswstf/cluster/cl proc/
vcsSt op_nodengr

Specify amonitor application.

When alogical node nameisnodemgr, the path of monitor application becomes"/opt/FISV swstf/cluster/clproc/vesMoni_nodemgr."

# hares -nodi fy AdvancedCopy_Manager _appl Monitor Program /opt/ FISVswstf/cluster/cl proc/
vcsMoni _nodengr
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The mount information on the shared disk for share datais registered.

In this example, aresource (mount) nameis set to "AdvancedCopy_Manager_mount", and the mount point of shared disk for share
datais set to "/STGMGRDISK".

Register resource into User Service Group.

# hares -add AdvancedCopy_Manager _nount Munt STGVGRSRV

Place the resource into the enabled state.

# hares -nmodi fy AdvancedCopy_Manager _nount Enabled 1

A mount pointer is set as aresource.

# hares -nodi fy AdvancedCopy_Manager _nount Mount Poi nt / STGMGRDI SK

Specify ablock device to be mounted. In this example, the block device of a shared disk is set to "/dev/dsk/c2t0d0s4".

# hares -nodi fy AdvancedCopy_Manager _nount Bl ockDevi ce /dev/ dsk/ c2t 0d0s4

Specify afile system type for the shared disk. In this example, afile system typeis set to vxfs.

# hares -nodi fy AdvancedCopy_Manager _nount FSType vxfs

For a Storage Management Server transaction, the mount information on the repository isregistered. This operation is not required
when the shared disk for share data is substituted for the shared disk for the repository.

In this example, all repository directories will be created on a single shared disk, and the resource (ie, mount) name for this shared
disk will be "AdvancedCopy_Manager_DB". If multiple shared disks have been prepared for repository directories, perform the
same operation on all shared disks.

Register resource in User Service Group.

# hares -add AdvancedCopy_Manager _DB Mount STGMGRSRV

Place the resource into the enabled state.

# hares -nmodi fy AdvancedCopy_Manager DB Enabl ed 1

The mount pointer of aresourceis set up.

# hares -nodi fy AdvancedCopy_Manager _DB Mount Poi nt / ACVDB

Specify ablock device to be mounted. In this example, the block device of ashared disk is set to "/dev/dsk/c2t0d1s4".

# hares -nodi fy AdvancedCopy_Manager DB Bl ockDevi ce /dev/ dsk/ c2t0dls4

Specify afile system type for the shared disk. In this example, afile system typeis set to "vxfs'.

# hares -nodi fy AdvancedCopy_Manager DB FSType vxfs

Register alogical address.
However, when it is already set up in the User Service Group, it is not necessary to set up this resource.
In this example, aresource (ie, an IP address) name is set to "sybase ip".

A resourceis registered into a User Service Group.
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30.

31

32.

# hares -add sybase_ip | P STGVMGRSRV

Place the resource into the enabled state.

# hares -nmodify Sybase_ip Enabled 1

Specify adevice. In this example, adeviceis set to "hme0".

# hares -nmodify Sybase_ip Device hne0

Specify an address. In this example, an IP addressis set to "10.10.10.10".

# hares -nodify sybase_ip Address "10.10.10.10"

Specify the dependency of aresource.

# hares -1ink AdvancedCopy_Manager _appl AdvancedCopy_Manager DB
# hares -link AdvancedCopy_Manager _appl AdvancedCopy_Manager _nmount
# hares -1ink AdvancedCopy_Manager _appl sybase_ip

Reflect the VCS setting and set VCS into the read-only mode.

# haconf -dunmp -makero

Start the AdvancedCopy Manager and Transaction.

Start the new User Service Group or the User Service Group stopped in step 5.

Please refer to VERITAS Cluster Server User's Guide for the method of starting a User Service Group.

The example of starting the User Service Group by the command of VERITAS Cluster Server is as follows.

In this example, a User Service Group nameis set to "STGMGRSRV", and an active system node name is set to "nodel".

# hagrp -online STGMGRSRV -sys nodel

Back up the environment.
To guard against the possibility of accidental deletion or corruption of data, back up the following environments.
- Database

For a Storage Management Server transaction, refer to "Saving a database," in the "ETERNUS SF AdvancedCopy Manager
Operations Guide (Solaris)" and back up the created database area.

- Data on the shared disk for shared data
Use the OS command such as cp to back up the following directories on the shared disk for shared data:
- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/etc
- Mountpoint-of-shared-disk-for-AdvancedCopy-M anager-shared-data/var
Create an environment for a Storage Management Server transaction and a Storage Server transaction.

Usethe Web GUI of AdvancedCopy Manager to create an environment for a Storage M anagement Server transaction and a Storage
Server transaction.

If using a Storage Server transaction function in a Storage Management Server transaction, create an environment for the Storage
Server transaction.
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& Note

Create an environment for aStorage M anagement Server transaction and an environment for a Storage Server transaction by referring
to the "ETERNUS SF AdvancedCopy Manager Operator's Guide (Solaris)."

4.3 Customization for Solaris version Sun Cluster

This section explains how to customize Solaris version Sun Cluster.

Throughout this section, the primary node is the active node in the resource group that executes Storage Management Server transaction
and Storage Server transactions, and the secondary node is the standby node in the same resource group.

The secondary node shows the node which creates the environment of Storage Management Server transactions and Storage Server
transactions first in the standby nodes in this resource group.

4.3.1 Flow of Customizing

This section describes the flow of customization.

-81-



[Primary node]

Figure 4.3 Customization flow for Solaris version Sun Cluster
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4.3.2 Customization Procedure

To set up a Storage Management Server transaction and a Storage Server transaction, use the procedure below.

1. Restart the system.

Restart the primary and secondary nodes. If the system is restarted in an extension of the installation process of AdvancedCopy
Manager, proceed to step 2.

2. Check the preparations.
Check each item of "3.3 Confirmation of items" for the resource group to be set up.
3. Create and check the resource group

Check theresource group that addsthe Storage M anagement Server transactionsor Storage Server transactions. |f thereisno resource
group, create one.

Check the logical host name resources and shared address resources that belong to the resource group. If there are no resources,
create logical host name resources and add them to the resource group.

Create a shared disk SUNW.HA StoragePlus resource group for AdvancedCopy Manager, and add it to the resource groups.

& Note

- Theresource group must be a failover resource group.

- Theresource namefor the shared disk SUNW.HA StoragePl us resource for AdvancedCopy Manager must be STGMGR-DSK -
logical-node-name.

4. Stop transactions

Use the Sun Cluster functions to stop the targeted resource group.

Refer to the Sun Cluster manual for information on stopping resource groups.
5. Mount the shared disk on the primary node.

For a Storage Management Server transaction, mount the shared disk for AdvancedCopy Manager shared data (one partition). Also
mount the shared disk for the AdvancedCopy Manager repository (mount all shared disks where repository directories will be
created) on the primary node.

For Storage Server transaction, mount the shared disk for AdvancedCopy Manager shared data on the primary node.
6. Register port numbers

Use the service name shown below to register the port number for transaction communication daemon, prepared in advance, in /
etc/services. Use an OS command such asvi to register it in /etc/services.

- Transaction communication daemon: stgxfws_L ogical-Node-Name

Qn Note

Register the same port number on the primary node and all secondary nodes.

7. Execute the cluster setup command on the primary node.

For a Storage Management Server transaction, on the primary node execute the cluster setup command shown below after blocking
other users from accessing the shared disk for AdvancedCopy Manager shared data, and the shared disk for the AdvancedCopy
Manager repository. When this command is executed, a repository is created in addition to the cluster being set up. For more
information, see the chapter on database creation.

Example

# /[ opt/swstorage/ bin/stgclset_sun -k Primary -m/STGMGRDI SK -h stgnet -n nodeMCR -s
manager _service -i 10.10.10.10 -f nor
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& Note

For a Storage Management Server transaction to be performed, use the location that is specified when the Storage Management
Server isinstalled.

For Storage Server transaction, on the primary node, execute the following cluster setup command after blocking other users from
accessing the shared disk for AdvancedCopy Manager shared data:

Example

# /opt/swstorage/ bin/stgclset_sun -k Primary -m/STGAGTMNT -h stgnet -n nodeAGI -s
agent _service

Refer to "8.2.3 stgclset_sun (Solaris version Sun Cluster environment setup command)” for command details.
. Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction:

# [ opt/swstorage/ bin/stgclset_sun -k Primary -m/STGAGTMNT -h stgnet -n nodeMcR
-s nmanager _service -i 10.10.10.10 -f nor
AdvancedCopy Manager settings are as foll ows.

Cluster system: Sun Custer

Node type : Primary
| P Address : 10.10.10. 10
Mount poi nt .| STGAGTMNT
Node nane : nodeMGR
Service . manager service
Net wor k Resource : stgnet
Function : Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [defaul t:y]

For a Storage Server transaction:

# | opt/swstorage/bin/stgclset_sun -k Primary -m/STGAGTMNT -h stgnet -n nodeAGT
-s agent_service
AdvancedCopy Manager settings are as follows.

Cluster system: Sun Custer

Node type : Primary

Mount poi nt . | STGAGTWNT

Node nane : nodeAGT

Service . agent _service

Net wor k Resource: stgnet

Function . Server
Do you want to continue with setting of AdvancedCopy Manager cluster?
[defaul t:y]

To interrupt the cluster environment setting process, enter "n". To continue the setting process, enter "y" or press the Enter key.
For a Storage Management Server transaction, proceed to step 9.

For a Storage Server transaction, proceed to step 14.

. Start the creation of acommon environment for Storage Management Server transactions.

The initial window for setting the common environment opens. Confirm the displayed information, enter "y", and then press the
Enter key.



A conmmon environment for the AdvancedCopy Manager

St orage Managenment Server will be created.

[ Not es]

Prepare the following directories before starting processing.

1) Directory for the DB file

2) Directory for the RDB dictionary

3) Directory for the RDB log file

4) Directory for the DB space to store the repository data

Do you want to continue with processing? [y/n] ==>y

10. For a Storage Management Server transaction, specify the DB directory.

Thewindow shown below opens. Enter the directory name for the DB file system according to theinformation in [Notes], and press

the Enter key.

Enter the directory nane for the DB file.

[ Not es]
Enter the absolute path nanme of the directory.

Enter ==> / ACMVht/ Vol 202/ DBFi | e

A similar setting window opensfor input of thedirectory namesfor the RDB dictionary, RDB logfile, and DB spacewhererepository
datais stored. Enter a directory name for each item, and press the Enter key after each entry.

After setting up the directory name for DB space where repository data is stored, the setting window for inputting the size of

repository datais opened. Enter the size of repository data, and press the Enter key.

11. For a Storage Management Server transaction, check the DB directory settings.

Thefour directory names and the size of repository data specified in step 9 above are displayed. Confirm the displayed information,

enter "y", and press the Enter key.

Directory nane for the DB file .......... ... ... ... ... ... ..... / ACMVht / Vol 202/ DBFi | e
Directory nane for the RDB dictionary ...................... / ACMVht / Vol 203/ DBDi ¢
Directory nane for the RDB log file ...... ... ... ... ... ..... / ACMwnt / Vol 204/ DBLog
Directory nane for the DB space for saving repository data ..../ACMwnt/ Vol 205/ DBSpa
Repository data Size ....... ... 65MB

Okay? [y/n] ==>y

12. For a Storage Management Server transaction, confirm the continuation of processing.

After the window for confirming the continuation of processing opens, enter "y", and press the Enter key.

Creation of the AdvancedCopy Manager Storage managenent
server environment will start.

Once processing has started, systeminformation is rewitten.
Make sure that the environment allows execution
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13.

14.

15.

16.

17.

| bef ore proceedi ng. |

Do you want to continue with processing? [y/n] ==>y

For a Storage Management Server transaction, enter the repository access settings.

The window for setting AdvancedCopy Manager repository access opens. Enter a user name and then a password, and press the
Enter key.

El Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

For the sake of security, Fujitsu recommends ageneral user asthe user name, not aroot user which has frequent password changes.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

Enter the user nane and password for accessing
the repository of AdvancedCopy Manager.

[ Not es]
We recommend you to input a general user other than root.

User nane . acmnuser
Passwor d :
Passwor d( Re-enter)

Ln Note

If user settings were entered as shown above, and the user is deleted or the password is changed from the operating system, perform
the setup processing again. Refer to "User deletion or password change in repository access user settings' in the "ETERNUS SF
AdvancedCopy Manager Operator's Guide (Solaris)".

Finish the cluster setup command on the primary node.

The window indicating cluster setup command completion opens.

swstf 8100 The cluster setup of the primary node has been conpleted. Next, create the
cluster environnent of the secondary node.
#

Dismount the shared disks on the primary node.

For a Storage Management Server transaction, dismount the shared disk for AdvancedCopy Manager shared data and that for the
AdvancedCopy Manager repository on the primary node.

For a Storage Server transaction, dismount the shared disk for AdvancedCopy Manager shared data on the secondary node.
Mount the shared disks on the secondary node.

For a Storage Management Server transaction, mount the shared disk for AdvancedCopy Manager shared data and the shared disk
for the AdvancedCopy Manager repository on the secondary node.

For a Storage Server transaction, mount the shared disk for AdvancedCopy Manager shared data on the secondary node.
Execute the cluster setup command on the secondary node.

For aStorage Management Server transaction, onthe secondary node, executethe cluster setup command shown bel ow after blocking
other users from accessing the shared disk for AdvancedCopy Manager shared data and the shared disk for the AdvancedCopy
Manager repository. When this command is executed, a repository is created in addition to the cluster being set up. For more
information, see the chapter on database creation.

For a Storage Server transaction, on the secondary node, execute the following cluster setup command after blocking other users
from accessing the shared disk for AdvancedCopy Manager shared data:
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Example

# [ opt/swstorage/ bin/stgcl set_sun -k Secondary -m / STGVGRDI SK

Refer to "8.2.3 stgclset_sun (Solaris version Sun Cluster environment setup command)" for command details.

Qn Note

For a Storage Management Server transaction to be performed, use the location that is specified when the Storage Management
Server was installed.
18. Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction:

# [ opt/swstorage/ bin/stgcl set_sun -k Secondary -m /STGVGRDI SK

AdvancedCopy Manager settings are as follows.
Cluster system: Sun Custer

Node type Secondary

| P Address 10. 10. 10. 10

Mount poi nt / STGVGRDI SK

Node nane nodeMGR

Net wor k Resource: stgnet

Servi ce . manager service
Functi on Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

- For a Storage Server transaction:

# | opt/swstorage/ bin/stgcl set_sun -k Secondary -m / STGAGTMNT
AdvancedCopy Manager settings are as foll ows.

Cluster system:

Sun d uster

Node type Secondary
Mount poi nt | STGAGTWNT
Node nane nodeAGT
Service : agent _service
Net wor k Resource: stgnet

Functi on . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt the cluster environment setting process, enter "n". To continue the setting process, enter "y" or press the Enter key.
If the transaction is a Storage Management Server transaction, proceed to step 19.
If the transaction is a Storage Server transaction, proceed to step 20.

19. For Storage Management Server transactions, confirm the continuation of processing.

The window for confirmation of continuation opens. Enter "y", then press the Enter key.

Creation of the AdvancedCopy Manager Storage management
server environment will start.

Once processing has started, systeminformation is rewitten.
Make sure that the environment allows execution
bef ore proceedi ng.
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Do you want to continue with processing? [y/n] ==>y

20. Finish the cluster setup command on the secondary node.

The window indicating cluster setup command completion opens.

swstf 8101 The cluster setup of the secondary node has been conpl et ed
#

21. Unmount the shared disks on the secondary node.

For a Storage Management Server transaction, unmount the shared disk for AdvancedCopy Manager shared data and the shared
disk for the AdvancedCopy Manager repository on the secondary node.

For a Storage Server transaction, unmount the shared disk for AdvancedCopy Manager share data on the secondary node.
22. Check the resource group resources.

Check that the following resource has been registered:

AdvancedCopy Manager application resource (resource name: STGMGR-APP-logical-node-name)
23. Start AdvancedCopy Manager and the Transaction.

Use the Sun Cluster functions to start the resource group that was stopped in Step 4.

Refer to the Sun Cluster manual for information on starting resource groups.
24. Back up the environment.

As asafeguard against |oss of data, back up the following environments.

- Database

For a Storage Management Server transaction, refer to "Saving a database" in the "ETERNUS SF AdvancedCopy Manager
Operations Guide (Solaris)" and back up the database area that was created.

- Data on the shared disk for AdvancedCopy Manager shared data

Use an OS command such as cp to back up the following directories on the shared disk for AdvancedCopy Manager shared
data:

- Mountpoint-of -shared-di sk-for-AdvancedCopy-M anager-shared-data/etc
- Mountpoint-of -shared-di sk-for-AdvancedCopy-M anager-shared-data/var
25. Create an environment for Storage Management Server transactions and Storage Server transactions.

Use the Web GUI of AdvancedCopy Manager to create an environment for Storage Management Server transactions and Storage
Server transactions.

If only one server is used for Storage Management Server transactions and Server storage transactions, you should also create a
Storage Server transaction environment.

& Note

Create an environment for Storage Management Server transactions and an environment for Storage Server transactions by referring
to the "ETERNUS SF AdvancedCopy Manager Operator's Guide (Solaris)."

4.4 Customization for Linux version PRIMECLUSTER

This section explains how to customize the Linux version PRIMECLUSTER.

The primary node is an active node in a userApplication performing Storage Management Server transactions, and the secondary node is
the standby node in the same group.
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The secondary node A is the node which creates the environment of Storage Management Server transactions and Storage Server
transactionsfirst in the secondary nodesin this userApplication. The secondary node B is the remaining standby node and is not the active
node in this userApplication.

The customizing work of the primary node and secondary node A is executed as a 1:1 standby system, mutual standby system, and n:1
standby system.

The customizing work of the primary node, secondary node A and secondary node B is executed as a cascade topology system and priority
transfer system.

Example:

When creating a cascade with three sets of nodes, one set isa primary node, one set is the secondary node A, and one set is the secondary
node B. When creating a cascade with four sets of nodes, one set is a primary node, one set is the secondary node A, and two other sets
are the secondary node B.

4.4.1 Flow of Customizing

This section describes the flow of customization.
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Figure 4.4 Customization flow for Linux version PRIMECLUSTER
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4.4.2 Customization Procedure

To set up a Storage Management Server transaction and a Storage Server transaction, use the following procedure:

1

Restart the system.

If the system is restarted as an extension of the installation process of AdvancedCopy Manager, proceed to step 2.
Check the preparations.

Check each item of "3.3 Confirmation of itemss," for the userApplication to be set up.

Mount the shared disk on the primary node.

For a Storage Management Server transaction, mount the shared disk for AdvancedCopy Manager shared data and that for the
AdvancedCopy Manager repository on the primary node.

For a Storage Server transaction, mount the shared disk for shared data on the primary node.
Stop the userApplication.

To add a Storage Management Server transaction and a Storage Server transaction to an existing userApplication, use the RMS
Wizard to stop the applicable userApplication.

Register port number

Register the port number for the transaction communication in /etc/services. Use an OS command such as vi to register it in /etc/
services.

- Transaction communication daemon: stgxfws_L ogical-Node-Name

L:n Note

Register the same port number on the primary node and the secondary node.

Execute the cluster setup command on the primary node.

For a Storage Management Server transaction, on the primary node, execute the cluster setup command shown below after blocking
other users from accessing the shared disk for shared data and that for the repository. When this command is executed, arepository
is created in addition to the cluster being set up. For more information, see the chapter on database creation.

- If status transition procedure resources are used:

Example

# [ opt/swstorage/bin/stgclset_|Ixprm-k Primary -m/STGVGRDI SK -n nodeMGR -s
manager _service -i 10.10.10.10 -f nor

- If command line resources are used:

Example

# | opt/swstorage/ bin/stgclset_|xprm-k Primary -m/STGVGRDI SK -n nodeMGR -s
manager _service -i 10.10.10.10 -f nmgr -r cnd

Ln Note

- For a Storage Management Server transaction to be performed, use the same location specified during Storage Management
Server installation.

- In combined operation with the scalable class, the |P address for a Storage Management Server transaction specified with the -
i option must bethe"takeover | Paddressfor AdvancedCopy Manager" prepared for the Storage Management Server transaction.
Do not specify the logical | P address of the transaction in the scalable class.
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For a Storage Management Server transaction, on the primary node, execute the following cluster setup command after blocking
other users from accessing the shared disk for shared data:

- If status transition procedure resources are used:

Example

# | opt/swstorage/bin/stgclset_|Ixprm-k Primary -m/CTTEST3 -n nodeAGT -s
agent _servi ce

- If command line resources are used:

Example

# [ opt/swstorage/ bin/stgclset_Ixprm-k Primary -m/CTTEST3 -n nodeAGT -s
agent _service -r cnd

Refer to "8.2.4 stgclset_|xprm (Linux version PRIMECLUSTER environment setup command)" for command details.
7. Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction (using status transition procedure resources):

# [ opt/swstorage/ bin/stgclset_|Ixprm-k Primary -m/STGVGRDI SK -n nodeM3R -s
manager _service -i 10.10.10.10 -f ngr
AdvancedCopy Manager settings are as follows.

Cluster system: PRI MECLUSTER
Node type Primry

| P Address 10. 10. 10. 10

Mount poi nt / STGVGRDI SK

Node nane nodeMER

Service manager _service
Resour ce Procedure

Functi on Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

- For a Storage Server transaction (using command line resources):

agent _service -r cnd

# | opt/swstorage/bin/stgclset_|xprm-k Primary -m/CTTEST3 -n nodeAGT -s

AdvancedCopy Manager settings are as follows.

Cluster system: PRI MECLUSTER
Node type Primry

Mount poi nt / CTTEST3

Node nane nodeAGT
Service agent _servi ce
Resour ce CndLi ne
Function Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.

If the transaction is the Storage Management Server transaction, proceed to step 8.

If the transaction is the Storage Server transaction, proceed to step 13.

8. Start the creation of a common environment for Storage Management Server transactions.

Theinitial window for setting the common environment opens. Confirm the displayed information, enter "y", and press the Enter

key.
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A conmmon environment for the AdvancedCopy Manager

St orage Managenment Server will be created.

[ Not es]

Prepare the following directories before starting processing.

1) Directory for the DB file

2) Directory for the RDB dictionary

3) Directory for the RDB log file

4) Directory for the DB space to store the repository data

Do you want to continue with processing? [y/n] ==>y

9. For a Storage Management Server transaction, specify the DB device.

Thewindow shown below opens. Enter the directory name for the DB file system according to theinformation in [Notes], and press

the Enter key.

Enter the directory nane for the DB file.

[ Not es]
Enter the absolute path nanme of the directory.

Enter ==> / ACMVht/ Vol 202/ DBFi | e

A similar setting window opens for input of the directory names for the RDB dictionary, RDB log file, and the DB space where
repository datais stored. Enter adirectory name for each item, and press the Enter key after each entry.

After setting up the directory name for DB space where repository data is stored, the setting window for inputting the size of

repository datais opened. Enter the size of repository data, and press the Enter key.

10. For a Storage Management Server transaction, check the DB directory settings.

Thefour directory names and the size of repository data specified in step 9 are displayed. Confirm the displayed information, enter

"y", and press the Enter key.

Directory nanme for the DB file .......... ... ... ... ... ... .... / ACMVht / Vol 202/ DBFi | e
Directory nane for the RDB dictionary ...................... / ACMnt / Vol 203/ DBDI ¢
Directory nane for the RDB log file ...... ... ... ... ... ..... / ACMnt / Vol 204/ DBLog
Directory nane for the DB space for saving repository data ...... / ACMwnt / Vol 205/ DBSpa
Repository data Size ............ ... 65MB

Okay? [y/n] ==>y

11. For a Storage Management Server transaction, confirm the continuation of processing.

After the window for confirming the continuation of processing opens, enter "y", and press the Enter key.

Creation of the AdvancedCopy Manager Storage nmanagenent
server environment will start.

Once processing has started, systeminfornation is rewitten.
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| Make sure that the environnent allows execution |
| bef ore proceedi ng. |
| |

Do you want to continue with processing? [y/n] ==>y

12. For a Storage Management Server transaction, perform the repository access settings.

The window for setting repository access opens. Enter a user name and password, and press the Enter key.

E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

For security reasons, it is recommended to log on as a general user and not a root user which has frequent password changes.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

Enter the user nane and password for accessing
the repository of AdvancedCopy Manager.

[ Not es]
W recommend you to input a general user other than root.

User nane . acmnuser
Passwor d :
Passwor d( Re-ent er)

L:n Note

If user settings were entered as shown above, and the user is deleted or the password is changed from the operating system, perform
the setup processing again. Refer to "User deletion or password change in repository access user settings' in the "ETERNUS SF
AdvancedCopy Manager Operator's Guide (Linux)".

13. Finish the cluster setup command on the primary node.

The window indicating password registration and cluster setup command completion opens.

swst f8100 The cluster setup of the primry node has been conpleted. Next, create the
cluster environment of the secondary node.
#

14. Dismount the shared disks on the primary node.

For a Storage M anagement Server transaction, dismount the shared disk for shared dataand the onefor the repository on the primary
node.

For a Storage Server transaction, dismount the shared disk for shared data on the primary node.
15. Mount the shared disks on the secondary node A.

For a Storage Management Server transaction, mount the shared disk for shared data and the one for the repository on the secondary
node A.

For a Storage Server transaction, mount the shared disk for shared data on the secondary node A.
16. Execute the cluster setup command on the secondary node A.

For a Storage Management Server transaction, on the secondary node A, execute the cluster setup command shown below after
blocking other users from accessing the shared disk for shared data and that for the repository. When this command is executed, a
repository is created in addition to the cluster being set up. For more information, see the chapter on database creation.

For a Storage Server transaction, on the secondary node A, execute the following

Cluster setup command after blocking other users from accessing the shared disk for shared data:



Example

# [ opt/swstorage/ bin/stgcl set_| xprm -k Secondary -m /STGVGRDI SK

Refer to "8.2.4 stgclset_|xprm (Linux version PRIMECLUSTER environment setup command)" for command details.

Qn Note

For a Storage Management Server transaction to be performed, use thelocal e that is specified when the Storage Management Server

isinstalled.

17. Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the

Enter key.

- For a Storage Management Server transaction:

# [ opt/swstorage/ bin/stgcl set_| xprm -k Secondary -m /STGVGRDI SK
AdvancedCopy Manager settings are as follows.

Cluster system: PRI MECLUSTER
Node type Secondary

| P Address 10. 10. 10. 10

Mount poi nt / STGMCGRDI SK

Node nane nodeMER

Service manager _servi ce
Resour ce Procedure
Function Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

- For a Storage Server transaction:

# | opt/swstorage/ bin/stgcl set_| xprm -k Secondary -m /CTTEST3
AdvancedCopy Manager settings are as foll ows.

Cluster system: PRI MECLUSTER
Node type Secondary
Mount poi nt | CTTEST3

Node nane nodeAGT
Service agent _service
Resour ce CrdLi ne
Functi on Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [defaul t:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.

If the transaction is the Storage Management Server transaction, proceed to step 18.

If the transaction is the Storage Server transaction, proceed to step 19.

18. Start the creation of acommon environment for AdvancedCopy Manager management server transactions.

After the window for confirming the continuation of processing opens, enter "y", and press the Enter key.

Creation of the AdvancedCopy Manager Storage nmanagenent
server environnent will start.

Make sure that the environment allows execution
bef ore proceeding.

| |
| |
| |
| |
| Once processing has started, systeminformation is rewitten.|
| |
| |
| |
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19.

20.

21.

22.

23.

Do you want to continue with processing? [y/n] ==>y

Finish the cluster setup command on the secondary node A.

The window indicating cluster setup command compl etion opens.

swst f 8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disks on the secondary node A.

For a Storage Management Server transaction, dismount the shared disk for shared dataand that for the repository on the secondary
node A.

For a Storage Server transaction, dismount the shared disk for share data on the secondary node A.

If the system isthe 1:1 standby system, the Mutual standby system and the n:1 standby system, proceed to step 28.
If the system is a Cascade topology or Priority transfer, proceed to step 21.

Mount the shared disks on the secondary node B.

For a Storage Management Server transaction, mount the shared disk for shared data and that for the repository on the secondary
node B.

For a Storage Server transaction, mount the shared disk for shared data on the secondary node B.

gn Note

When there are two or more secondary nodes B, Step 21 to Step 27 is processed by all the secondary nodes B.

Execute the cluster setup command on the secondary node B.

For a Storage Management Server transaction, on the secondary node B, execute the cluster setup command shown below after
blocking other users from accessing the shared disk for shared data and that for the repository. When this command is executed, a
repository is created in addition to the cluster being set up. For more information, see the chapter on database creation.

For a Storage Server transaction, on the secondary node B, execute the following cluster setup command after blocking other users
from accessing the shared disk for shared data:

Example

# [ opt/swstorage/ bin/stgcl set_| xprm -k Secondary -m /STGVGRDI SK

Refer to "8.2.4 stgclset_|xprm (Linux version PRIMECLUSTER environment setup command)" for command details.

gn Note

For a Storage Management Server transaction to be performed, use the location that is specified when the Storage Management
Server isinstalled.
Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

- For a Storage Management Server transaction:

# | opt/swstorage/ bin/stgclset_| xprm-k Secondary -m /STGVCGRDI SK
AdvancedCopy Manager settings are as follows.

Cluster system: PRI MECLUSTER

Node type : Secondary
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| P Address :10.10.10.10

Mount poi nt ;| STGVGRDI SK

Node nane : nodeMGR

Service . manager _service
Resour ce : Procedure
Function : Managenent Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

For a Storage Server transaction:

# [ opt/swstorage/ bi n/stgcl set_| xprm -k Secondary -m/CTTEST3
AdvancedCopy Manager settings are as foll ows.
Cluster system: PRI MECLUSTER

Node type : Secondary
Mount poi nt . /| CTTEST3

Node nane : nodeAGT

Servi ce . agent_service
Resour ce : OndlLi ne
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
. Check the addition of a secondary node.

The window for confirming the addition of a secondary node is displayed.

After confirmation of a cascade, "y" isinputted and the Enter key is pushed.

Secondary node is already setup in another node.
The nunber of secondary nodes : 1
Do you want to setup new secondary node? [default:n] y

The number of secondary nodes already set up is outputted to "The number of secondary nodes."
If the transaction is the Storage Management Server transaction, proceed to step 25.
If the transaction is the Storage Server transaction, proceed to step 26.

QJT Note

The default valueis"n." "n" means cancellation of processing.

. Start the creation of acommon environment for AdvancedCopy Manager management server transactions.

Theinitial window for setting the common environment opens. Confirm the displayed information, enter "y", and press the Enter
key.

Creation of the AdvancedCopy Manager Storage management
server environment will start.

Once processing has started, systeminformation is rewitten.
Make sure that the environnent allows execution
bef ore proceedi ng.

Do you want to continue with processing? [y/n] ==>y
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26.

27.

28.

Finish the cluster setup command on the secondary node B.

The window indicating cluster setup command completion opens.

swst 8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disks on the secondary node B.

For a Storage Management Server transaction, dismount the shared disk for shared dataand that for the repository on the secondary
node B.

For a Storage Server transaction, dismount the shared disk for share data on the secondary node B.

Ln Note

When any secondary nodes B remain (those that haven't performed Step 21 to Step 27), perform from Step 21 in the nodes. When
operation from Step 21 to Step 27 is completed for all secondary nodes B, go to Step 28.

Create the userApplication and resources.

On both the primary node and the secondary node, set up "logical | P takeover of the NIC switching mode" of GLS. When using the
existing GLS, this setup of GLS is unnecessary.

On either the primary node or the secondary node, use the RMS Wizard to create a userApplication and the following resources.
- GDSresource

For a Storage Management Server transaction, register the class of the shared disk for shared data and the class of the shared
disk for the repository.
For a Storage Server transaction, register the class of the shared disk for shared data.

- Fsystem resource

For Storage Management Server transaction, register the mount point of the shared disk for shared data and the mount point of
the shared disk with the directory for the repository.

For Storage Server transaction, register the mount point of the shared disk for shared data.
- GLSresource
Thisresourceis not necessary if a GLS resource has already been created by the applicable userApplication.
- Procedure resource
Specify if procedure resources are used.
Register "SMGRPROC_L ogical-Node-Name" into an Application class.
- Command line resource
Specify if command line resources are used.
Set the following values in each of the command line resource parameters:
- Start script
/opt/FISV swstf/cluster/clproc/acm_|ogical-node-name start
- Stop script
/opt/FISV swstf/cluster/clproc/acm_|ogical-node-name stop

gn Note

- For information on how to set GLS, refer to "PRIMECLUSTER Installation and Administration Guide" and either
"PRIMECLUSTER Global Link Services Configuration and Administration Guide (Redundant Line Control Function)"or
"PRIMECLUSTER Global Link Services Configuration and Administration Guide (Multipath Function)”.
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- For information on how to create resources and userApplicationswith PRIMECLUSTER, see"Appendix B Creating Resources
and userApplications with Linux version PRIMECLUSTER".

- Thecluster setup command (8.2.4 stgclset_Ixprm (Linux version PRIMECLUSTER environment setup command)) has already
made the preparatory settings (ie, creating a state transition procedure and storing resources in the resource database) that are
defined to set PRIMECLUSTER procedure resources.

- Do not specify anything in the command line resource check script.

29. Start the userApplication and the AdvancedCopy Manager.
Use the RMS Wizard to start the new userApplication or the userApplication stopped in step 4.
30. Back up the environment.
To guard against accidental deletion or corruption of data, back up the following environments.
- Database

For a Storage Management Server transaction, refer to "Saving a database," in the "ETERNUS SF AdvancedCopy Manager
Operations Guide (Linux)", and back up the created database area.

- Data on the shared disk for shared data
Use the OS command such as cp to back up the following directories on the shared disk for shared data:
- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/etc
- Mountpoint-of-shared-disk-for-AdvancedCopy-M anager-shared-data/var
31. Create an environment for a Storage Management Server transaction and a Storage Server transaction.

Usethe Web GUI of AdvancedCopy Manager to create an environment for a Storage Management Server transaction and a Storage
Server transaction.

In the case of a Storage Management Server transaction that acts as a Storage Server transaction, also create an environment for the
Storage Server transaction.

& Note

Refer to the "ETERNUS SF AdvancedCopy Manager Operator's Guide (Linux)", and create the environment for a Storage
Management Server transaction and a Storage Server transaction.

4.5 Customization for Windows version MSCS/WSFC

This section explains how to customize Windows version MSCS or WSFC.

The primary node is an active node in a cluster service (userApplication) performing Storage Management Server transactions, and the
secondary node is the standby node in the same group.

The secondary node A shows the node which creates the environment of Storage Management Server transactions and Storage Server
transactions first in the secondary nodes in this cluster group. The secondary node B shows the remaining secondary nodesin this cluster

group.

The customizing work of a primary node and a secondary node A is executed as a 1:1 standby system, a mutua standby system, and an
n:1 standby system.

The customizing work of a primary node, secondary node A and a secondary node B is executed s a cascade topology system.
Examples:

When creating a cascade with three sets of nodes, one set is a primary node, one set is the secondary node A, and one set is the secondary
node B.

When creating a cascade with four sets of nodes, one set isa primary node, one set is the secondary node A, and the two other sets are the
secondary node B.
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& Note
In any of the following cases, set the firewall function by referring to "Notes on installation,” in the "ETERNUS SF AdvancedCopy
Manager Installation Guide":

* When Windows Server 2003 Service Pack 1 isapplied

* Windows Server 2003 R2

* Windows Server 2008

* Windows Server 2008 R2

4.5.1 Flow of Customizing

This section describes the flow of customization.

Figure 4.5 Customization flow for Windows version MSCS or WSFC
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45.2 Customization Procedure

To set up a Storage Management Server transaction and a Storage Server transaction, use the procedure below.

E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

Please record the logon user who executes the customi zation procedure of Storage Management Server transaction.
Thislogon user is needed for the deletion of Storage Management Server transaction.

The deletion of Storage Management Server transaction may be failed, when the deletion of it isexecuted by auser different from the user
who executed the customization.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

QJ] Note
* The "Computer Browser service" Windows service must be activated if a user belonging to the Administrators domain wants to
perform customization for the Windows version of MSCS/WSFC.
* Executing this process with the service listed below must be paid attention.
- Terminal service (viaaremote desktop connection)

If the Storage Management Server is running on Windows Server 2003, the Terminal Service must be used by making a console
session connection to it. Refer to the following link for information on how to make console session connections:
http://support.microsoft.com/kb/947723

http://support.microsoft.com/kb/278845

Do not use service listed below, asit will not work properly.

- Telnet server service

E) Point

© 00 0000000000000 00000000000000000000000000000000000000000000CO0C0C0COCOCOCOCOCEOCOCOCOCOCOCOCOCOCOCO00C000000000000000G0S

When executing the cluster setup on the following environment, refer to "Appendix D Setup procedures on Windows Server 2008 x64".
* The operating system is either of the following.
- Windows Server 2008 x64 Edition
- Windows Server 2008 R2
* The either of the following AdvancedCopy Manager isinstalled.
- Manager

-101-


http://support.microsoft.com/kb/947723
http://support.microsoft.com/kb/278845

- Agent that was installed by non-checking the check box of the following window, displayed during the installation.

ETERNUS SF AdvancedCopy Manager 14.1 s x|

Please turn on the check box, when you use The Exchange server
2007 linkage and online backup function.

The Exchange server 2007 linkage and online backup function is
used.

I

0Ok Cancel

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

1. Reactivate the primary node.
Resactivate the primary node. If the system has been reactivated as an extension of AdvancedCopy Manager installation, go to the
step 2.

2. For a Storage Management Server transaction, cancel the process of setting the database information.
When the following window is displayed, click the [Cancel] button.

Databasze creation location and database size settings E

Specify a folder in which the database is to be created and the size of the database.

—Database creation folder
DB log file storage location

—Database size

DB dictionary file storage location

Repository database space storage location

L L

& Default size [65 MB): ¢ Direct input |55 MB
| Continue I Cancel

3. Offline group as required.

To add Storage Management Server transactions and a Storage Server transaction to an existing cluster group, switch the cluster
group offline using the cluster administrator. This step is not required if anew cluster group is being created.

For a Storage Management Server transaction, leave the shared disk for shared data and the shared disk for the repository online.
For a Storage Server transaction, leave the shared disk for shared data online.
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For information on how to stop the cluster group and how to vary the shared disk online, refer to the Microsoft(R) Cluster Service/
Windows Server(R) Failover Clustering manuals.

4. Acquire the ownership rights on Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering.

Acquire the ownership rights for the Quorum disk and the shared disk used by AdvancedCopy Manager and the ownership rights
for the cluster group on the primary node using the cluster administrator. For information about how to acquire ownership rights,
refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering manuals.

5. Execute the cluster setup command.

Execute the following cluster setup command on the primary node:

Program di rect ory\ bi n\ st gcl set _nscs

6. Select the node type and shared disk.
Theinitial window of the cluster setup command is displayed.

AdvancedCopy Manager Cluster Setup Tool

Semver Type: Storage M anagement Server

Made Tupe: IF'rimar_l,l Maode j
Phyzizal Disk Resource: i

Drive: R

Required Dizk Space: 1024 kbyptes
Free Dizk Space: 4153736 kbytes

(] I Cancel

Each item is explained below. Make the required entries and then click the [OK] button.
- Server Type
Confirm that the server is a" Storage Management Server" or a " Storage Server."
- Node Type
Select "Primary Node."
- Physical Disk Resource
Select the resource for the shared disk used for shared data that was prepared in 3.3 Confirmation of items."
- Drive
The drive letter corresponding to the physical disk resource is displayed.
- Required Disk space

The minimum disk size required for the shared datais displayed. Use the calculated shared disk size for the required disk size.
Make sure that there is enough free space.

- Free Disk Space
The amount of free disk space of the specified driveis displayed.
7. Set the cluster information for the primary node.

The setting window of the cluster setup command is displayed.
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- For a Storage Management Server transaction:

AdvancedCopy Manager Cluster Setup Tool |

Server Type: Storage Management Server
Mode Tupe: Prirmarny Mode

Crrive: R

Logical Hode Mame: Inu:u:lemgr

Service Mame: I.-'i'-.EMM GR

Cluzter Mame: |stgmgrcl

— IF Addrez= Information:

IP Address: |1IZI.‘IIZI.‘IIZI.1IZI
% Create Mew IP Address Resource

subnet Mask: |255.255.255.EI
Metwork Name: |ACMMGRNET

E sternal Cannection M etwark: ; II-:u:aI
™ A existing IP address resource will be ueed

|F Address Resource: |

¥ Storage Management Server Operatior

(] I Cancel
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- For a Storage Server transaction:

AdvancedCopy Manager Cluster Setup Tool |

Server Type: Storage Server
Mode Tupe: Prirmarny Mode
Crrive: &

Logical Hode Mame: Inu:udeagt
Service Mame: I.-'i'-.EM.-’-'-.GT
Cluzter Mame: |stgmgrcl

— IF Addrez= Information:

IP Address: |1EI.‘IEI.‘IEI.11
% Create Mew IP Address Resource

subnet Mask: |255.255.255.EI
Metwork Name: [ACMAGTHET

E sternal Cannection M etwark: ; II-:u:aI
™ A existing IP address resource will be ueed

|F Address Resource: |

I™| Starage M anagement Senven I peration

Cancel |

Each item is explained below. Make the required entries and then click the [OK] button.
- Server Type
Confirm that the server is a" Storage Management Server" or a"Storage Server."
- Node Type
Confirm that the node is"Primary Node."
- Drive
The drive letter corresponding to the physical disk resourceis displayed.
- Logical Node Name
Enter the logical node name as defined in "3.3 Confirmation of items."
- Service name
Enter the service name as defined in "3.3 Confirmation of items."
- Cluster Name
Enter the cluster name as confirmed in "3.3 Confirmation of items."
- IPAddress
Enter the logical 1P address as defined in "3.3 Confirmation of items.”
- Create New |P Address Resource

If the IP address entered above is a new | P address, select this button. Enter information for the following three items only if
this button has been selected.
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- Subnet Mask
Enter the subnet mask of the |P address entered above.
- Network Name
Enter the network name as prepared in " 3.3 Confirmation of items.”
- External Connection Network
Enter the external connection network name as confirmed in 3.3 Confirmation of items.”
- Anexisting | P address resource will be used

If the |P address entered above is an | P address inherited from an existing cluster group, select this button. Enter information
for the following item only if this button has been selected.

- |P Address Resource
Enter the I P address resource confirmed in "3.3 Confirmation of items."
- Storage Management Server Operation

For a Storage Management Server transaction, select thisitem. If thisitem is not selected, settings are made for Storage Server
transactions.

8. Set the port number and service.

The [Port Number and Service Setting and Release Command setting] window is displayed. If the port number and service has
aready been set, this window does not display.

Port Number and Service Setup and Release Commmand |

To create a cluster environment, create a service for the
AdvancedCopy Manager logical node [nodemar).
Specify a paszword specified when AdvancedCopy banager was

inztalled
Account Mame:; acmuzer
Pazsward: E—

A part number iz required for a AdvancedCopy Manager lagical
hiode [hodemar).
Specify a port number to be wzed for the following service.

Communication Service: 11000

Cancel |

Each item is explained below. Make the required entries and then click the [OK] button.
- Account Name
The account name entered when AdvancedCopy Manager was installed is displayed.
- Password
Enter the password entered when AdvancedCopy Manager was installed.
- Communication Service

Enter the port number for the transaction communication service as defined in "3.3 Confirmation of items".
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9. The port number and service settings have been completed.

AdvancedCopy Manager Port Humber and Service Setup and Release Command:  [E4

@ The port number and service setup processing has been completed.

Click the [OK] button.
If the transaction is the Storage Management Server transaction, proceed to step 10.
If the transaction is the Storage Server transaction, proceed to step 16.

10. For a Storage Management Server transaction, set the database information.

When the [ Database creation | ocati on and database si ze settings] window isdisplayed, change the displayed information asrequired,
and click the [Continug] button. If one shared disk is used for the repository and shared data, specify the drive selected initem 6 as
the database creation folder. Finally, be sure that you create a database on the shared disk.

Database creation location and database size settings : x|

Specifty a folder in which the database is to be created and the size of the database.

—Database creation folder
DB log file storage location

IK:'-,shurswstI’-,Lug

DB dictionary file storage location
[K:stwswstiDic

Repository database space storage location

IK:'-,sh-;swstﬁSpa

NN

—Database size

& Default size [65 MB) ¢ Direct input |55 MB
........ Continae Cancel

- Database creation folder

Enter the folder name where each database will be stored. Specify the absolute path name including the drive name. The folder
name specified here must be a new NTFS folder. If the specified folder has been formatted by any other system or if it isan
existing folder, change it to another folder name.

- Database size

Specify the database size in MB. Use the value calculated by referring to "Repository” in the "ETERNUS SF AdvancedCopy
Manager Installation Guide." If you want to use the default value, check the [Default size] button.

11. For a Storage Management Server transaction, set the database access user.

Enter the user name and password of the user who will access the database. After entering the information, click the [Settings]
button. The IP address entered in the cluster setup command window is displayed in the IP addressfield of the Storage Management
Server. This | P address cannot be changed.
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IP address and repository access user settings Ed |

Specify the IP address of the Storage management server.
IP address

| 10 . 10 . 10 . 10

Specify the name of a user who will access the repository and a password.

—~Repository access user

User Iacmusar

Password I“““““

Cancel

These are the following conditions for the specification of User and Password.

- A user name and password that can be specified in the operating system

L:n Note

If user settings were entered as shown above, and the user is deleted or the password is changed on the operating system, perform

the setup processing again. Refer to "User deletion or password change in repository access user settings' in the "ETERNUS SF
AdvancedCopy Manager Operator's Guide (Windows)".

. For a Storage Management Server transaction, confirm the setting information.

When the setting information for the database is displayed, confirm the displayed information and click the [Start] button.
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Checking the processing E |

AdvancedCopy Manager setup will start.

Settings:

DB log file storage location:
KAstwswstfil og

DB dictionary file storage location:
KAsfwswstiDic

Repository database space storage location:

KAstwswsti\Spa
Database size:
E5MB
IP address of the Storage management server:
10.10.10.10
Hepository access user name:
acmuser
Repository access user password:
TR,

Cancel |

13. For a Storage Management Server transaction, the DB Setup processing started.

DB zetup

|Executing DB setup

Executing setup of the operating environment

Setup of the operating environment Ei |

Defining SymfoWARE/RDB and the RDA-5Y
_  service

| Cancel I

14. For a Storage Management Server transaction, the DB Setup processing is completed.
The DB Setup completion window is displayed; click the [Close] button.
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DBrowp

|Executing DB setup

DB setup was completed.

| Close I

15. The cluster setup of the primary node has been completed.

16.

17.

18.

When the cluster setup completion window is displayed, click the [OK] button. Continue by setting up the secondary node.

AdvancedCopy Manager Cluster Setup Tool Ed

awztfB100 The cluster zetup of the primany node hazs been completed. Mext, create the cluzter environment of the
gecondary node.

For Storage Management Server transaction, move the disk resource as required.

If the shared disk for the repository and the shared disk for shared data are separate, use the cluster administrator to move the disk
resource on the shared disk for the repository to the cluster group. For information about how to move adisk resource, refer to the
Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering manuals.

Reactivate the secondary node A.
If the system has been reactivated as an extension of the AdvancedCopy Manager installation process, go to the step 19.
For a Storage Management Server transaction, cancel the process of setting the database information.

When the following window is displayed, click the [Cancel] button.
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Databasze creation location and databasze zize settings

Specify a folder in which the database is to be created and the size of the database.

Database creation folder
DB log file storage location

Database size

 Default size [65 MBJ: " Direct input ME

DB dictionary file storage location

Repository database space storage location

NN

| Continue | Cancel

19. Acquire cluster group ownership by using the secondary node A.

Acquire the ownership rights for cluster group on the secondary node A. For information about how to acquire ownership rights,
refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering manuals.

20. Execute the cluster setup command.

Execute the following cluster setup command on the secondary node:

Program directory \bin\stgclset_nscs

21. Select the node type and shared disk.

The initial window of the cluster setup command is displayed.

AdvancedCopy Manager Cluster Setup Tool

Server Type: Storage M anagement Server

Mode Tope: | Secondany Mode ﬂ
Phyzizal Disk Resource:

Drrivve: R

Required Dizk Space: 1024 kbptes
Free Dizk Space: 3931148 kbytes

] | Cancel

Each item is explained below. Make the required entries and then click the [OK] button.
- Server Type

Confirm that the server is a" Storage Management Server" or "a Storage Server."
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- Node Type

Select "Secondary Node."
- Physical Disk Resource

Select the resource of the shared disk used for shared data. Select the same resource as the one selected for the primary node.
- Drive

The drive letter corresponding to the physical disk resource is displayed.
- Required Disk Space

The minimum disk size required for the cluster environment is displayed.
- Free Disk Space

The amount of free disk space in the specified drive is displayed.

22. Set the cluster information for the secondary node A.

The values set for the primary node are displayed in the cluster setup command setting window (Only the node type needs to be
changed to secondary node.). After confirming each item, click the [OK] button.

- For a Storage Management Server transaction:

AdvancedCopy Manager Cluster Setup Tool |

Server Type: Storage Management Server
Mode Type: Secondary Mode

Drivve: R

Logical Hode Mame: |n|:u:|emgr

Service Mame: |.-'-‘-.EMMI3H

Cluster Mame: Istgmgrcl

— |P Addresz |Information;

IF Address: I'IEI.'ID.'ID.'ID
% [Ereate Mew B &ddess Fesoumce

Subnet Mask: IEEE.EEE.EEE.D
Metwark Mame: [ACMMGRNET
E =ternal Connection Metwork, ; |I|:u:al

= Ao existing | P address resaurce will be weed

|P Address Resource: I

¥ | Starage kM anagement Senven D peratian

Cancel |
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- For a Storage Server transaction:

AdvancedCopy Manager Cluster Setup Tool

Server Tyupe: Storage Server
Mode Type: Secondamy Hode
Drrivve: &

Logical Mode Mame: Inu:udeagt
Service Mame: I.-'l'-.EM.-’-'-.GT
Cluzter Mame: |stgmgn:l

— |P Addresz Information:

IF Address: |‘IEI.‘IIZI.1IZI.11
%] Create Wew [Piéddiess Besourze

Subret Mask: |255.255.255.EI
Metwork Mame: [ACMAGTHET
E sternal Connection Metwark : II::u:aI

01 fory evisting | P address resouree will be weed

|F Address Resource: |

I™| Starage M anagement Senven Hperatiorn

Cancel |

23. Set the port number and service.

The [Port number and Service Setup and Release Command] window is displayed. If a port number and service has already been
set, this window does not display. Except for the password, the same values as those set for the primary node are displayed.

Port Number and Service Setup and Release Commmand |

To create a cluster environment, create a service for the
AdvancedCopy Manager logical node [nodemar).

Specify a paszword zpecified when AdvancedCopy Manager was
inzhalled

Account M anme; ACILEEr

EEREREEETTY

FPaszwaord:

& port fumber iz required for a AdvancedCopy banager logical
niade [nodemar).
Specify a port number to be uzed for the fallowing service.

Communication Service: 11000

Cancel |

Enter the password that was first entered when AdvancedCopy Manager was installed in the password field. After entering the
password, click the [OK] button.
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24. The port number and service settings have been completed.

AdvancedCopy Manager Port Humber and Service Setup and Release Command:  [E4

@ The port number and service setup processing has been completed.

Click the [OK] button.
If the transaction is the Storage Management Server transaction, proceed to step 26.
If the transaction is the Storage Server transaction, proceed to step 32.

25. For a Storage Management Server transaction, set the database information.

When the [Database creation location and database size settings] window is displayed, enter the same information as that which
was set for the primary node, and click the [Continue] button.

Database creation location and database size settings : x|

Specify a folder in which the database is to be created and the size of the database.

—Database creation folder

DB log file storage location
IK:'-,sfwswstﬁ,Lug

DB dictionary file storage location
[K:stwswstfiDic

Repository database space storage location

IK:'-,sfwswstﬁ,Spa

Lk

—Database size

| Default size [65 MB] € Direct input |55 MB

Cancel

26. For a Storage Management Server transaction, confirm the database access user.

The values set for the primary node are displayed in the [IP address and repository access user setting] window. Confirm each
setting, and click the [Settings] button.
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IP address and repository access user settings Ed |

Specify the IP address of the Storage management server.
IP address

| 10 . 10 . 10 . 10

Specify the name of a user who will access the repository and a password.

—~Repository access user

User Iacmusar

Password I“““““

Cancel

27. For aStorage Management Server transaction, confirm the setting information.

When the setting information for the database is displayed, confirm the displayed information and click the [Start] button.

Checking the processing Ed |

AdvancedCopy Manager setup will start.

Settings:

DB log file storage location:
KAsftwswsifil og

DB dictionary file storage location:
KAsfwswstiDic

Repository database space storage location:

KAsfwswsti\Spa
Database size:
65MB
IP address of the Storage management server.
10.10.10.10
Repository access user name:
acmuser
Repository access user password:
TR,

Cancel

-115-



28. For a Storage Management Server transaction, the DB Setup processing is started.

29.

30.

31

DE zetup

|Executing DB setup

Executing setup of the operating environment

Setup of the operating environment Ei |

Defining SymfoWARE/RDB and the RDA-5Y
—  service

| Cancel I

For a Storage Management Server transaction, the DB Setup processing is completed.
The DB Setup completion window is displayed; click the [Close] button.

DB setup

|Exec:uting DB setup

DB setup was completed.

The cluster setup of the secondary node has been compl eted.
When the cluster setup completion window is displayed, click the [OK] button.

AdvancedCopy Manager Cluster Setup Tool Ed

@ awztfB101 The cluster zetup of the secondany node has been completed.

If the cluster system isthe 1:1 standby system, the Mutual standby system and the n:1 standby system, proceed to step 49.
If the system is the Cascade topology, proceed to step 33.
Reactivate the secondary node B.

If the system has been reactivated as an extension of the AdvancedCopy Manager installation process, go to the step 34.
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& Note
When the secondary node B consists of two or more nodes, perform from Step33 and Step 48 on all of the secondary nodes B.

32. For a Storage Management Server transaction, cancel setting processing of the database information.

When the following window is displayed, click the [Cancel] button.
D atabasze creation location and databaze zize settings

Specify a folder in which the database is to be created and the size of the database.

—Database creation folder

DB log file storage location

—Database size

DB dictionary file storage location

Repository database space storage location

Lk

&+ Default size [65 MB): ¢ Direct input |55 MB
| Continue I Cancel

33. Acquiring cluster group ownership by using the secondary node B.

Use the cluster administrator access to acquire the ownership rights for cluster group on the secondary node B. For information
about how to acquire ownership rights, refer to the Microsoft(R) Service/Windows Server(R) Failover Clustering manuals.

34. Execute the cluster setup command.

Execute the following cluster setup command on the secondary node B:

Program directory \bin\stgcl set_mnscs

35. Select the node type and shared disk.
The initial window of the cluster setup command is displayed.
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AdvancedCopy Manager Cluster Setup Tool

Server Type: Storage M anagement Server

Mode Tuope: I Secondan Mode j
Phyzizal Disk Resource:

Drive: R

Required Dizk Space: 1024 kbyptes
Free Dizk Space: 3931148 kbytes

(] I Cancel

Each item is explained below. Make the required entries and then click the [OK] button.
- Server Type
Confirm that the server is a" Storage Management Server" or "a Storage Server."
- Node Type
Select "Secondary Node."
- Physical Disk Resource
Select the resource of the shared disk used for shared data. Select the same resource as that selected for the primary node.
- Drive
The drive letter corresponding to the physical disk resource is displayed.
- Required Disk Space
The minimum disk size required for the cluster environment is displayed.
- Free Disk Space
The amount of free disk space of the specified driveis displayed.
36. Confirm the addition of the secondary node.

A confirmation dialog box for adding a secondary node to a cascade topology is displayed. Confirm that the service isfor a cascade
topology, and then click the [Y es] button.

stgclset mses i

Secondary node is already setup in another node,
! The number of secondary nodes & 1
Do wou wank ko setup new secondary node?

The number of secondary nodes already set up is displayed at the item " Secondary nodes already set up.”

Qn Note

Note that the default is[No] (cancellation of processing).
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37. Set the cluster information for the secondary node B.

The values set for the primary node are displayed in the cluster setup command setting window (only the node type needs to be
changed to secondary node.). After confirming each item, click the [OK] button.

- For a Storage Management Server transaction:

AdvancedCopy Manager Cluster Setup Tool |

Server Tupe: Storage Management Server
Mode Type: Secondamy Mode

Dirivver R

Logical Hode MName: Inu:u:lemgr

Service Marne: |.-'-‘-.EMMGH

Cluzter Mame; |stgmgn:l

— P Address Information:

IP Address: |'IIZI.'IIZI.‘IIZI.‘IIZI
= Create Mew Eéddiess Fesaurce

Subnet Mask: |255.255.255.EI
Metwork Mame: [ACMMGRNET

E sternal Connection Metwark, : |In:n::a|

) b eristing | F address resaurce will be wsed

IP Addresz Resource: |

¥ | Starage b anagement Senvern Eperatian

Cancel |
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- For a Storage Server transaction:

AdvancedCopy Manager Cluster Setup Tool

Server Tyupe: Storage Server
Mode Type: Secondamy Hode
Drrivve: &

Logical Mode Mame: Inu:udeagt
Service Mame: I.-'l'-.EM.-’-'-.GT
Cluzter Mame: |stgmgn:l

— |P Addresz Information:

IF Address: |‘IEI.‘IIZI.1IZI.11
%] Create Wew [Piéddiess Besourze

Subret Mask: |255.255.255.EI
Metwork Mame: [ACMAGTHET
E sternal Connection Metwark : II::u:aI

01 fory evisting | P address resouree will be weed

|F Address Resource: |

I™| Starage M anagement Senven Hperatiorn

Cancel |

38. Set the port number and service.

The [Port number and Service Setup and Release Command] window is displayed. If a port number and service has already been
set, this window does not display. Except for the password, the same values as those set for the primary node are displayed.

Port Number and Service Setup and Release Commmand |

To create a cluster environment, create a service for the
AdvancedCopy Manager logical node [nodemar).

Specify a paszword zpecified when AdvancedCopy Manager was
inzhalled

Account M anme; ACILEEr

EEREREEETTY

FPaszwaord:

& port fumber iz required for a AdvancedCopy banager logical
niade [nodemar).
Specify a port number to be uzed for the fallowing service.

Communication Service: 11000

Cancel |

Enter the password that was entered when AdvancedCopy Manager wasinstalled in the password field. After entering the password,
click the [OK] button.
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39. The port number and service settings have been completed.

AdvancedCopy Manager Port Humber and Service Setup and Release Command:  [E4

@ The port number and service setup processing has been completed.

Click the [OK] button.
If the transaction is the Storage Management Server transaction, proceed to step 42.
If the transaction is the Storage Server transaction, proceed to step 48.

40. For a Storage Management Server transaction, set the database information.

When the [Database creation location and database size settings] window is displayed, enter the same information as that set for
the primary node, and click the [Continue] button.

Database creation location and database size settings : x|

Specify a folder in which the database is to be created and the size of the database.

—Database creation folder

DB log file storage location
IK:'-,sfwswstﬁ,Lug

DB dictionary file storage location
[K:stwswstfiDic

Repository database space storage location

IK:'-,sfwswstﬁ,Spa

Lk

—Database size

| Default size [65 MB] € Direct input |55 MB

Cancel

41. For a Storage Management Server transaction, confirm the database access user.

The values set for the primary node are displayed in the [IP address and repository access user setting] window. Confirm each
setting, and click the [Settings] button.
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IP address and repository access user settings Ed |

Specify the IP address of the Storage management server.
IP address

| 10 . 10 . 10 . 10

Specify the name of a user who will access the repository and a password.

—~Repository access user

User Iacmusar

Password I“““““

Cancel

42. For a Storage Management Server transaction, confirm the setting information.

When the setting information for the database is displayed, confirm the displayed information and click the [Start] button.

Checking the processing Ed |

AdvancedCopy Manager setup will start.

Settings:

DB log file storage location:
KAsftwswsifil og

DB dictionary file storage location:
KAsfwswstiDic

Repository database space storage location:

KAsfwswsti\Spa
Database size:
65MB
IP address of the Storage management server.
10.10.10.10
Repository access user name:
acmuser
Repository access user password:
TR,

Cancel
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43. For a Storage Management Server transaction, the DB Setup processing is started.

DE zetup

|Executing DB setup

Executing setup of the operating environment

Setup of the operating environment Ei |

Defining SymfoWARE/RDB and the RDA-5Y
—  service

| Cancel I

44. For a Storage Management Server transaction, the DB Setup processing is completed.
The DB Setup completion window is displayed; click the [Close] button.

DB setup

|Exec:uting DB setup

DB setup was completed.

45. The cluster setup of the secondary node B has been completed.
When the cluster setup completion window is displayed, click the [OK] button.

AdvancedCopy Manager Cluster Setup Tool

@ awstfB1 07 The cluster zetup of the secondary node has been completed.

Qn Note

If more secondary nodes B remain (and steps Step 33 to Step 48 have not been performed on them), perform from Step 33 in the
remaining nodes. When operation from Step 33 to Step 48 is completed for all secondary nodes B, go to Step 49.
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46. If necessary, specify the resource dependency and the ownership rights required for execution.

For a Storage Management Server transaction, if the shared disk for the repository and the shared disk for shared data are separate,
use the cluster administrator access to add the shared disk resource for the repository to the dependency of the following resources.
For information on how to add the resource dependency, refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover
Clustering manuals.

- SymfoWARE RDA RDBSWSTF (added only if neither Windows Server nor 2008 Windows Server 2008 R2)
- SymfoWARE RDB RDBSWSTF

Add a business disk resource to the dependence of the following resources by using the cluster administrator access when the
operation of the backup management etc. is executed (for a Storage Management Server transaction, Storage Server transaction,
and Storage Server transaction).

- AdvancedCopy COM Service_L ogical-Node-Name

Qn Note

When avolumeisadded, or whenitisdeleted, it isnecessary to again set up the above-mentioned dependency. For moreinformation
about this, see "Notes on Cluster Operation” in then "ETERNUS SF AdvancedCopy Manager Operator's Guide (Windows)".

If the number of cluster group nodesis greater than the number of cluster system nodes (such asin an n:1 standby system), change
the ownership rights required for execution.

Using cluster administrator authority, change the property information (ownership rights required for execution) of the
AdvancedCopy Manager resources belonging to the cluster group for only the nodes operating in the cluster group. For information
on how to changethe ownership rightsrequired for execution, refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover
Clustering manuals.

The property information must be changed for the following resources:
- AdvancedCopy COM Service Logical-Node-Name
- AdvancedCopy ACL Service (For Storage Management Server transaction)
- AdvancedCopy GUI Service (For Storage Management Server transaction)
- SymfoWARE RDA RDBSWSTF (For Storage Management Server transaction)
- SymfoWARE RDB RDBSWSTF (For Storage Management Server transaction)

- AdvancedCopy |P Address logical node name (if "Create New | P Address Resource” has been selected with the cluster setup
command of AdvancedCopy Manager)

- AdvancedCopy Network logical node name (if "Create New IP Address Resource” has been selected with the cluster setup
command of AdvancedCopy Manager)

- Shared disk for shared data
- Shared disk for the repository (For Storage Management Server transaction)

- Backup volume or replica volume (for operation of Storage Management Server transactions, Storage Server transactions and
Storage Server transactions)

47. Online cluster group on the primary node.

Use the cluster administrator access to cause the cluster group whose settings have been completed online to start AdvancedCopy
Manager service.

48. Back up the environment.
Back up the following environment to safeguard against an accident:
- Database

For a Storage Management Server transaction, refer to "Saving a database" in the "ETERNUS SF AdvancedCopy Manager
Operations Guide (Windows)" and back up the created database area.
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- Dataon the shared disk for shared data
Using, for example, the copy function of Windows Explorer, back up the following folders on the shared disk for shared data.
- Drive of the shared disk for shared data: \etc
- Drive of the shared disk for shared data: \var
49. Verify the operation on the node.
Using cluster administrator authority, verify that the cluster group operates on the node.
50. Create an environment for a Storage Management Server transaction and a Storage Server transaction.

Use the Web GUI of AdvancedCopy Manager to create an environment for Storage Management Server transactions and Storage
Server transactions.

When using the Storage Server transaction function in a Storage Management Server transaction, create an environment for aStorage
Server transaction.

gn Note

Createan environment for aStorage M anagement Server transaction and an environment for aStorage Server transaction by referring
to the "ETERNUS SF AdvancedCopy Manager Operator's Guide (Windows)".

4.6 Customization for HP-UX version MC/ServiceGuard

This section explains how to customize the HP-UX version MC/ServiceGuard.

Throughout this section, the primary node is an active node in a cluster service performing Storage Server transactions, and the secondary
node is the standby node in the same package.

The secondary node A defines the node which first creates the environment of the Storage Server transactions in the secondary nodesin
this package. The secondary node B defines the remaining secondary nodes in this package.

The primary node and secondary node A are customized in a 1:1 standby system, a mutua standby system, and an n:1 standby system.
The primary node, secondary node A, and secondary node B are customized in a cascade topology system.
Examples:

When creating a cascade with three sets of nodes, one set isa primary node, one set is the secondary node A, and one set is the secondary
node B.

When creating a cascade with four sets of nodes, one set isaprimary node, one set is the secondary node A, and the other two sets are the
secondary node B.

4.6.1 Flow of Customizing

This section describes the flow of customization.
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Figure 4.6 Customization flow for HP-UX version MC/ServiceGuard
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4.6.2 Customization Procedure

To set up a Storage Server transaction, use the procedure below.

1

Restart the system.

Restart the primary node and secondary node. If the system isrestarted as an extension of the installation process of AdvancedCopy
Manager, proceed to step 2.

The transaction environment is checked or created by using the M C/ServiceGuard function.

Please refer to the manual of MC/ServiceGuard for information about the checking method of a package, as well as the creation
method.

The Transactions (package) which adds Storage Server Transactions is checked. In the case of new Transactions, it checks that a
package is created, a package is started and a package can move between nodes.

Check the preparations.

Check each item in "3.3 Confirmation of items" for the package to be set up.

Stop the transaction by using the MC/ServiceGuard function.

Stop the target transaction (stop a package).

Please refer to the manual of MC/ServiceGuard for information about the method of stopping the transaction.
Mount the shared disk on the primary node.

The shared disk for share data checks that it isin a state of dismount on the primary node and the secondary node.
Then, Mount the shared disk for shared data on the primary node.

Register port numbers.

Register the port number for the transaction communication daemon in /etc/services.

Use the OS command such as vi to register it in /etc/services.

- Transaction communication daemon: stgxfws_L ogical-Node-Name

gn Note

Register the same port number on the primary node and the secondary node.

Execute the cluster setup command on the primary node.

On the primary node, execute the following cluster setup command after blocking other users from accessing the shared disk for
shared data:

The example of an input:

# [ opt/swstorage/ bin/stgclset_ncsg -k Primary -m/stgnount -n nodepr -s servl -v vgOl
-i 10.10.10.10 -u 10.10.10.0

Refer to "8.2.5 stgclset_mesg (HP-UX version MC/ServiceGuard environment setup command)” for command details.
Check the setup object.

Information on the logical node specified by the command is displayed. After the displayed content is confirmed press the Enter
key.

AdvancedCopy Manager settings are as follows.

Cluster system : M ServiceCuard
Node type : Primary

| P Address : 10.10. 10. 10
SUBNET : 10.10.10.0
Mount poi nt ./ stgnount
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10.

11

12.

13.

14.

Devi ce Name / dev/vg01/1vol 1
Vol ume G oup vg0ol
Node name nodepr
Service servl
Function : Server
Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y] y

It asks whether to continue the setting processing.
To interrupt cluster environmental setting processing, input "n". To continuing processing, input "y", or press the Enter key.
Completed the setup command on the primary node.

The completion screen of the cluster setup command is displayed.

swst 8100 The cluster setup of the primary node has been conpleted. Next, create the
cluster environment of the secondary node.

#

Dismount the shared disk on the primary node.

Dismount the shared disk for share data on the primary node.
Mount the shared disk on the secondary node A.

Mount the shared disk for shared data on the secondary node A.
Execute the cluster setup command on the secondary node A.

On the secondary node A, execute the following cluster setup command after blocking other users from accessing the shared disk
for shared data:

The example of an input:

# [ opt/swstorage/ bin/stgcl set_ncsg -k Secondary -m/stgnmount

Refer to "8.2.5 stgclset_mcesg (HP-UX version MC/ServiceGuard environment setup command)” for command details.

Check the setup object.

Information on the logical node specified by the command is displayed. After the displayed content is confirmed press the Enter
key.

AdvancedCopy Manager settings are as follows.
Cluster system MC/ Servi ceCuar d
Node type Secondary
| P Address 10. 10. 10. 10
SUBNET 10.10.10.0
Mount poi nt / st gnmount
Devi ce Nanme / dev/vg0l/Ilvol 1
Vol ume G oup vg0ol
Node name nodepr
Service servl
Function . Server
Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y] y

It asks whether continue setting processing.
To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
Completed the setup command on the secondary node A.

The completion screen of the cluster setup command is displayed.
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15.

16.

17.

18.

19.

swstf 8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disk on the secondary node A.

Dismount the shared disk for AdvancedCopy Manager share data on the secondary node A.

If the systemisa 1.1 standby system, amutual standby system or an n:1 standby system, proceed to step 22.
If the system is Cascade topology, proceed to step 16.

Mount the shared disk on the secondary node B where the cluster setup command will be executed.

Mount the shared disk shared data on the secondary node B.

Ln Note

When there are two or more secondary nodes B, Step 16 to Step 21 is processed for al the secondary nodes B.

Execute the cluster setup command on the secondary node B.

Execute the cluster setup command on the secondary node B on which the shared disk for AdvancedCopy Manager was mounted
in step 16.

On the secondary node B, execute the following cluster setup command after blocking other users from accessing the shared disk
for shared data:

Example:

# [ opt/swstorage/ bin/stgcl set_ncsg -k Secondary -m/stgnount

Refer to "8.2.5 stgclset_mesg (HP-UX version MC/ServiceGuard environment setup command)” for command details.
Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

AdvancedCopy Manager settings are as follows.
Cluster system : M ServiceCuard
Node type : Secondary
| P Address : 10.10.10. 10
SUBNET : 10.10.10.0
Mount poi nt ./ stgnount
Devi ce Narme : /dev/vg01/Ilvol 1
Vol umre G oup : vgol
Node name : nodepr
Servi ce . servl
Function . Server
Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y] y

A message displays, asking whether to continue the setup processing. To interrupt cluster environmental setting processing, type
"n", to continue processing, type "y" or pressthe Enter key.

Check the addition of a secondary node.

The confirmation window for adding a secondary nodeis displayed. After confirming the cascade, type"y" and pressthe Enter key.

Secondary node is already setup in another node.
The nunber of secondary nodes : 1
Do you want to setup new secondary node? [default:n] y

The number of secondary nodes already set up is output to "The number of secondary nodes."
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& Note

The default valueis"n", which indicates cancellation of processing.

20. Finish the cluster setup command on the secondary node B.

A window displays, indicating that the cluster setup command is complete.

swst f8101 The cluster setup of the secondary node has been conpl et ed.
#

21. Dismount the shared disks on the secondary node B.
Dismount the shared disk for share data on the secondary node B.

Ln Note

If there are remaining secondary nodes B for which steps 16 to 21 have not been performed, perform these stepsin each node. When
steps 16 to 21 have been completed by all secondary nodes B, proceed to Step 22.

22. Edit and register package information.

- When businessis newly created in Procedure 2, the sample control script created by the cluster environmental setting command
is copied to the control script of a package.

When resources other than AdvancedCopy Manager are set as the package control script (AdvancedCopy Manager was added
to the existing business), with reference to the sample control script created by the cluster environmental setting command, the
information on AdvancedCopy Manager is set as the existing control script.

The information on AdvancedCopy Manager in a sample control script can be searched with "AdvancedCopy Manager."
- MCJ/ServiceGuard A.11.13 sample control script: /var/opt/swstorage/cluster/samp_L ogical-Node-Name.sh.
- Serviceguard A.11.17 sample control script:
Ivar/opt/swstorage/cluster/sampl1117_L ogical-Node-Name.sh.

- The default timeout value for a daemon to stop in AdvancedCopy Manager is 300 seconds. When the timeout value is set up
by the package configuration file, it should be checked that the timeout value is enough.

- After replacing/editing apackage control script, verification of apackage composition file, registration, and checking are carried
out.

Refer to the manual on MC/ServiceGuard for the method of verification of a package configuration file, registration, and
checking.

23. Start the transaction by using the M C/ServiceGuard function.
Start the transaction that was stopped in step 4. (the package should be switched to on-line.)
Please refer to the manual of MC/ServiceGuard for information about the method of starting the transaction.
24. Back up the environment.
As asafeguard against accidental loss of data, back up the following environments.
- Dataon the shared disk for shared data
Use an OS command such as cp to back up the following directories on the shared disk for shared data:
- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/etc
- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/var
25. Create an environment for a Storage Server transaction.

Use the Web GUI of AdvancedCopy Manager to create an environment for a Storage Server transaction.
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& Note

Create an environment for a Storage Server transaction with reference to the "ETERNUS SF AdvancedCopy Manager Operator's
Guide" that is applicable to the Storage Management Server OS.

- If the Storage Management Server runsin Solaris

"ETERNUS SF AdvancedCopy Manager Operator's Guide (Solaris)"
- If the Storage Management Server runsin Windows

"ETERNUS SF AdvancedCopy Manager Operator's Guide (Windows)"
- If the Storage Management Server runsin Linux

"ETERNUS SF AdvancedCopy Manager Operator's Guide (Linux)"

4.7 Customization for HP-UX version VERITAS Cluster Server

This section explains how to customize the HP-UX version VERITAS Cluster Server.

Throughout this section, the primary node is the active node in the Service Group that executes Storage Server transactions, and the
secondary node is the standby node in the same Service Group.

The secondary node A is the node which creates the environment of Storage Server transactions first of all the secondary nodes in this
service group.

4.7.1 Flow of Customizing

This section describes the customization flow.
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[Primary node]

Figure 4.7 Customization flow for HP-UX version VERITAS Cluster Server
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4.7.2 Customization Procedure

To set up a Storage Server transaction, use the procedure below.
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1. Set the code that indicates an application status.

Open the following files, and set the code that indicates an application status and is defined by MonitorProgram. For the code,
confirm by referring the manuals of using VERITAS Cluster Server.

File name Code for setting
[opt/FISV swstf/cluster/smgr_vstart OK Code that indicates ONLINE
[opt/FISV swstf/cluster/smgr_vstop_OK Code that indicates OFFLINE

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

Setting example when using VERITAS Cluster Server 5.0:

File name Before After
[opt/FISV swstf/cluster/smgr_vstart OK exit 1 exit 110
/opt/FISV swstf/cluster/smgr_vstop_OK exit0 exit 100

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

Execute these changes on all primary nodes and secondary nodes where the cluster is being set up.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

2. Restart the system.

Restart the primary node and secondary nodes. If the system isrestarted in an extension of theinstallation process of AdvancedCopy
Manager, proceed to next step.

3. Check the preparations.

Check each item of "3.3 Confirmation of items," for the Service Group to be set up.
4. Mount the shared disk on the primary node.

Mount the shared disk for AdvancedCopy Manager shared data on the primary node.
5. Stop the transaction.

To add a Storage Server transaction to an existing Service Group by using the VERITAS Cluster Server function, stop the applicable
Service Group.

For information on how to stop the user Service Group, seethe"VERITAS Cluster Server User's Guide.”

# hagrp -offline User-Service-Goup -sys system nane

system-name: The name of the node at which the user service group is started
6. Register port numbers

Register the port number for the transaction communication daemon, in advance, in /etc/services under the service name below.
Use an OS command, such asvi, to register it in /etc/services.

- Transaction communication daemon: stgxfws_L ogical-Node-Name

gn Note

Register the same port number on the primary node and all secondary nodes.
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7. Execute the cluster setup command on the primary node.

10.

11

12.

13.

On the primary node, execute the cluster setup command shown below after blocking other users from accessing the shared disk
for AdvancedCopy Manager shared data.

Example

# | opt/ swst or age/ bi n/ stgcl set _hpvcs -k Primary -m/STGAGTMNT -n nodeAGT -s agent _service

Refer to "8.2.6 stgclset_hpvcs (HP-UX version VERITAS Cluster Server environment setup command)” for command details.
Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

# [ opt/swstorage/ bin/stgcl set_hpvcs -k Primary -m/STGAGTMNT -n nodeAGT -s
agent _service
AdvancedCopy Manager settings are as follows.

Cluster system: VERITAS Cluster Server

Node type : Primary

Mount poi nt : | STGAGTMWNT
Node nane © nodeAGT

Servi ce . agent_service
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt the cluster environment setting process, enter "n". To continue the setting process, enter "y" or press the Enter key.
Finish the cluster setup command on the primary node.

The window indicating cluster setup command completion opens.

swst 8100 The cluster setup of the primry node has been conpleted. Next, create the
cluster environment of the secondary node.
#

Unmount the shared disks on the primary node.

Unmount the shared disk for AdvancedCopy Manager shared data on the primary node.
Mount the shared disks on the secondary node.

Mount the shared disk for AdvancedCopy Manager shared data on the secondary node.
Execute the cluster setup command on the secondary node.

On the secondary node, execute the cluster setup command shown below after blocking other users from accessing the shared disk
for AdvancedCopy Manager shared data.

Example

# [ opt/swstorage/ bi n/stgcl set _hpvcs -k Secondary -m /STGVGRDI SK

Refer to "8.2.6 stgclset_hpves (HP-UX version VERITAS Cluster Server environment setup command)” for command details.
Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

# [ opt/swstorage/ bi n/stgcl set _hpvcs -k Secondary -m / STGAGTWNT

AdvancedCopy Manager settings are as follows.
Cluster system: VERITAS Cluster Server
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14.

15.

16.

Node type . Secondary

Mount poi nt ;| STGAGTMWNT
Node name : nodeAGT
Service : agent _service
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt the cluster environment setting process, enter "n". To continue the setting process, enter "y" or press the Enter key.
Finish the cluster setup command on the secondary node.

The window indicating cluster setup command compl etion opens.

swst f 8101 The cluster setup of the secondary node has been conpl et ed.
#

Unmount the shared disks on the secondary node.
Unmount the shared disk for AdvancedCopy Manager share data on the secondary node.
Create and register a Service Group.
Usethe VERITAS Cluster Service functions to create and register a User Service Group.
Add the following types as AdvancedCopy Manager resources:
- Application
For StartProgram, specify "/opt/FISV swstf/cluster/clproc/vesStart_L ogical-Node-Name'.
For StopProgram, specify "/opt/FISV swstf/cluster/clproc/vesStop_L ogical-Node-Name'.
For MonitorProgram, specify "/opt/FISV swstf/cluster/clproc/vesMoni_L ogical-Node-Name'".
- MountPoint
Register the shared disk for AdvancedCopy Manager share data.
- 1P

Register the logical 1P address for AdvancedCopy Manager. If you plan to use the logical 1P address that is already in use for
transactions, a new logical |P address need not be registered.

Applications should set a dependency relationship after the MountPoint and IP in order to become online.

Refer tothe"VERITASC Cluster Server User'sGuide" for information concerning user servicegroupsand the creation and registration
of resources.

Examples of using VERITAS Cluster Server commands to create and register user service groups and resources are shown below.

In these examples, the User Service Group name is set to "STGMGRSRV", the active system node name is set to "nodel", the
standby system node name is set to "node2", and the resource (application) name is set to "AdvancedCopy_Manager_appl."

VCS config fileis saved under ancther file-name. (Execute at all nodes.)

# mv  [etc/ VRTSvcs/ conf/confi g/ main.cf /etc/ VRTSvcs/ conf/confi g/ main. cf. bk

Place VCSinto the read-write enabled state.

# haconf -nmakerw

Set the list of systems used when failover occurs.
If it isaready set for the User Service Group, this setting is not required.

The following commands perform a check.
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# hagrp -display STGMGRSRV -attribute Systenlist
# hagrp -display STGVMGRSRV -attribute AutoStartlList

A User Service Group is newly created (thisis not necessary when already set up into the User Service Group). In the sequence of
system priority, active node has priority over standby node.

# hagrp -add STGMGRSRV
# hagrp -nodify STGMGRSRV SystenLi st nodel O node2 1
# hagrp -nodi fy STGMGRSRV Aut oStartLi st nodel node2

Register applications.

A resource (ie, an application) is registered into a User Service Group.

# hares -add AdvancedCopy_Manager _appl Application STGMGRSRV

Place resources into the enabled state.

# hares -nodify AdvancedCopy_Manager _appl Enabled 1

Specify asuper-user (root) who starts StartProgram, StopProgram,and MonitorProgram.

# hares -nodi fy AdvancedCopy_Manager _appl User root

Specify a start application.
When thelogical node nameis nodeagt, the path of the application for starting is"/opt/FISV swstf/cluster/clproc/vcsStart_nodeagt.”

# hares -nodify AdvancedCopy_Manager _appl StartProgram /opt/FJSVswstf/cluster/clproc/
vcsStart _nodeagt

Specify a stop application.
When the logical node name is nodeagt, the path of the application for a stop is "/opt/FISV swstf/cluster/clproc/vesStop_nodeagt.”

# hares -nodi fy AdvancedCopy_Manager _appl StopProgram /opt/FISVswstf/cluster/clproc/
vcsSt op_nodeagt

Specify amonitor application.
When the logical node name is nodeagt, the path of the monitor application is"/opt/FISV swstf/cluster/clproc/vcsMoni_nodeagt."”

# hares -nodi fy AdvancedCopy_Manager _appl Monitor Program /opt/ FISVswstf/cluster/cl proc/
vcsMoni _nodeagt

The mount information on the shared disk for AdvancedCopy Manager share datais registered.

In this example, the resource (mount) nameis set to "AdvancedCopy_Manager_mount", and the mount point of the shared disk for
AdvancedCopy Manager share dataiis set to "/STGMGRDI SK".

Register the resource into the User Service Group.

# hares -add AdvancedCopy_Manager _nount Munt STGMGRSRV

Place the resource into the enabled state.

# hares -nodi fy AdvancedCopy_Manager _nount Enabled 1

-136 -



17.

18.

A mount point is set as aresource.

# hares -nodi fy AdvancedCopy_Manager _nount Mount Poi nt / STGVGRDI SK

Specify ablock device to be mounted. In this example, the block device of the shared disk is set to "/dev/dsk/c2t0d0s4".

# hares -nodi fy AdvancedCopy_Manager _nount Bl ockDevi ce /dev/dsk/ c2t 0d0s4

Specify afile system type for the shared disk. In this example, the file system typeis set to vxfs.

# hares -nodi fy AdvancedCopy_Manager _nmount FSType vxfs

Register alogical address.
If thelogical addressis already set for the User Service Group, this setting is not required.
In this example, the resource (IP address) name is set to "sybase ip".

A resource is registered into a User Service Group.

# hares -add sybase_ip | P STGVMGRSRV

Place the resource into the enabled state.

# hares -nmodify Sybase_ip Enabled 1

Specify adevice. In this example, the deviceis set to "hme0".

# hares -nmodify Sybase_ip Device hne0

Specify an address. In this example, the |P addressis set to "10.10.10.10".

# hares -nodify sybase_ip Address "10.10.10.10"

Specify the dependency of the resource.

# hares -link AdvancedCopy_Manager _appl AdvancedCopy_Manager _nmount
# hares -link AdvancedCopy_Manager _appl sybase_ip

Reflect the VCS setting and set VCS into the read only mode.

# haconf -dunmp -makero

Start the AdvancedCopy Manager and Transaction.

Use the VERITAS Cluster Service functions to start the new User Service Group or the User Service Group stopped in step 5.

Refer to the"VERITAS Cluster Server User's Guide for the User Service Group start method.

An example of starting the User Service Group using VERITAS Cluster Server commands is given below.

In this example, the User Service Group nameis set to "STGMGRSRV", and the active system node name is set to "nodel”.

# hagrp -online STGMGRSRV -sys nodel

Back up the environment.

As asafeguard against accidental loss of data or file corruption, back up the following environments.
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- Data on the shared disk for AdvancedCopy Manager shared data

Use an OS command such as cp to back up the following directories on the shared disk for AdvancedCopy Manager shared
data:

- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/etc
- Mountpoint-of-shared-disk-for-AdvancedCopy-M anager-shared-data/var
19. Create the environment for Storage Server transactions.
Use the GUI of AdvancedCopy Manager to create the environment for Storage Server transactions.

Qn Note

Createthe environment for the Storage Server transactionswith referenceto the"ETERNUS SF AdvancedCopy Manager Operator's
Guide (for HP-UX)".

4.8 Customization for AlX version VERITAS Cluster Server

This section explains how to customize AlX version VERITAS Cluster Server.

Throughout this section, the primary node is the active node in the Service Group that executes Storage Server transactions, and the
secondary node is the standby node in the same Service Group.

The secondary node A is the node which creates the environment of Storage Server transactions first of all the secondary nodes in this
service group.

4.8.1 Flow of Customizing

This section describes the customization flow.
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Figure 4.8 Customization flow for AIX version VERITAS Cluster Server
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4.8.2 Customization Procedure

To set up a Storage Server transaction, use the procedure below.
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1. Set the code that indicates an application status.

Open the following files, and set the code that indicates an application status and is defined by MonitorProgram. For the code,
confirm by referring the manuals of using VERITAS Cluster Server.

File name Code for setting
[opt/FISV swstf/cluster/smgr_vstart OK Code that indicates ONLINE
[opt/FISV swstf/cluster/smgr_vstop_OK Code that indicates OFFLINE

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

Setting example when using VERITAS Cluster Server 5.0:

File name Before After
[opt/FISV swstf/cluster/smgr_vstart OK exit 1 exit 110
/opt/FISV swstf/cluster/smgr_vstop_OK exit0 exit 100

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

E’ Point

© 00 0000000000000 0000000000000000000000000000000000000000000C00C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCEEOCIETTES

Execute these changes on all primary nodes and secondary nodes where the cluster is being set up.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

2. Restart the system.

Restart the primary and secondary nodes. If the system is restarted in an extension of the installation process of AdvancedCopy
Manager, proceed to next step.

3. Check the preparations.

Check each item of "3.3 Confirmation of items," for the Service Group to be set up.
4. Mount the shared disk on the primary node.

Mount the shared disk for AdvancedCopy Manager shared data on the primary node.
5. Stop the transaction.

To add a Storage Server transaction to an existing Service Group by using the VERITAS Cluster Server function, stop the applicable
Service Group.

For information on how to stop the user Service Group, seethe"VERITAS Cluster Server User's Guide".

# hagrp -offline User-Service-Goup -sys system nane

system-name: The node name by which the user service group is started
6. Register port numbers

Register the port number for the transaction communication daemon, prepared in advance, in /etc/services under the service name
below. Use an OS command, such as vi, to register it in /etc/services.

- Transaction communication daemon: stgxfws_L ogical-Node-Name

gn Note

Register the same port number on the primary node and all secondary nodes.
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7.

10.

11

12.

13.

Execute the cluster setup command on the primary node.

On the primary node, execute the cluster setup command shown below after blocking other users from accessing the shared disk
for AdvancedCopy Manager shared data.

Example

# [/ opt/swstorage/ bi n/stgcl set_aixvcs -k Primary -m/STGAGTMNT -n nodeAGT -s
agent _service

Refer t0 "8.2.7 stgclset_aixves (AlX version VERITAS Cluster Server environment setup command)” for command details.
Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

# [ opt/swstorage/ bin/stgcl set_aixvcs -k Primary -m/STGAGTMNT -n nodeAGT -s
agent _service
AdvancedCopy Manager settings are as follows.

Cluster system: VERITAS Cluster Server

Node type : Primary

Mount poi nt : | STGAGTMWNT
Node nane : nodeAGT
Service . agent _service
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt the cluster environment setting process, enter "n". To continue the setting process, enter "y" or press the Enter key.
Finish the cluster setup command on the primary node.

The window indicating cluster setup command completion opens.

swst 8100 The cluster setup of the primary node has been conpleted. Next, create the
cluster environment of the secondary node.
#

Unmount the shared disks on the primary node.

Unmount the shared disk for AdvancedCopy Manager shared data on the primary node.
Mount the shared disks on the secondary node.

Mount the shared disk for AdvancedCopy Manager shared data on the secondary node.
Execute the cluster setup command on the secondary node.

On the secondary node, execute the cluster setup command shown below after blocking other users from accessing the shared disk
for AdvancedCopy Manager shared data.

Example

# [ opt/swstorage/ bi n/stgcl set_ai xvcs -k Secondary -m /STGMVGRDI SK

Refer to "8.2.7 stgclset_aixves (AlX version VERITAS Cluster Server environment setup command)” for command details.
Check the setup object.

Information about the logical node that was specified by the command is displayed. After confirming the displayed information,
press the Enter key.

# [ opt/swstorage/ bi n/stgcl set_ai xvcs -k Secondary -m / STGAGTMNT

AdvancedCopy Manager settings are as follows.

- 141 -



14.

15.

16.

Cluster system: VERITAS Cluster Server
Node type : Secondary
Mount poi nt . | STGAGTMWNT
Node nane : nodeAGT
Service : agent_service
Function . Server
Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt the cluster environment setting process, enter "n". To continue the setting process, enter "y" or press the Enter key.
Finish the cluster setup command on the secondary node.

The window indicating cluster setup command completion opens.

swstf 8101 The cluster setup of the secondary node has been conpl et ed.
#

Unmount the shared disks on the secondary node.
Unmount the shared disk for AdvancedCopy Manager share data on the secondary node.
Create and register a Service Group.
Usethe VERITAS Cluster Service functions to create and register a User Service Group.
Add the following types as AdvancedCopy Manager resources:
- Application
For StartProgram, specify "/opt/FISV swstf/cluster/clproc/vesStart_L ogical-Node-Name'.
For StopProgram, specify "/opt/FISV swstf/cluster/clproc/vesStop_L ogical-Node-Name'.
For MonitorProgram, specify "/opt/FISV swstf/cluster/clproc/vesMoni_L ogical-Node-Name".
- MountPoint
Register the shared disk for AdvancedCopy Manager share data.
- 1P

Register the logical IP address for AdvancedCopy Manager. If the logical 1P address aready in use for transactions is to be
used, anew logical |P address need not be registered.

Applications should set a dependency relationship after the MountPoint and IP in order to become online.

Refer tothe"VERITASC Cluster Server User'sGuide" for information concerning user service groupsand the creation and registration
of resources.

Examples of using VERITAS Cluster Server commands to create and register user service groups and resources are shown below.

In these examples, the User Service Group name is set to "STGMGRSRV", the active system node name is set to "nodel", the
standby system node nameis set to "node2", and the resource (application) nhameis set to "AdvancedCopy_Manager_appl".

VCS config fileis saved under ancther file-name. (Execute at all nodes.)

# mv  /etc/VRTSvcs/ conf/config/ main.cf /etc/VRTSvcs/ conf/confi g/ main.cf. bk

Place VCSinto the read-write enabled state.

# haconf -makerw

Set the list of systems used when failover occurs.
If it has already been set for the User Service Group, this setting is not required.

The following commands perform a check.
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# hagrp -display STGMGRSRV -attribute Systenlist
# hagrp -display STGVMGRSRV -attribute AutoStartlList

A User Service Group is newly created (this is not necessary when it has already been set up into the User Service Group). Asthe
system priority sequence, the active node has priority over the standby node.

# hagrp -add STGMGRSRV
# hagrp -nodify STGMGRSRV SystenLi st nodel O node2 1
# hagrp -nodi fy STGMGRSRV Aut oStartLi st nodel node2

Register applications.
A resource (application) is registered into a User Service Group.

# hares -add AdvancedCopy_Manager _appl Application STGMGRSRV

Place resources into the enabled state.

# hares -nodify AdvancedCopy_Manager _appl Enabled 1

Specify asuper-user (root) who starts StartProgram, StopProgram,and MonitorProgram.

# hares -nodi fy AdvancedCopy_Manager _appl User root

Specify a start application.
When thelogical node nameis nodeagt, the path of the application for starting is"/opt/FISV swstf/cluster/clproc/vcsStart_nodeagt.”

# hares -nodify AdvancedCopy_Manager _appl StartProgram /opt/FJSVswstf/cluster/clproc/
vcsStart _nodeagt

Specify a stop application.
When thelogical node nameisnodeagt, the path of the application for stopping is"/opt/FISV swstf/cluster/cl proc/vesStop_nodeagt.”

# hares -nodi fy AdvancedCopy_Manager _appl StopProgram /opt/FISVswstf/cluster/clproc/
vcsSt op_nodeagt

Specify amonitor application.
When the logical node name is nodeagt, the path of the monitor application is"/opt/FISV swstf/cluster/clproc/vcsMoni_nodeagt."”

# hares -nodi fy AdvancedCopy_Manager _appl Monitor Program /opt/ FISVswstf/cluster/cl proc/
vcsMoni _nodeagt

The mount information on the shared disk for AdvancedCopy Manager share datais registered.

In this example, the resource (mount) nameis set to "AdvancedCopy_Manager_mount", and the mount point of the shared disk for
AdvancedCopy Manager share dataiis set to "/STGMGRDI SK".

Register the resource into the User Service Group.

# hares -add AdvancedCopy_Manager _nount Munt STGMGRSRV

Place the resource into the enabled state.

# hares -nodi fy AdvancedCopy_Manager _nount Enabled 1

-143 -



17.

18.

A mount point is set as aresource.

# hares -nodi fy AdvancedCopy_Manager _nount Mount Poi nt / STGVGRDI SK

Specify ablock device to be mounted. In this example, the block device of the shared disk is set to "/dev/dsk/c2t0d0s4".

# hares -nodi fy AdvancedCopy_Manager _nount Bl ockDevi ce /dev/dsk/ c2t 0d0s4

Specify afile system type for the shared disk. In this example, the file system typeis set to vxfs.

# hares -nodi fy AdvancedCopy_Manager _nmount FSType vxfs

Register alogical address.
If the logical address has already been set for the User Service Group, this setting is not required.
In this example, the resource (IP address) name is set to "sybase ip".

A resource is registered into a User Service Group.

# hares -add sybase_ip | P STGVMGRSRV

Place the resource into the enabled state.

# hares -nmodify Sybase_ip Enabled 1

Specify adevice. In this example, the deviceis set to "hme0".

# hares -nmodify Sybase_ip Device hne0

Specify an address. In this example, the |P addressis set to "10.10.10.10".

# hares -nodify sybase_ip Address "10.10.10.10"

Specify the dependency of the resource.

# hares -link AdvancedCopy_Manager _appl AdvancedCopy_Manager _nmount
# hares -link AdvancedCopy_Manager _appl sybase_ip

Reflect the VCS setting and set VCS into the read only mode.

# haconf -dunmp -makero

Start the AdvancedCopy Manager and Transaction.

Use the VERITAS Cluster Service functions to start the new User Service Group or the User Service Group stopped in step 5.

Refer to the"VERITAS Cluster Server User's Guide” for the User Service Group starting method.

An example of starting the User Service Group using VERITAS Cluster Server commands is given below.

In this example, the User Service Group nameis set to "STGMGRSRV", and the active system node name is set to "nodel”.

# hagrp -online STGMGRSRV -sys nodel

Back up the environment.

As asafeguard against accidental loss of data or file corruption, back up the following environments.
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- Data on the shared disk for AdvancedCopy Manager shared data

Use the OS command such as cp to back up the following directories on the shared disk for AdvancedCopy Manager shared
data:

- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/etc
- Mountpoint-of-shared-disk-for-AdvancedCopy-M anager-shared-data/var
19. Create the environment for Storage Server transactions.
Use the Web GUI of AdvancedCopy Manager to create the environment for Storage Server transactions.

Qn Note

Createthe environment for the Storage Server transactionswith referenceto the"ETERNUS SF AdvancedCopy Manager Operator's
Guide (AIX)".

4.9 Customization for AIX version High Availability Cluster Multi-
Processing

This section explains how to customize the AIX version High Availability Cluster Multi-Processing.

Throughout this section, the primary node is the active node in the Resource Group that executes Storage Server transactions, and the
secondary node is the standby node in the same Resource Group.

The secondary node A defines the node which creates the environment of Storage Server transactions first in the secondary nodesin this
cluster resource group. The secondary node B defines the remaining secondary nodes in this cluster resource group.

The customizing work of a primary node and secondary node A is executed as a 1:1 standby system, a mutual standby system, and an n:
1 standby system.

The customizing work of a primary node, secondary node A and secondary node B is executed as a cascade topology system.
Example:

When creating a cascade from three sets of nodes, one set is a primary node, one set isthe secondary node A, and one set is the secondary
node B.

When creating a cascade from four sets of nodes, one set is a primary node, one set is the secondary node A, and the two other sets are
the secondary node B.

4.9.1 Flow of Customizing

This section describes the flow of customization.
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Figure 4.9 Customization flow for AIX version High Availability Cluster Multi-Processing
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4.9.2 Customization Procedure

To set up a Storage Server transaction, use the procedure below.
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1. Restart the system.

Restart the primary node and all secondary nodes. If the system is restarted as an extension of the installation process of
AdvancedCopy Manager, proceed to step 2.

2. Check the preparations.

Check each item of "3.3 Confirmation of items" for the package to be set up.
3. Mount the shared disk on the primary node.

Mount the shared disk for shared data on the primary node.
4. Stop the Resource Groups.

To add a Storage Server transaction to an existing Resource Group by using the High Availability Cluster Multi-Processing function,
stop the applicable Resource Group.

For information on how to stop the user Resource Group, see the "High Availability Cluster Multi-Processing User's Guide."
5. Register port numbers

Register the port number for the transaction communication in /etc/services. Use an OS command such as vi to register it in /etc/
services.

- Transaction communication daemon: stgxfws_L ogical-Node-Name

Ln Note

Register the same port number on the primary node and all secondary nodes.

6. Execute the cluster setup command on the primary node.

On the primary node, execute the following cluster setup command after blocking other users from accessing the shared disk for
shared data:

Example

# | opt/ swst or age/ bi n/ st gcl set _hacnmp -k Primary -m/ STGAGTMNT -n nodeAGT -s agent_service

Refer to "8.2.8 stgclset_hacmp (AIX version High Availability Cluster Multi-Processing environment setup command)” for
command details.

7. Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

# [/ opt/swstorage/ bin/stgcl set_hacnp -k Primary -m/STGAGTMNT -n nodeAGT -s
agent _service
AdvancedCopy Manager settings are as follows.

Cluster system: High Availability Cduster Milti-Processing

Node type : Primary

Mount poi nt : | STGAGTMWNT
Node nane : nodeAGT
Service . agent _service
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
8. Finish the cluster setup command on the primary node.

The window indicating password registration and cluster setup command completion opens.
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9.

10.

11.

12.

13.

14.

15.

swstf 8100 The cluster setup of the primary node has been conpleted. Next, create the
cluster environnent of the secondary node.
#

Dismount the shared disks on the primary node.

Dismount the shared disk for shared data on the secondary node.
Mount the shared disks on the secondary node A.

Mount the shared disk for shared data on the secondary node A.
Execute the cluster setup command on the secondary node A.

On the secondary node A, execute the following cluster setup command after blocking other users from accessing the shared disk
for shared data:

Example

# [ opt/swstorage/ bin/stgcl set _hacnp -k Secondary -m /STGVGRDI SK

Refer to "8.2.8 stgclset_hacmp (AIX version High Availability Cluster Multi-Processing environment setup command)" for
command details.

Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

# [ opt/swstorage/ bin/stgcl set _hacnp -k Secondary -m /STGAGTMNT
AdvancedCopy Manager settings are as follows.
Cluster system: High Availability Cluster Milti-Processing

Node type : Secondary
Mount poi nt : | STGAGTMWNT
Node nane © nodeAGT

Servi ce . agent_service
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
Finish the cluster setup command on the secondary node A.

The window indicating cluster setup command completion opens.

swstf8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disks on the secondary node A.

Dismount the shared disk for share data on the secondary node A.

If the system isthe 1:1 standby system, the Mutual standby system and the n:1 standby system, proceed to step 21.
If the system is the Cascade topology and Priority transfer, proceed to step 15.

Mount the shared disks on the secondary node B.

Mount the shared disk for shared data on the secondary node B.

Qn Note

When there are two or more secondary nodes B, Step 15 to Step 20 is processed for al the secondary nodes B.
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16.

17.

18.

19.

20.

Execute the cluster setup command on the secondary node B.

Execute the cluster setup command on the secondary node B on which the shared disk for shared data and the shared disk for the
repository were mounted in step 15.

On the secondary node B, execute the following cluster setup command after blocking other users from accessing the shared disk
for shared data:

Example

# [ opt/swstorage/ bi n/stgcl set _hacnp -k Secondary -m /STGVGRDI SK

Refer to "8.2.8 stgclset_hacmp (AIX version High Availability Cluster Multi-Processing environment setup command)" for
command details.

Check the setup object.

Information about the logical node specified by the command is displayed. After confirming the displayed information, press the
Enter key.

# | opt/swstorage/ bi n/stgcl set _hacnp -k Secondary -m / STGAGTINT
AdvancedCopy Manager settings are as follows.
Cluster system: High Availability Custer Milti-Processing

Node type : Secondary
Mount poi nt . | STGAGTIWNT
Node nane : nodeAGT
Service : agent _service
Function . Server

Do you want to continue with setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental setting processing, input "n". To continue processing, input "y", or press the Enter key.
Check the addition of a secondary node.

The window for confirming the addition of a secondary node is displayed.

After confirmation of a cascade, "y" isinputted and the Enter key is pushed.

Secondary node is already setup in another node.
The nunmber of secondary nodes : 1
Do you want to setup new secondary node? [default:n] y

The number of secondary nodes already set up is outputted to "The number of secondary nodes."
& Note
The default valueis"n." "n" means cancellation of processing.

Finish the cluster setup command on the secondary node B.

The window indicating cluster setup command completion opens.

swstf8101 The cluster setup of the secondary node has been conpl et ed.
#

Dismount the shared disks on the secondary node B.

Dismount the shared disk for share data on the secondary node B.
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21.

22.

23.

24,

& Note

When more secondary nodes B remain (that have not performed Step 21 to Step 27), perform from Step 21 in the remaining nodes.
When operation from Step 21 to Step 27 is completed by all secondary nodes B, go to Step 28.
Create and register a Resource Group.

Use the function of the High Availability Cluster Multi-Processing to create and register a Resource Group for AdvancedCopy
Manager.

Please add the following types as a resource of AdvancedCopy Manager.
- Application Server
Specify a"/opt/FISV swstf/cluster/clproc/hacmpStart_L ogical-Node-Name'" to be Start script.
Specify a"/opt/FISV swstf/cluster/clproc/hacmpStop_L ogical-Node-Name" to be Stop script.
- MountPoint
Register the shared disk for share data.
- 1P

Register the logical |P address for AdvancedCopy Manager. When using the logical 1P address already used in the system, it
iS not necessary to register it again.

The application should set up a dependency after MountPoint and | P become on-line.

Refer to the High Availability Cluster Multi-Processing User's Guide for information about a resource group and the creation/
registration method for aresource.

Start the AdvancedCopy Manager and Transaction.
Start the new Resource Group or the Resource Group stopped in step 4.
Please refer to the High Availability Cluster Multi-Processing User's Guide about the method of starting a Resource Group.
Back up the environment.
To safeguard against accidental loss of data or file corruption, back up the following environments.
- Dataon the shared disk for shared data
Use an OS command such as cp to back up the following directories on the shared disk for shared data:

- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/etc

- Mountpoint-of-shared-di sk-for-AdvancedCopy-M anager-shared-data/var
Create an environment for a Storage Server transaction.

Use the Web GUI of AdvancedCopy Manager to create an environment for a Storage Server transaction.

& Note

Createan environment for aStorage M anagement Server transaction and an environment for aStorage Server transaction by referring
to the "ETERNUS SF AdvancedCopy Manager Operator's Guide (AIX)"
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Chapter 5 Deleting Storage Management Server
Transactions and Storage Server Transactions

This chapter explains how to delete the cluster environment of a Storage Management Server transaction or Storage Server transaction.

Table 5.1 References for deletion methods in a cluster environment

Cluster system Reference

Solaris version SynfinityCluster/PRIMECLUSTER 5.1 Deleting for Solaris version SynfinityCluster/
PRIMECLUSTER

Solaris version VERITAS Cluster Server 5.2 Deleting for Solaris version VERITAS Cluster Server
Solaris version Sun Cluster 5.3 Deleting for Solaris version Sun Cluster
Linux version PRIMECLUSTER 5.4 Deleting for Linux version PRIMECLUSTER
Windows version MSCS/WSFC 5.5 Deleting for Windows version MSCS/WSFC
HP-UX version MC/ServiceGuard 5.6 Deleting for HP-UX version MC/ServiceGuard
HP-UX version VERITAS Cluster Server 5.7 Deleting for HP-UX version VERITAS Cluster Server
AlX version VERITAS Cluster Server 5.8 Deleting for AIX version VERITAS Cluster Server

AlX version High Availability Cluster Multi-Processing 5.9 Deleting for AIX version High Availability Cluster Multi-
Processing

5.1 Deleting for Solaris version SynfinityCluster/PRIMECLUSTER

This section explains how to delete Solaris version SynfinityCluster/PRIMECLUSTER.

The primary node is anode set up as aprimary by the AdvancedCopy Manager cluster setup command, and the secondary node is anode
set up as a secondary by the AdvancedCopy Manager cluster setup command in the same cluster service (userApplication).

The secondary node A shows the node that deletes the environment last in the secondary nodes in this cluster service (userApplication).
The secondary node B shows the remaining secondary nodes in this cluster service (userApplication).

The deleting work of the primary node and secondary node A is executed for a 1:1 standby system, a mutual standby system, and an n:1
standby system.

The deleting work of the primary node, secondary node A and secondary node B is executed for a cascade topology system and a priority
transfer system.

5.1.1 Flow of Deleting

This section describes the flow of deleting a Cluster Environment.
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Figure 5.1 Deletion flow for Solaris version SynfinityCluster/PRIMECLUSTER cluster environment
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5.1.2 Deletion Procedure

To delete the cluster environment, use the following procedure:

1. Delete the node.

Use the Web GUI of the AdvancedCopy Manager to delete the node. For a Storage Management Server transaction, however, this
operation is not necessary.

. Stop the cluster service (userApplication).
Use the SynfinityCluster management view or the RM S main window of PRIMECLUSTER to stop the transaction to be deleted.
. Delete the resources.

In SynfinityCluster, use the SynfinityCluster management view to delete the AdvancedCopy Manager resources registered for the
target transaction. If cluster service hasbeen created using only AdvancedCopy Manager resources, del ete the whole cluster service.

In PRIMECLUSTER, use the PRIMECLUSTER "userApplication Configuration Wizard" to delete the AdvancedCopy Manager
resources registered for the target transaction. If userApplication has been created using only AdvancedCopy Manager resources,
delete the whol e userApplication.

If the system isthe 1:1 standby system, the Mutual standby system or the n:1 standby system, proceed to step 10.

If the system is the Cascade topology or the Priority transfer, proceed to step 4.

. Mount the shared disk on the secondary node B.

Mount the shared disk for AdvancedCopy Manager shared data on the secondary node B.

For a Storage Management Server transaction, also mount the shared disk for the repository in the secondary node B.

Qn Note

When there are two or more secondary nodes B, Step 4 to Step 9 is processed by all the secondary nodes B.

. Execute the cluster unsetup command on the secondary node B.
On the secondary node B, execute the following command after blocking other users from accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/stgcl unset _safe -n nodeMGR

Refer to "8.3.1 stgclunset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER environment cancel command)” for
command details.

Ln Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage Management
Server was installed.

. Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/stgcl unset_safe -n nodeMcR

AdvancedCopy Manager settings were as follows.
Cluster system: Synfinityduster or PRI MECLUSTER

Node type : Secondary

| P Addr ess : 10.10.10.10 (In the case of Storage Server transaction, it is
not displ ayed.)

Mount poi nt ;| STGMGRDI SK
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Node nane : nodeMGR

Service : manager _service

Resour ce : Procedure

Function : Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nunber : 3

MODE : Nor mal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

& note

The number of nodes that are not performing the cluster unsetup command is outputted to "Number”. In a secondary node B, it is
likely to be three or more.

. For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al'l of database environments of AdvancedCopy Manager
wi || be del eted.

Once processing has started, all stored data is discarded.
Make sure that the environment allows execution
bef ore proceedi ng.

|
|
|
|
[ Not es] |
|
|
|
|

Do you want to continue with processing? [y/n] ==>y

. The cluster unsetup command is executed on the secondary node B.

The window indicating cluster unsetup command completion opens.

swst f 8143 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environment of the other secondary node.
#

Qn Note

In the secondary node B, a completion message is swstf8143.

. Dismount the shared disk on the secondary node B.
Dismount the shared disk for share data on the secondary node B.

For a Storage Management Server transaction, also dismount the shared disk for the repository on the secondary node B.

L:n Note

If there are remaining secondary nodes B for which steps 4 to 9 have not been performed, perform from Step 4 in the nodes.

When operation from Step 4 to Step 9 is compl eted by all secondary nodes B, go to Step 10.
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10.

11

12.

13.

Mount the shared disk on the secondary node A.

Mount the shared disk for shared data on the secondary node A.

For a Storage Management Server transaction, also mount the shared disk for the repository in the secondary node A.

Execute the cluster unsetup command on the secondary node A.

On the secondary node A, execute the following command after blocking other usersfrom accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/stgcl unset _safe -n nodeMcR

Refer to "8.3.1 stgclunset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER environment cancel command)” for
command details.

gn Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage M anagement
Server was installed.
Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset _safe -n nodeMGR
AdvancedCopy Manager settings were as follows.

Cluster system: SynfinityCuster or PRI MECLUSTER

Node type . Secondary

| P Address : 10.10.10.10 (In the case of Storage Server transaction, it is
not displ ayed.)

Mount poi nt : /| STGVGRDI SK

Node nane : nodeMGR

Servi ce . nmanager _service

Resour ce : Procedure

Function : Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nunber D2

MODE : Nor nal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continuing processing, input "y", or press the Enter key.

Qn Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number". In a secondary node, it will be
Set to 2.

For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

| |
| Al'l of database environments of AdvancedCopy Manager |
| will be del eted. |
| |
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14.

15.

16.

17.

18.

| [Notes] |
| Once processing has started, all stored data is discarded. |
| Make sure that the environment allows execution |
| bef ore proceedi ng. |
| |

Do you want to continue with processing? [y/n] ==>y

The cluster unsetup command is executed on the secondary node A.

The window indicating cluster unsetup command completion opens.

swst f 8103 The cluster deletion of the secondary node has been conpl eted. Next, delete
the cluster environnent of the prinmary node.
#

Dismount the shared disk on the secondary node A.

Dismount the shared disk for share data on the secondary node A.

For a Storage Management Server transaction, also dismount the shared disk for the repository on the secondary node A.
Mount the shared disk on the primary node.

Mount the shared disk for shared data on the primary node.

For a Storage Management Server transaction, also mount the shared disk for the repository on the primary node.

Execute the cluster unsetup command on the primary node.

On the primary node, execute the following command after blocking other users from accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset _safe -n nodeMGR

Refer to "8.3.1 stgclunset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER environment cancel command)” for
command details.

Ln Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage Management
Server was installed.
Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/stgcl unset_safe -n nodeMcR
AdvancedCopy Manager settings were as follows.

Cluster system: Synfinityduster or PRI MECLUSTER

Node type : Primary

| P Address : 10.10.10.10 (In the case of Storage Server transaction, it is
not displ ayed.)

Mount poi nt ;[ STGMGRDI SK

Node nane : nodeMGR

Service : manager _service

Resour ce : Procedure

Functi on : Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nunber 1
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19.

20.

21.

22.

23.

MODE : Nor mal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

& note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number". In aprimary node, it will be set
to 1.

For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al'l of database environments of AdvancedCopy Manager
wi || be del eted.

Once processing has started, all stored data is discarded.
Make sure that the environment allows execution
bef ore proceedi ng.

|
|
|
|
[ Not es] |
|
|
|
|

Do you want to continue with processing? [y/n] ==>y

The cluster unsetup command is executed on the primary node.

The window indicating cluster unsetup command completion opens.

swst f 8102 The cluster deletion of the prinmary node has been conpl et ed.
#

Dismount the shared disk on the primary node.

Dismount the shared disk for share data on the primary node.

For a Storage Management Server transaction, also dismount the shared disk for the repository on the primary node.
Delete port numbers.

Deletethefollowing servicesdefined in /etc/services during cluster setup. Del ete the services on the primary node and the secondary
node. Use an OS command such as vi to delete the service from /etc/services.

- Communication daemon for transactions: stgxfws_L ogical-Node-Name
Start the cluster service (userApplication).

Use the SynfinityCluster management view or the RM'S main window of PRIMECLUSTER to start the transaction stopped in step
2. This operation is not necessary if the cluster service (userApplication) was deleted in step 3.

gn Note

In SynfinityCluster, please check that there is no state transition procedure for AdvancedCopy Manager (SMGRPROC_L ogical-
Node-Name) in the service which deleted the cluster environment of AdvancedCopy Manager with the SynfinityCluster
management view. When it exists, please delete it manually.
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5.2 Deleting for Solaris version VERITAS Cluster Server

This section explains how to delete the Solaris version VERITAS Cluster Server.

The service group isanode set up as aprimary by the AdvancedCopy Manager cluster setup command, and the secondary node is anode
set up as a secondary by the cluster setup command in the same service group. The secondary node A defines the node which deletes the
environment last in the secondary nodesin this service group. The secondary node B defines the remaining secondary nodesin this service

group.

The deleting work of primary node and secondary node A is executed for a 1:1 standby system, a mutua standby system, and an n:1
standby system.

The deleting work of primary node, secondary node A and secondary node B is executed for a cascade topology system.

5.2.1 Flow of Deleting

This section describes the flow of deleting a Cluster Environment.
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Figure 5.2 Deletion flow for Solaris version VERITAS Cluster Server cluster environment
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5.2.2 Deletion Procedure

To delete the cluster environment, use the following procedure:

1. Delete the node.

Use the Web GUI of the AdvancedCopy Manager to delete the node. For a Storage Management Server transaction, however, this
operation is not necessary.

2. Stop the Service Group.
Stop the transaction to be deleted by using the VERITAS Cluster Server function.
Please refer to VERITAS Cluster Server User's Guide for information about the method of stopping a user service group.
An example of stopping the user service group by the command of VERITAS Cluster Server isasfollows.

In this example, a User Service Group nameis set to "STGMGRSRV", and an active system node name is set to "nodel".

# hagrp -of fline STGMGRSRV -sys nodel

3. Delete resources.

Use the VERITAS Cluster Server function to delete the AdvancedCopy Manager resources registered for the target transaction. If
Service Groups have been created using only AdvancedCopy Manager resources, delete the whole Service Group.

Please refer to VERITAS Cluster Server User's Guide for information about the method of deleting a user service group and a
resource.

The user service group by the command of VERITAS Cluster Server and the example of deletion of aresource are as follows.
In this example, a user service group nameis set to "STGMGRSRV".
Moreover, each resource name is carried out as follows.

- Resource name (Application): AdvancedCopy_Manager_appl

Resource name (MountPoint of the shared disk for AdvancedCopy Manager share data): AdvancedCopy_Manager_mount

Resource name (MountPoint for AdvancedCopy Manager RIPOJITORI): AdvancedCopy_Manager_DB
The resource concerned exists only on Storage Management Server business.

Resource (name |P):sybase_ip

VCS config table is saved by ancther file-name.

# nmv  [etc/ VRTSvcs/ conf/confi g/ main.cf /etc/ VRTSvcs/ conf/confi g/ main. cf. bk

Place VCS into the read-write enabled state.

# haconf -makerw

Delete aresource (Application, MountPoint).

# hares -del ete AdvancedCopy_Manager _appl
# hares -del ete AdvancedCopy_Manager _nount
# hares -del ete AdvancedCopy_Manager _DB

A resource (IP) is deleted when not using it in a transaction.

# hares -del ete sybase_ip

When deleting atransaction, a user service group is deleted.

# hagrp -del ete STGVGRSRV

- 160 -



Reflect the VCS setting and set VCS into the read-only mode.

# haconf -dunmp - makero

If the system isthe 1:1 standby system, the Mutual standby system or the n:1 standby system, proceed to step 10.
If the system is Cascade topology, proceed to step 4.

. Mount the shared disk on the secondary node B.

Mount the shared disk for AdvancedCopy Manager shared data on the secondary node B.

For a Storage Management Server transaction, also mount the repository shared disk in the secondary node B.

QJT Note

When there are two or more secondary nodes B, Step 4 to Step 9 is processed by all the secondary nodes B.

. Execute the cluster unsetup command on the secondary node B.
On the secondary node B, execute the following command after blocking other usersfrom accessing the shared disk for shared data:

[Input example]

# [/ opt/swstorage/ bi n/stgclunset _vcs -n nodeMGR

Refer to "8.3.2 stgclunset_vcs (Solaris version VERITAS Cluster Server environment cancel command)” for command details.

Qn Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage Management
Server was installed.

. Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [/ opt/swstorage/ bin/stgclunset _vcs -n nodeMGR

AdvancedCopy Manager settings were as follows.
Cluster system: VERITAS Cluster Server

Node type : Secondary

| P Address : 10.10. 10. 10 (I'n the case of Storage Server transaction, it
is not displayed.)

Mount poi nt ;| STGVGRDI SK

Node nane : nodeMGR

Servi ce : STGVGRSRV

Functi on . Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nurber : 3

MODE : Nor nal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

& note

The number of nodesthat are not carrying out cluster unsetup command is outputted to "Number". In asecondary node B, itislikely
to be three or more.
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7. For a Storage Management Server transaction, delete the database.

10.

11

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al'l of database environments of AdvancedCopy Manager
w |l be deleted.

Once processing has started, all stored data is discarded
Make sure that the environment allows execution

| |
| |
| |
| |
| [ Notes] |
| |
| |
| bef ore proceedi ng.

| |

Do you want to continue with processing? [y/n] ==>y

The cluster unsetup command is executed on the secondary node B.

The window indicating cluster unsetup command completion opens.

swst f 8143 The cluster deletion of the secondary node has been conpl eted. Next, delete
the cluster environnment of the other secondary node
#

gn Note

In secondary node B, a completion message is swstf8143.

Dismount the shared disk on the secondary node B.
Dismount the shared disk for share data on the secondary node B.

For a Storage Management Server transaction, also dismount the repository shared disk on the secondary node B.

Qn Note

If there are remaining secondary nodes B for which steps 4 to 9 have not been performed, perform them from Step 4 for the nodes.
When operation from Step 4 to Step 9 is completed for al secondary nodes B, go to Step 10.

Mount the shared disk on the secondary node A.

Mount the shared disk for shared data on the secondary node A.

For a Storage Management Server transaction, also mount the repository shared disk in the secondary node A.
Execute the cluster unsetup command on the secondary node A.

On the secondary node A, execute the following command after blocking other usersfrom accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset_vcs -n nodeMGR

Refer to "8.3.2 stgclunset_vcs (Solaris version VERITAS Cluster Server environment cancel command)” for command details.
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& Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage Management
Server was installed.

. Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset_vcs -n nodeMGR

AdvancedCopy Manager settings were as follows.
Cluster system: VERITAS Cluster Server

Node type : Secondary

| P Address : 10.10. 10. 10 (I'n the case of Storage Server transaction, it
is not displayed.)

Mount poi nt ;| STGVGRDI SK

Node nane : nodeMCR

Servi ce : STGMCERSRV

Functi on : Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nurber D2

MODE : Nor nal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

QJT Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number”. In a secondary node, it will be
set to 2.

. For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al'l of database environments of AdvancedCopy Manager
wi |l be deleted.

Once processing has started, all stored data is discarded.
Make sure that the environment allows execution

| |
| |
| |
| |
| [ Notes] |
| |
| |
| bef ore proceedi ng. |
| |

Do you want to continue with processing? [y/n] ==>y

. The cluster unsetup command is executed on the secondary node.

The window indicating cluster unsetup command completion opens.

swst f 8103 The cluster deletion of the secondary node has been conpl eted. Next, delete
the cluster environment of the prinmary node.
#
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15.

16.

17.

18.

19.

Dismount the shared disk on the secondary node A.

Dismount the shared disk for share data on the secondary node A.

For a Storage Management Server transaction, also dismount the repository shared disk on the secondary node A.

Mount the shared disk on the primary node.

Mount the shared disk for shared data on the primary node.

For a Storage Management Server transaction, also mount the repository shared disk on the primary node.

Execute the cluster unsetup command on the primary node.

On the primary node, execute the following command after blocking other users from accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset_vcs -n nodeMGR

Refer to "8.3.2 stgclunset_vcs (Solaris version VERITAS Cluster Server environment cancel command)” for command details.

& Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage Management
Server was installed.

Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset_vcs -n nodeMGR

AdvancedCopy Manager settings were as follows.
Cluster system: VERI TAS Cluster Server

Node type : Primary

| P Address : 10.10. 10. 10 (I'n the case of Storage Server transaction, it
is not displayed.)

Mount poi nt : /| STGVGRDI SK

Node nane : nodeMCR

Servi ce : STGMCRSRV

Function . Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nurber 1

MODE : Nor nal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continuing processing, input "y", or press the Enter key.

QJT Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number”. In a secondary node, it will be
setto 1.

For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

| Al'l of database environments of AdvancedCopy Manager |
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20.

21.

22.

23.

5.3

wi Il be del eted.

|
|
[ Not es] |
Once processing has started, all stored data is discarded. |
Make sure that the environnment allows execution |
bef ore proceedi ng. |

|

Do you want to continue with processing? [y/n] ==>y

The cluster unsetup command is executed on the primary node.

The window indicating cluster unsetup command completion opens.

swstf 8102 The cluster deletion of the primary node has been conpl et ed.
#

Dismount the shared disk on the primary node.

Dismount the shared disk for share data on the primary node.

For a Storage Management Server transaction, also dismount the repository shared disk on the primary node.
Delete port numbers.

Deletethefollowing servicesdefined in /etc/services during cluster setup. Delete the services on the primary node and the secondary
node. Use an OS command such as vi to delete the service from /etc/services.

- Communication daemon for transactions: stgxfws_L ogical-Node-Name
Start the Service Group.

The function of VERITAS Cluster Server is used to start the transaction stopped in step 2. This operation is not necessary if the
Service Group was deleted in step 3.

Please refer to VERITAS Cluster Server User's Guide about the method of starting a user service group.

# hagrp -online User-Service-Goup -sys system nanme

system-name: The node name which wants to start a user service group

Deleting for Solaris version Sun Cluster

This section explains how to delete the Solaris version Sun Cluster.

The primary node is aresource group hode set up as aprimary by the AdvancedCopy Manager cluster setup command, and the secondary
node is anode set up as a secondary by the cluster setup command in the same resource group.

5.3.1 Flow of Deleting

This section describes the correct order when deleting a Cluster Environment.
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Figure 5.3 Deletion flow for Solaris version Sun Cluster cluster environment
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5.3.2 Deletion procedure

To delete the cluster environment, use the following procedure:

1. Delete the node.

Use the Web GUI of the AdvancedCopy Manager to delete the node. For a Storage Management Server transaction, however, this
operation is not necessary.

2. Stop the transaction.
Stop the resource group to be deleted by using the Sun Cluster function.

Please refer to the Sun Cluster manual for information about the method of stopping a resource group.
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3. Mount the shared disk on the secondary node.
Mount the shared disk for AdvancedCopy Manager shared data on the secondary node.
For a Storage Management Server transaction, also mount the repository shared disk in the secondary node.
4. Execute the cluster unsetup command on the secondary node.
On the secondary node, execute the following command after blocking other users from accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset_sun -n nodeMGR

Refer to "8.3.3 stgclunset_sun (Solaris version Sun Cluster environment cancel command)" for command details.

gn Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage M anagement
Server was installed.

5. Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset_sun -n nodeMGR
AdvancedCopy Manager settings were as follows.

Cluster system : Sun Cluster

Node type . Secondary

| P Address :10.10.10.10 (not displayed for Storage Server
transacti ons)

Mount poi nt : /| STGVGRDI SK

Node nane : nodeMCR

Servi ce . manager _service

Net wor k Resource : stgnet

Function : Managenent Server ("Server" is displayed for a Storage server
transacti on)

Nunber D2

MODE : Nor nal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

Ln Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number”. In a secondary node, it islikely
to be two.

6. For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al'l of database environments of AdvancedCopy Manager
w || be deleted.

[ Not es]
Once processing has started, all stored data is discarded.
Make sure that the environnent allows execution
bef ore proceedi ng.
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10.

11

Do you want to continue with processing? [y/n] ==>y

The cluster unsetup command is executed on the secondary node.

The window indicating cluster unsetup command completion opens.

swstf 8103 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environnment of the prinmary node.
#

Dismount the shared disk on the secondary node.

Dismount the shared disk for AdvancedCopy Manager shared data on the secondary node.

For a Storage Management Server transaction, also dismount the repository shared disk on the secondary node.
Mount the shared disk on the primary node.

Mount the shared disk for AdvancedCopy Manager shared data on the primary node.

For a Storage Management Server transaction, also mount the repository shared disk on the primary node.
Execute the cluster unsetup command on the primary node.

On the primary node, execute the following command after blocking other users from accessing the shared disk for AdvancedCopy
Manager shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset_sun -n nodeMGR

Refer to "8.3.3 stgclunset_sun (Solaris version Sun Cluster environment cancel command)” for command details.

& Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage Management
Server was installed.

Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/stgcl unset_sun -n nodeMGR
AdvancedCopy Manager settings were as follows.

Cluster system : Sun Custer

Node type : Primary

| P Address : 10.10.10.10 (not displayed for a Storage server
transacti on)

Mount poi nt ;| STGVIGRWNT

Node nane : nodeMGR

Service : manager _service

Net wor k Resource : stgnet

Functi on : Managenent Server ("Server" is displayed for a Storage server
transaction)

Nurber 1

MODE : Nor nal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continuing processing, input "y", or press the Enter key.
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12.

13.

14.

15.

16.

17.

5.4

& Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number". In aprimary node, it will be set
to 1l

For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al'l of database environments of AdvancedCopy Manager
wi || be del eted.

Once processing has started, all stored data is discarded.
Make sure that the environment allows execution
bef ore proceedi ng.

|
|
|
|
[ Not es] |
|
|
|
|

Do you want to continue with processing? [y/n] ==>y

The cluster unsetup command is executed on the primary node.

The window indicating cluster unsetup command completion opens.

swst 8102 The cluster deletion of the prinary node has been conpl et ed.
#

Dismount the shared disk on the primary node.

Dismount the shared disk for AdvancedCopy Manager shared data on the primary node.

For a Storage Management Server transaction, also dismount the repository shared disk on the primary node.
Delete port numbers.

Deletethefollowing servicesdefined in /etc/services during cluster setup. Del ete the services on the primary node and the secondary
node. Use an OS command such as vi to delete the service from /etc/services.

- Communication daemon for transactions: stgxfws_L ogical-Node-Name

Delete resources.

If required, delete the following resources:
- Name of the AdvancedCopy Manager logical hostname resource and the shared address resource
- The AdvancedCopy Manager SUNW.HA StoragePlus resource

Start the transactions.

The function of Sun Cluster is used to start the transaction stopped in step 2.

Please refer to the Sun Cluster manual about the method of starting a resource group.

Deleting for Linux version PRIMECLUSTER

This section explains how to delete the Linux version PRIMECLUSTER.

The primary node is anode set up as aprimary by the AdvancedCopy Manager cluster setup command, and the secondary node is anode
set up as a secondary by the AdvancedCopy Manager cluster setup command in the same userApplication.
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The secondary node A defines the node which deletes the environment | ast in the secondary nodes in this userApplication. The secondary
node B defines the remaining secondary nodes in this userApplication.

The deleting work of primary node and secondary node A is executed for a 1:1 standby system, a mutual standby system, and an n:1
standby system.

The deleting work of primary node, secondary node A and secondary node B is executed for a cascade topology system and a priority
transfer system.

5.4.1 Flow of Deleting

This section describes the flow of deleting a Cluster Environment.

Figure 5.4 Deletion flow for Linux version PRIMECLUSTER cluster environment
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5.4.2 Deletion Procedure

To delete the cluster environment, use the following procedure:

1. Delete the node.

Use the Web GUI of the AdvancedCopy Manager to delete the node. For a Storage Management Server transaction, however, this
operation is not necessary.

. Stop the userApplication.
Use the RMS main window of PRIMECLUSTER to stop the transaction to be deleted.
. Delete resources.

Use the RMS Wizard to delete the AdvancedCopy Manager resources registered for the target transaction. If the userApplication
has been created using only AdvancedCopy Manager resources, del ete the whole userApplication.

El Point
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For information on how to delete the userApplication and resources, see the "PRIMECLUSTER Installation and Administration
Guide."

If the systemisa 1:1 standby system, a Mutua standby system or an:1 standby system, proceed to step 10.
If the system is a Cascade topology or a Priority transfer, proceed to step 4.

. Mount the shared disk on the secondary node B.

Mount the shared disk for shared data on the secondary node B.

For a Storage Management Server transaction, also mount the shared disk for repository in the secondary node B.

Ln Note

When there are two or more secondary nodes B, Step 4 to Step 9 is processed by all the secondary nodes B.

. Execute the cluster unsetup command on the secondary node B.
On the secondary node B, execute the following command after blocking other usersfrom accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/stgclunset_| xprm -n nodeMGR

Refer to "8.3.4 stgclunset_Ixprm (Linux version PRIMECLUSTER environment cancel command)" for command details.

& Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage Management
Server was installed.

. Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/stgclunset_| xprm -n nodeMGR
AdvancedCopy Manager settings were as follows.

Cluster system: PRI MECLUSTER

Node type : Secondary

| P Address : 10.10. 10. 10 (I'n the case of Storage Server transaction, it
is not displayed.)
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Mount poi nt ;| STGVGRDI SK

Node nane : nodeMGR

Service : manager _service

Resource : Procedure

Function : Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nurber : 3

MODE : Nor nal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

QJT Note

The number of nodes that are not carrying out the cluster unsetup command is outputted to "NUMBER". In a secondary node B, it
islikely to be three or more.

. For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al'l of database environments of AdvancedCopy Manager
wi || be deleted.

Once processing has started, all stored data is discarded.
Make sure that the environnment allows execution
bef ore proceedi ng.

|
|
|
|
[ Not es] |
|
|
|
|

Do you want to continue with processing? [y/n] ==>y

. The cluster unsetup command is executed on the secondary node B.

The window indicating cluster unsetup command completion opens.

swst f 8143 The cluster deletion of the secondary node has been conpl eted. Next, delete
the cluster environment of another secondary node.
#

gn Note

In secondary node B, a completion message is swstf8143.

. Dismount the shared disk on the secondary node B.
Dismount the shared disk for share data on the secondary node B.

For a Storage Management Server transaction, also dismount the shared disk for the repository on the secondary node B.

& Note

If there are remaining secondary nodes B for which steps 4 to 9 have not been performed, perform from Step 4 for the nodes.

When operation from Step 4 to Step 9 is completed by all secondary nodes B, go to Step 10.
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10.

11

12.

13.

Mount the shared disk on the secondary node A.

Mount the shared disk for shared data on the secondary node A.

For a Storage Management Server transaction, also mount the shared disk for the repository in the secondary node A.

Execute the cluster unsetup command on the secondary node A.

On the secondary node A, execute the following command after blocking other usersfrom accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset _| xprm -n nodeMGR

Refer to "8.3.4 stgclunset_Ixprm (Linux version PRIMECLUSTER environment cancel command)” for command details.

gn Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage M anagement
Server was installed.

Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset _| xprm -n nodeMGR
AdvancedCopy Manager settings were as follows.

Cluster system: PRI MECLUSTER

Node type . Secondary

| P Address : 10.10.10.10 (I'n the case of Storage Server transaction, it
is not displayed.)

Mount poi nt : /| STGVGRDI SK

Node namne : nodeM3R

Servi ce . manager _service

Resour ce . Procedure

Function : Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nurber 2

MODE : Nor mal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n" To continue processing, input "y", or press the Enter key.

Ln Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "NUMBER". In a secondary node, it is
surely set to 2.

For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al of database environments of AdvancedCopy Manager
wi || be del eted.

[ Not es]
Once processing has started, all stored data is discarded.

Make sure that the environment allows execution
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14.

15.

16.

17.

18.

| bef ore proceedi ng. |

Do you want to continue with processing? [y/n] ==>y

The cluster unsetup command is executed on the secondary node A.

The window indicating cluster unsetup command completion opens.

swst 8103 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environnment of the prinary node.
#

Dismount the shared disk on the secondary node A.

Dismount the shared disk for share data on the secondary node A.

For a Storage Management Server transaction, also dismount the shared disk for the repository on the secondary node A.
Mount the shared disk on the primary node.

Mount the shared disk for shared data on the primary node.

For a Storage Management Server transaction, also mount the shared disk for the repository on the primary node.

Execute the cluster unsetup command on the primary node.

On the primary node, execute the following command after blocking other users from accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/stgclunset _| xprm -n nodeMGR

Refer to "8.3.4 stgclunset_Ixprm (Linux version PRIMECLUSTER environment cancel command)" for command details.

Qn Note

For a Storage Management Server transaction to be performed, use the location that was specified when the Storage Management
Server was installed.

Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/stgclunset_| xprm -n nodeMGR
AdvancedCopy Manager settings were as follows.

Cluster system: PRI MECLUSTER

Node type : Primary

| P Address : 10.10.10.10 (In the case of Storage Server transaction, it is
not displayed.)

Mount poi nt : /| STGVGRDI SK

Node nane : nodeMCR

Service : manager _service

Resource : Procedure

Function . Managenent Server (In the case of Storage Server transaction,
it is displayed as Server.)

Nurber 1

MODE : Nor nal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n" To continue processing, input "y", or press the Enter key.
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& Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "NUMBER". In a primary node, it will be
setto 1.

19. For a Storage Management Server transaction, delete the database.

A window for confirming database deletion opens. Confirm the displayed information, enter "y", and press the Enter key. The
window is not displayed in the case of a Storage Server transaction.

Al'l of database environments of AdvancedCopy Manager
wi || be del eted.

Once processing has started, all stored data is discarded.
Make sure that the environment allows execution
bef ore proceedi ng.

|
|
|
|
[ Not es] |
|
|
|
|

Do you want to continue with processing? [y/n] ==>y

20. The cluster unsetup command is executed on the primary node.

The window indicating cluster unsetup command completion opens.

swst 8102 The cluster deletion of the prinary node has been conpl et ed.
#

21. Dismount the shared disk on the primary node.

Dismount the shared disk for share data on the primary node.

For a Storage Management Server transaction, also dismount the shared disk for the repository on the primary node.
22. Delete port numbers.

Deletethefollowing servicesdefined in /etc/services during cluster setup. Del ete the services on the primary node and the secondary
node. Use an OS command such as vi to delete the service from /etc/services.

- Communication daemon for transactions: stgxfws_L ogical-Node-Name
23. Start the userApplication.

Use the RMS main window of PRIMECLUSTER to start the transaction stopped in step 2. This operation is not necessary if the
userApplication was deleted in step 3.

5.5 Deleting for Windows version MSCS/WSFC

This section explains how to delete the Windows version MSCS or WSFC.

Throughout this section, the primary node is a node set up as a primary by the AdvancedCopy Manager cluster setup command, and the
secondary node is a node set up as a secondary by the AdvancedCopy Manager cluster setup command in the same cluster group.

The secondary node A defines the node which deletes the environment of Storage Management Server transactions or Storage Server
transactions last in the secondary nodesin this cluster group. The secondary node B defines the remaining secondary nodes in this cluster

group.

The deleting work of primary node and secondary node A is executed for a 1:1 standby system, a mutua standby system, and an n:1
standby system.

The deleting work of primary node, secondary node A and secondary node B is executed for a cascade topology system.
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5.5.1 Flow of Deleting

This section describes the flow of deleting a Cluster Environment.

Figure 5.5 Deletion flow for Windows version MSCS/WSFC cluster environment
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5.5.2 Deletion Procedure

To delete the cluster environment, use the following procedure:

E’] Point

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Delete the Storage Management Server transaction by a user who executed its customization.
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The deletion may be failed, when it executed by a different user.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

;Jj Note
* The "Computer Browser service" Windows service must be activated if a user belonging to the Administrators domain wants to
perform customization for the Windows version of MSCS/WSFC.
* Executing this process with the service listed below must be paid attention.

- Terminal service (viaaremote desktop connection)

If the Storage Management Server is running on Windows Server 2003, the Terminal Service must be used by making a console
session connection to it. Refer to the following link for information on how to make console session connections:
http://support.microsoft.com/kb/947723

http://support.microsoft.com/kb/278845

Do not use service listed below, asit will not work properly.

- Telnet server service

1. If the object to be deleted is a Storage Server, use the Web GUI of the AdvancedCopy Manager to delete the logical server to which
theapplicable Storage Server transaction belongs. If the object to be deleted isa Storage Management Server, thisstepisnot required.

2. Usethe cluster administrator (MSCS) or failover cluster management (WSFC) to switch the cluster group to which the applicable
AdvancedCopy Manager belongsto offline operation. However, |eave the shared disk for shared data online. Moreover, in the case
of Storage Management Server transaction, leave the shared disk for the repository online. For information about how to switch the
cluster group offline, refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering manuals.

If the system is the 1:1 standby system, the Mutual standby system or the n:1 standby system, proceed to step 5.
If the system is Cascade topology, proceed to step 3.

3. On the secondary node B, use the cluster administrator (MSCS) or failover cluster management (WSFC) to acquire the ownership
right to the cluster group to which the applicable AdvancedCopy Manager belongs. For information about how to acquire ownership
rights, refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering manuals.

& Note
When the secondary node B consists of two or more nodes, perform Step 3 and Step 4 on all the secondary nodes B.

4. On the secondary node B, execute the cluster unsetup command. The procedure for executing the command is as follows.

a. Execute the following command from the command prompt window on the secondary node B:

Programdi rect ory\ bi n\ st gcl unset _nscs
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b. The cluster unsetup command window is displayed.

AdvancedCopy Manager Cluster Unzetup Tool

Logical Mode Mame: ~
Mode Type: Secondany Mode

Semver Type: Storage Management Server
Service Mame: ACMMGR

Cluzer Marme: gtargre

IP &ddress: 10.10.10.10

[ Forced Execution

0k, | Cancel

Select the logical node name of the AdvancedCopy Manager transaction to be deleted. For unsetup after node failure, select
the Forced Execution checkbox. After confirming each field, click the [OK] button.

C. If the transaction to be deleted is a Storage Management Server transaction, the start window for deleting the environment
(database) of the Storage Management Server transaction is displayed.

Yerifying the proceszzing

Starting DB unsetup processing

otart Cancel

Click the [Start] button.

d. If thetransaction to be deleted is a Storage M anagement Server transaction, the del etion complete window of the environment
(database) of the Storage Management Server transaction is displayed.

DB unsetup

Executing DB unsetup

DB unsetup was completed.

| Close |

Click the [Close] button.
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€. The start window of the port number and service setting/rel ease command is displayed.

AdvancedCopy Manager Port Humber and Service Setup and Releaze Commands |

@ The port number and zervice deletion processing will be started.

Click the [OK] button.

f. The completion window of the port number and service setting/release command is displayed.

AdvancedCopy Manager Port Humber and Service Setup and Release Command: B3

@ The port number and zervice deletion proceszing has been completed.

Click the [OK] button.
g. Complete the cluster unsetup of the secondary node.

When the completion window of cluster unsetup is displayed, click the [OK] button.

Qn Note

For the secondary node B, the swstf8143 message is displayed.

If there are remaining secondary nodes B for which steps 3 to 4 have not been performed, perform from Step 3 for the nodes.
When operation from Step 3 and Step 4 is completed by all secondary nodes B, go to Step 5.

. On the secondary node A, use the cluster administrator (MSCS) or failover cluster management (WSFC) to acquire the ownership
right to the cluster group to which the applicable AdvancedCopy Manager bel ongs. For information about how to acquire ownership
rights, refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering manuals.

. On the secondary node A, execute the cluster unsetup command. The procedure for executing the command is as follows.

a Execute the following command from the command prompt window on the secondary node A:

Programdi rect ory\ bi n\ st gcl unset _nscs
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b. The cluster unsetup command window is displayed.

AdvancedCopy Manager Cluster Unzetup Tool

Logical Mode Mame: ~
Mode Type: Secondany Mode

Semver Type: Storage Management Server
Service Mame: ACMMGR

Cluzer Marme: gtargre

IP &ddress: 10.10.10.10

[ Forced Execution

0k, | Cancel

Select thelogical node name of the transaction to be del eted. For unsetup after node failure, select the Forced Execution field.
After confirming each field, click the [OK] button.

C. If the transaction to be deleted is a Storage Management Server transaction, the start window for deleting the environment
(database) of the Storage Management Server transaction is displayed.

Yerifying the proceszzing

Starting DB unsetup processing

otart Cancel

Click the [Start] button.

d. If thetransaction to bedel eted isa Storage M anagement Server transaction, the del etion compl eted window of the environment
(database) of the Storage Management Server transaction is displayed.

DB unsetup

Executing DB unsetup

DB unsetup was completed.

| Close |

Click the [Close] button.
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€. The start window of the port number and service setting/rel ease command is displayed.

AdvancedCopy Manager Port Humber and Service Setup and Releaze Commands

-
\11) The port number and zervice deletion processing will be started.

Click the [OK] button.

f. The completion window of the port number and service setting/release command is displayed.

AdvancedCopy Manager Port Humber and Service Setup and RBelease Commands

-
\11) The port number and zervice deletion proceszing has been completed.

Click the [OK] button.
g. Complete the cluster unsetup of the secondary node.

When the compl etion window of cluster unsetup is displayed, click the [OK] button. Next, execute unsetup for the primary
node.

AdvancedCopy Manager Cluster Unsetup Tool

\i,) awztf3103 The cluster deletion of the zecondary node has been completed. Mest, delete the cluster enviranment of the
primary node.

7. On the primary node, use the cluster administrator (MSCS) or failover cluster manager (WSFC) to acquire the ownership right to
the cluster group to which the applicable AdvancedCopy Manager belongs. For information about how to acquire ownership rights,
refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering manuals.

8. Onthe primary node, execute the cluster unsetup command. The procedure for executing the command is as follows.

a. Execute the following command from the command prompt window on the primary node:

Programdi rect ory\ bi n\ st gcl unset _nmscs
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b. The cluster unsetup command window is displayed.

AdvancedCopy Manager Cluster Unsetup Tool

Logical Mode MName: =
Mode Type: Prirmarny Mode

Semrver Type: Storage b anagement Server
Service Mame: ACMMGR

Cluzer M arme: starngre

IP &ddress: 10.10.10.10

[ Forced Execution

QE. | Cancel

Select the logical node name selected in the cluster unsetup window on the secondary node. For unsetup after node failure,
select the Forced Execution field. After confirming each field, click the [OK] button.

C. If the transaction to be deleted is a Storage Management Server transaction, the start window for deleting the environment
(database) of the Storage Management Server transaction is displayed.

Yerifying the proceszzing

Starting DB unsetup processing

Cancel

Click the [Start] button.

d. If thetransaction to be deleted is a Storage M anagement Server transaction, the del etion complete window of the environment
(database) of the Storage Management Server transaction is displayed.

DB unsetup

Executing DB unsetup

DB unsetup was completed.

| Close |

Click the [Close] button.
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9.

10.

€. The start window of the port number and service setting/rel ease command is displayed.

AdvancedCopy Manager Port Humber and Service Setup and Releaze Commands |

@ The port number and zervice deletion processing will be started.

Click the [OK] button.

f. The completion window of the port number and service setting/release command is displayed.

AdvancedCopy Manager Port Humber and Service Setup and Release Command: B3

@ The port number and zervice deletion proceszing has been completed.

Click the [OK] button.
g. Complete cluster unsetup of the primary node.
When the completion window of cluster unsetup is displayed, click the [OK] button.

AdvancedCopy Manager Cluster Unsetup Tool Ei |

@ awetf8102 The cluster deletion of the primary node has been completed.

Delete and/or move the resource of AdvancedCopy Manager used for cluster group.

If the shared disk for shared data is not being used for the cluster group, use the cluster administrator (MSCS) or failover cluster
management (WSFC) to move them to another group. Moreover, in the case of a Storage Management Server transaction, if the
shared disk for the repository is not being used for the cluster group, use the cluster administrator (MSCS) or failover cluster
management (WSFC) to move them to another group.

If the following resource is hot being used, use the cluster administrator (M SCS) or failover cluster management (WSFC) to delete
them. The following resources exist when "Create New |P Address Resource" has previously been selected with the cluster setup
command of AdvancedCopy Manager.

- AdvancedCopy IP Address_L ogical-Node-Name
- AdvancedCopy Network_L ogical-Node-Name

For information about how to move disk resource, refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering
manuals.

Delete the port number of AdvancedCopy Manager that was set for transaction use.

Delete the port number set for the Storage Server transaction or the Storage Management Server transaction from windows-install-
directory\system32\drivers\etc\services. Delete the port number on the primary node and the secondary node. The service nameis
asfollows:

- stgxfws_Logical-Node-Name
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11. Usethe cluster administrator (MSCS) or failover cluster management (WSFC) to switch the cluster group online. For information
about how to switch the cluster group online, refer to the Microsoft(R) Cluster Service/Windows Server(R) Failover Clustering
manuals.

5.6 Deleting for HP-UX version MC/ServiceGuard

This section explains how to delete the HP-UX version MC/ServiceGuard.

The primary node is a node set up as aprimary by the AdvancedCopy Manager cluster setup command, and the secondary node is anode
set up as a secondary by the cluster setup command in the same package.

The secondary node B defines the remaining secondary nodes in this package.

The processing required to customize the primary node and secondary node A is executed on a 1:1 standby system, a mutual standby
system, and an n:1 standby system.

The primary node, secondary node A, and secondary node B are deleted on a cascade topology system and a priority transfer system.

5.6.1 Flow of Deleting

This section describes the flow of deleting a Cluster Environment.
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Figure 5.6 Deletion flow for HP-UX version MC/ServiceGuard cluster environment
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5.6.2 Deletion Procedure

To delete the cluster environment, use the following procedure:

1. Deletethe node.
Use the Web GUI of the AdvancedCopy Manager to delete the node.
2. The function of MC/ServiceGuard is used to stop the transaction.
Stop the transaction (package) to be deleted.
Refer to the manual of MC/ServiceGuard for details of the method of stopping the transaction.
If the systemisa 1:1 standby system, amutual standby system or an n:1 standby system, proceed to step 8.
If the system is a Cascade topology, proceed to step 3.
3. Mount the shared disk on the secondary node B.
The shared disk for share data checks that it isin a state of dismount on the primary node and all the secondary nodes.
Then, Mount the shared disk for shared data on the secondary node B.

& Note

When there are two or more secondary nodes B, steps 3 to 7 are executed for all of these nodes.

4. Execute the cluster unsetup command on the secondary node.
On the secondary node, execute the following command after blocking other users from accessing the shared disk for shared data:

The example of an input:

# [ opt/swstorage/ bi n/ stgclunset_ntsg -n nodepr

Refer to "8.3.5 stgclunset_mcsg (HP-UX version MC/ServiceGuard environment cancel command)” for command details.
5. Check the objects to be deleted.
Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter

key.

AdvancedCopy Manager settings were as follows.
Cluster system : M ServiceCuard
Node type . Secondary
| P Address : 10.10.10.10
SUBNET : 10.10.10.0
Mount poi nt : /[ stgnount
Devi ce Name : /dev/vg01/lvol 1
Vol umre G oup : vgol
Node nane : nodepr
Servi ce . servl
Function . Server
Nurber © 3
MODE : Nor nal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y] vy

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

Ln Note

The number of nodes which are not executing the cluster unsetup command is output to "Number". In a secondary node B, this
value will be at |east three.
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6.

10.

The cluster unsetup command is executed on the secondary node B.

The window indicating cluster unsetup command completion opens.

swst f 8143 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environment of another secondary node
#

& Note

In secondary node B, the completion message is swstf8143.

Dismount the shared disks on the secondary node B.

Dismount the shared disk for shared data on the secondary node B.

gn Note

If there are remaining secondary nodes B for which steps 3 to 7 have not been performed, perform these stepsin each node. When
steps 3 to 7 have been completed by all secondary nodes B, proceed to Step 8.

Mount the shared disk on the secondary node A.
Mount the shared disk for shared data on the secondary node A.
Execute the cluster unsetup command on the secondary node A.

On the secondary node A, execute the following command after preventing other users from accessing the shared disk for shared
data:

Example

# [ opt/swstorage/ bi n/stgclunset_ntsg -n nodepr

Refer to "8.3.5 stgclunset_mcsg (HP-UX version MC/ServiceGuard environment cancel command)” for command details.
Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

AdvancedCopy Manager settings were as follows.
Cluster system : MJ ServiceCuard
Node type : Secondary
| P Address : 10.10.10. 10
SUBNET : 10.10.10.0
Mount poi nt : [ stgnount
Devi ce Nane : /dev/vg0l/lvol 1
Vol unme G oup : vgol
Node nane : nodepr
Servi ce : servl
Function : Server
Nurber 2
MODE : Nor nma
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y] vy

To interrupt cluster environmental unsetup processing, type "n. To continue processing, type"y" or press the Enter key.
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& Note

The number of nodes which are not executing the cluster unsetup command is output to "Number". In a secondary node A, this
valueislikely to be 2.

11. Finish the cluster unsetup command on the secondary node A.

A window opens, indicating the completion of the cluster unsetup command.

swst 8103 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environnment of the prinmary node.
#

12. Dismount the shared disk on the secondary node A.
Dismount the shared disk for shared data on the secondary node A.
13. Mount the shared disk on the primary node.
Mount the shared disk for shared data on the primary node.
14. Execute the cluster unsetup command on the primary node.
On the primary node, execute the following command after blocking other users from accessing the shared disk for shared data:

The example of an input:

# [ opt/swstorage/ bi n/stgclunset _ntsg -n nodepr

Refer to "8.3.5 stgclunset_mcsg (HP-UX version MC/ServiceGuard environment cancel command)" for command details.
15. Check the objectsto be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

AdvancedCopy Manager settings were as follows.
Cluster system : M ServiceCuard
Node type : Primary
| P Address : 10.10. 10. 10
SUBNET . 10.10.10.0
Mount poi nt ;[ stgnount
Devi ce Name : /dev/vg01/lvol 1l
Vol ume G oup : vgol
Node name : nodepr
Service : servl
Functi on . Server
Nunber 1
MODE : Nor mal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y] y

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

Qn Note

The number of nodes which are not executing the cluster unsetup command is output to "Number". In aprimary node, thisvalueis
likely to be 1.

16. The cluster unsetup command is executed on the primary node.

The window indicating cluster unsetup command completion opens.
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17.

18.

19.

20.

5.7

swstf 8102 The cluster deletion of the primary node has been conpl et ed.
#

Dismount the shared disk on the primary node.
Dismount the shared disk for share data on the primary node.
Delete port numbers.

On the primary node and the secondary node, delete the following services defined in /etc/services during cluster setup. Use an OS
command such as vi to delete the service from /etc/services.

- Communication daemon for transactions: stgxfws_L ogical-Node-Name
Delete transaction environment.

The start/stop commands of the Storage Server transaction are deleted from the CUSTOMER DEFINE FUNCTIONS section of
the package control script of object transaction.

The following commands (the start option is included) are deleted from the section at the time of starting.

[ opt/ FISVswst f/ cl uster/cl proc/ Smgr MCSG_Logi cal - Node- Nanme start

The following commands (the stop option is included) are deleted from the section at the time of a stop.

/opt/ FISVswst f/ cl uster/cl proc/ Smgr MCSG_Logi cal - Node- Nane st op

When not using in the transaction the shared disk prepared for AdvancedCopy Manager, the information on a shared disk is aso
deleted. Moreover, the transaction (package) is del eted when the transaction will not be used in the future.

Refer to the manual of M C/ServiceGuard for detail s of the method of editing acontrol script, the method of reflection to other nodes,
and the method of deleting a package.

Object transaction (package) is started by using the MC/ServiceGuard function.
This carries out this operation and is not required when a transaction is deleted in Procedure 19.

Refer to the manual of MC/ServiceGuard for information about the method of starting a transaction.

Deleting for HP-UX version VERITAS Cluster Server

This section explains how to delete the HP-UX version VERITAS Cluster Server.

The primary node is a service group node set up as a primary by the AdvancedCopy Manager cluster setup command, and the secondary
node is anode set up as a secondary by the cluster setup command in the same service group.

5.7.1 Flow of Deleting

This section describes the order used when deleting a Cluster Environment.
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Figure 5.7 Deletion flow for HP-UX version VERITAS Cluster Server cluster environment
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5.7.2 Deletion Procedure

To delete the cluster environment, use the following procedure:
1. Deletethe node.
Use the Web GUI of the AdvancedCopy Manager to delete the node.
2. Stop the transaction.
Stop the transaction to be deleted by using the VERITAS Cluster Server function.
Please refer to VERITAS Cluster Server User's Guide for information about the method of stopping a user service group.
An example of stopping the user service group by the command of VERITAS Cluster Server isasfollows.

In this example, a User Service Group nameis set to "STGMGRSRV", and an active system node hame is set to "nodel".
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# hagrp -offline STGMGRSRV -sys nodel

3. Deleteresources.

Usethe VERITAS Cluster Server function to delete the AdvancedCopy Manager resources registered for the target transaction. If
Service Groups have been created using only AdvancedCopy Manager resources, delete the whole Service Group.

Please refer to VERITAS Cluster Server User's Guide for information about the method of deleting a user service group and a
resource.

The user service group by the command of VERITAS Cluster Server and the example of deletion of aresource are as follows.
In this example, auser service group nameis set to "STGMGRSRV".

Moreover, each resource name is carried out as follows.

Resource name (Application): AdvancedCopy_Manager_appl

Resource name (MountPoint of the shared disk for AdvancedCopy Manager share data): AdvancedCopy Manager_mount

Resource name (M ountPoint for AdvancedCopy Manager RIPOJITORI): AdvancedCopy_Manager_DB
The resource concerned exists only on Storage Management Server business.

- Resource name (I1P): sybase ip

VCS config table is saved by another file-name.

# mv  [etc/ VRTSvcs/ conf/confi g/ main.cf /etc/ VRTSvcs/ conf/ confi g/ main. cf. bk

Place VCSinto the read-write enabled state.

# haconf -nmakerw

Delete aresource (Application, MountPoint).

# hares -del ete AdvancedCopy_Manager _appl
# hares -del ete AdvancedCopy_Manager _nount

A resource (IP) is deleted when not using it in a transaction.

# hares -del ete sybase_ip

When deleting atransaction, a user service group is deleted.

# hagrp -del ete STGVGRSRV

Reflect the VCS setting and set VCS into the read-only mode.

# haconf -dunmp - makero

4. Mount the shared disk on the secondary node.
Mount the shared disk for AdvancedCopy Manager shared data on the secondary node.
5. Execute the cluster unsetup command on the secondary node.
On the secondary node, execute the following command after blocking other users from accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset _hpvcs -n nodeagt

Refer to "8.3.6 stgclunset_hpvcs (HP-UX version VERITAS Cluster Server environment cancel command)” for command details.
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6. Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset _hpvcs -n nodeagt
AdvancedCopy Manager settings were as follows.
Cluster system: VERITAS Cluster Server

Node type . Secondary
Mount poi nt ;| STGVGRDI SK
Node nanme : nodeagt
Service ;. STGVGRSRV
Functi on . Server
Nunber 2

MODE : Nor mal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

& Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number". In asecondary node, it islikely
to be two.

7. The cluster unsetup command is executed on the secondary node.

The window indicating cluster unsetup command completion opens.

swst 8103 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environnment of the prinmary node.
#

8. Dismount the shared disk on the secondary node.
Dismount the shared disk for AdvancedCopy Manager shared data on the secondary node.
9. Mount the shared disk on the primary node.
Mount the shared disk for AdvancedCopy Manager shared data on the primary node.
10. Execute the cluster unsetup command on the primary node.

On the primary node, execute the following command after blocking other users from accessing the shared disk for AdvancedCopy
Manager shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset _hpvcs -n nodeagt

Refer to "8.3.6 stgclunset_hpvcs (HP-UX version VERITAS Cluster Server environment cancel command)” for command details.
11. Check the objectsto be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset _hpvcs -n nodeagt
AdvancedCopy Manager settings were as follows.
Cluster system: VERITAS Cluster Server

Node type : Primary
Mount poi nt : | STGVIGRWNT
Node nane : nodeagt
Servi ce . STGVGRSRV
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12.

13.

14.

15.

5.8

Function . Server
Nurber 1
MODE : Nor nal
Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continuing processing, input "y", or press the Enter key.

gn Note

The number of nodes that are not carrying out cluster unsetup command is output to "Number”. In a primary node, it will be set to
1

The cluster unsetup command is executed on the primary node.

The window indicating cluster unsetup command completion opens.

swst f 8102 The cluster deletion of the prinary node has been conpl et ed.
#

Dismount the shared disk on the primary node.
Dismount the shared disk for AdvancedCopy Manager shared data on the primary node.
Delete port numbers.

Deletethefollowing servicesdefined in /etc/services during cluster setup. Del ete the services on the primary node and the secondary
node. Use an OS command such as vi to delete the service from /etc/services.

- Communication daemon for transactions: stgxfws_L ogical-Node-Name
Start the transaction.

The function of VERITAS Cluster Server is used to start the transaction stopped in step 2. This operation is not necessary if the
Service Group was deleted in step 3.

Please refer to VERITAS Cluster Server User's Guide about the method of starting a user service group.

# hagrp -online User-Service-Goup -sys system nanme

system-name: The node name where the user service group isto be started

Deleting for AlX version VERITAS Cluster Server

This section explains how to delete the AIX version VERITAS Cluster Server.

The primary node is a service group node set up as a primary by the AdvancedCopy Manager cluster setup command, and the secondary
node is anode set up as a secondary by the cluster setup command in the same service group.

5.8.1 Flow of Deleting

This section describes the order when deleting a Cluster Environment.
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Figure 5.8 Deletion flow for AlX version VERITAS Cluster Server cluster environment
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5.8.2 Deletion Procedure

To delete the cluster environment, use the following procedure:
1. Deletethe node.
Use the Web GUI of the AdvancedCopy Manager to delete the node.
2. Stop the transaction.
Stop the transaction to be deleted by using the VERITAS Cluster Server function.
Please refer to VERITAS Cluster Server User's Guide for information about the method of stopping a user service group.
An example of stopping the user service group by the command of VERITAS Cluster Server isasfollows.

In this example, a User Service Group nameis set to "STGMGRSRV", and an active system node name is set to "nodel".
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# hagrp -offline STGMGRSRV -sys nodel

3. Deleteresources.

Usethe VERITAS Cluster Server function to delete the AdvancedCopy Manager resources registered for the target transaction. If
Service Groups have been created using only AdvancedCopy Manager resources, delete the whole Service Group.

Please refer to VERITAS Cluster Server User's Guide for information about the method of deleting a user service group and a
resource.

The user service group by the command of VERITAS Cluster Server and the example of deletion of aresource are as follows.
In this example, auser service group nameis set to "STGMGRSRV".

Moreover, each resource name is carried out as follows.

Resource name (Application): AdvancedCopy_Manager_appl

Resource name (MountPoint of the shared disk for AdvancedCopy Manager share data): AdvancedCopy Manager_mount

Resource name (M ountPoint for AdvancedCopy Manager RIPOJITORI): AdvancedCopy_Manager_DB

- Theresource concerned exists only on Storage Management Server business.

Resource name (I1P): sybase ip

VCS config table is saved by ancther file-name.

# nmv  [etc/ VRTSvcs/ conf/confi g/ main.cf /etc/ VRTSvcs/ conf/confi g/ main. cf. bk

Place VCS into the read-write enabled state.

# haconf -makerw

Delete aresource (Application, MountPoint).

# hares -del ete AdvancedCopy_Manager _appl
# hares -del ete AdvancedCopy_Manager _nount

A resource (IP) is deleted when not using it in a transaction.

# hares -del ete sybase_ip

When deleting atransaction, a user service group is deleted.

# hagrp -del ete STGVGRSRV

Reflect the VCS setting and set VCS into the read-only mode.

# haconf -dunmp - makero

4. Mount the shared disk on the secondary node.
Mount the shared disk for AdvancedCopy Manager shared data on the secondary node.
5. Execute the cluster unsetup command on the secondary node.

Onthe secondary node, execute thefollowing command after blocking other usersfrom accessing the shared disk for AdvancedCopy
Manager shared data:

[Input example]

# [ opt/swst orage/ bi n/ stgcl unset _ai xvcs -n nodeagt
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10.

11

Refer to "8.3.7 stgclunset_aixves (AlX version VERITAS Cluster Server environment cancel command)” for command details.
Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swst orage/ bi n/ stgcl unset _ai xvcs -n nodeagt
AdvancedCopy Manager settings were as follows.
Cluster system: VERITAS Cluster Server

Node type . Secondary
Mount poi nt ;| STGVGRDI SK
Node nanme : nodeagt
Service ;. STGVGRSRV
Functi on . Server
Nunber 2

MODE : Nor mal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continue processing, input "y", or press the Enter key.

& Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number". In asecondary node, it islikely
to be two.

The cluster unsetup command is executed on the secondary node.

The window indicating cluster unsetup command completion opens.

swst 8103 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environnment of the prinmary node.
#

Dismount the shared disk on the secondary node.

Dismount the shared disk for AdvancedCopy Manager shared data on the secondary node.
Mount the shared disk on the primary node.

Mount the shared disk for AdvancedCopy Manager shared data on the primary node.
Execute the cluster unsetup command on the primary node.

On the primary node, execute the following command after blocking other users from accessing the shared disk for AdvancedCopy
Manager shared data:

[Input example]

# [ opt/swst orage/ bi n/ stgcl unset _ai xvcs -n nodeagt

Refer to "8.3.7 stgclunset_aixves (AlX version VERITAS Cluster Server environment cancel command)" for command details.
Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset _ai xvcs -n nodeagt
AdvancedCopy Manager settings were as follows.
Cluster system: VERITAS Cluster Server

Node type : Primary
Mount poi nt : | STGVIGRWNT
Node nane : nodeagt
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Service ;. STGVGRSRV

Function . Server
Nunber B
MODE : Nor nal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continuing processing, input "y", or press the Enter key.

Ln Note

The number of nodes that are not carrying out cluster unsetup command is outputted to "Number”. In aprimary node, it will be set
tol.

12. The cluster unsetup command is executed on the primary node.

The window indicating cluster unsetup command completion opens.

swst f 8102 The cluster deletion of the prinary node has been conpl et ed.
#

13. Dismount the shared disk on the primary node.
Dismount the shared disk for AdvancedCopy Manager shared data on the primary node.
14. Delete port numbers.

Deletethefollowing servicesdefined in /etc/services during cluster setup. Del ete the services on the primary node and the secondary
node. Use an OS command such as vi to delete the service from /etc/services.

- Communication daemon for transactions: stgxfws_L ogical-Node-Name
15. Start the transaction.

The function of VERITAS Cluster Server is used to start the transaction stopped in step 2. This operation is not necessary if the
Service Group was deleted in step 3.

Please refer to VERITAS Cluster Server User's Guide about the method of starting a user service group.

# hagrp -online User-Service-Goup -sys system nanme

system-name: The node name where the user service group isto be started

5.9 Deleting for AlX version High Availability Cluster Multi-
Processing

This section explains how to delete the AIX version High Availability Cluster Multi-Processing.

The resource group isanode set up asaprimary by the AdvancedCopy Manager cluster setup command, and the secondary nodeisanode
set up as a secondary by the cluster setup command in the same resource group.

The secondary node A defines the node which deletes the environment last in the secondary nodes in this resource group. The secondary
node B defines the remaining secondary nodes in this resource group.

The deleting work of the primary node and secondary node A is executed for a 1:1 standby system, a mutual standby system, and an n:1
standby system.

The deleting work of primary node, secondary node A and secondary node B is executed for a cascade topology system.

5.9.1 Flow of Deleting

This section describes the flow of deleting a Cluster Environment.
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Figure 5.9 Deletion flow for AlX version High Availability Cluster Multi-Processing cluster environment
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5.9.2 Deletion Procedure

To delete the cluster environment, use the following procedure:

1. Delete the node.
Use the Web GUI of the AdvancedCopy Manager to delete the node.
2. Stop the Resource Group.
Stop the transaction that is to be deleted by using the High Availability Cluster Multi-Processing function.

Please refer to High Availability Cluster Multi-Processing User's Guide for information about the method of stopping a resource
group.
3. Delete resources.

Use the High Availability Cluster Multi-Processing function to delete the AdvancedCopy Manager resources registered for the
target transaction. If Resource Groups have been created using only AdvancedCopy Manager resources, del ete the whole Resource
Group.

Please refer to High Availability Cluster Multi-Processing User's Guide for information about the method of deletion of a user
resource group and a resource.

If the system isthe 1:1 standby system, the Mutual standby system or the n:1 standby system, proceed to step 9.
If the system is Cascade topology, proceed to step 4.

4. Mount the shared disk on the secondary node B.
Mount the shared disk for shared data on the secondary node B.

Qn Note

When there are two or more secondary nodes B, Step 4 to Step 8 is processed by all the secondary nodes B.

5. Execute the cluster unsetup command on the secondary node B.
On the secondary node B, execute the following command after blocking other users from accessing the shared disk for shared data:

[Input example]

# [ opt/swst orage/ bi n/ stgcl unset _hacnp -n nodeagt

Refer to "8.3.8 stgclunset_hacmp (AIX version High Availability Cluster Multi-Processing environment cancel command)” for
command details.

6. Check the objectsto be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset _hacnp -n nodeagt
AdvancedCopy Manager settings were as follows.
Cluster system: High Availability Cluster Milti-Processing

Node type : Secondary
Mount poi nt ;| STGVGRDI SK
Node nane : nodeagt
Service . STGVGRSRV
Functi on . Server
Nunber 3

MODE : Nor mal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continuing processing, input "y", or press the Enter key.
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10.

11.

Qn Note

The number of nodesthat are not carrying out cluster unsetup command is outputted to "Number". In asecondary node B, itislikely
to be three or more.

The cluster unsetup command is executed on the secondary node B.

The window indicating cluster unsetup command completion opens.

swstf 8143 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environment of the other secondary node.
#

Qn Note

In secondary node B, a completion message is swstf8143.

Dismount the shared disk on the secondary node B.

Dismount the shared disk for share data on the secondary node B.

Qn Note

If there are any remaining secondary nodes B that have not performed Step 4 to Step 8, perform from Step 4 in the nodes. When
operation from Step 4 to Step 8 is completed by all secondary nodes B, go to Step 9.

Mount the shared disk on the secondary node A.

Mount the shared disk for shared data on the secondary node A.

Execute the cluster unsetup command on the secondary node A.

On the secondary node A, execute the following command after blocking other usersfrom accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset _hacnp -n nodeagt

Refer to "8.3.8 stgclunset_hacmp (AlX version High Availability Cluster Multi-Processing environment cancel command)” for
command details.

Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset _hacnp -n nodeMGR
AdvancedCopy Manager settings were as follows.
Cluster system: High Availability Cluster Milti-Processing

Node type . Secondary
Mount poi nt ;| STGVGRDI SK
Node nane : nodeagt
Service : STGVGRSRV
Function . Server
Nunber D2

MODE : Nor mal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n" To continue processing, input "y", or press the Enter key.
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12.

13.

14.

15.

16.

17.

Qn Note

The number of nodes that are not performing the cluster unsetup command is outputted to "Number”. In a secondary node, it is
likely to be set to 2.

The cluster unsetup command is executed on the secondary node.

The window indicating cluster unsetup command completion opens.

swst 8103 The cluster deletion of the secondary node has been conpleted. Next, delete
the cluster environnment of the prinmary node.
#

Dismount the shared disk on the secondary node A.

Dismount the shared disk for share data on the secondary node A.

Mount the shared disk on the primary node.

Mount the shared disk for shared data on the primary node.

Execute the cluster unsetup command on the primary node.

On the primary node, execute the following command after blocking other users from accessing the shared disk for shared data:

[Input example]

# [ opt/swstorage/ bi n/ stgcl unset _hacnp -n nodeagt

Refer to "8.3.8 stgclunset_hacmp (AIX version High Availability Cluster Multi-Processing environment cancel command)" for
command details.

Check the objects to be deleted.

Information about the logical node specified by the command is displayed. Confirm the displayed information, and press the Enter
key.

# [ opt/swstorage/ bi n/ stgcl unset _hacnp -n nodeagt
AdvancedCopy Manager settings were as follows.
Cluster system: High Availability Cduster Milti-Processing

Node type : Primary
Mount poi nt ;| STGMGRDI SK
Node name : nodeagt
Service ;. STGVGRSRV
Function : Server
Nurber 1

MODE : Nor mal

Do you want to continue with un-setting of AdvancedCopy Manager cluster? [default:y]

To interrupt cluster environmental unsetup processing, input "n". To continuing processing, input "y", or press the Enter key.

gn Note

The number of nodes which isnot carrying out cluster unsetup command is outputted to "Number". In asecondary node, itislikely
tobesetto 1.

The cluster unsetup command is executed on the primary node.

The window indicating cluster unsetup command completion opens.

swstf 8102 The cluster deletion of the primary node has been conpl et ed.
#
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18. Dismount the shared disk on the primary node.
Dismount the shared disk for share data on the primary node.
19. Delete port numbers.
Delete the following services defined in /etc/services during cluster setup.

Delete the services on the primary node and the secondary node. Use an OS command such as vi to delete the service from /etc/
services.

- Communication daemon for transactions: stgxfws_L ogical-Node-Name

20. Start the Resource Group.

The function of High Availability Cluster Multi-Processing is used, and start the transaction stopped in step 2. This operation is not
necessary if the Resource Group was deleted in step 3.

Please refer to High Availability Cluster Multi-Processing User's Guide for information about the method of starting a resource
group.
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|Chapter 6 Customizing Tape Server Transactions

This chapter explains how to customize Tape Server transactions.

QJT Note

When setup has completed, do not move the resources used by Storage Management Server transactions or Storage Server transactions
to other cluster transactions.

Refer to "6.1 Customizing Tape Server Transactionswith the Solarisversion PRIMECLUSTER" for information about the Solarisversion
PRIMECLUSTER.

6.1 Customizing Tape Server Transactions with the Solaris
version PRIMECLUSTER

This section explains how to customize Tape Server transactions with the Solaris version PRIMECLUSTER. "Primary node" refersto the

active node of the userApplication performing the Tape Server transaction. "Secondary node" refers to a standby node for the same
userApplication.

6.1.1 Customization flow

The customization flow is described below.
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Figure 6.1 Customization flow for the Solaris version PRIMECLUSTER
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6.1.2 Detailed customization operations

Use the following procedure to customize the Tape Server transaction:

1. Restart the system.

Restart both the primary node and the secondary node. If the system has already been restarted after installing AdvancedCopy
Manager, proceed to step 2.

2. Perform apreparatory check.
Check each of theitemsin "3.3 Confirmation of items" for the userApplication being set up.
3. Stop transactions.

If a Storage Management Server transaction, Storage Server transaction, or Tape Server transaction is to be added to an existing
userApplication, use the PRIMECLUSTER RMS main window to stop the userApplication.

4. Mount the shared disk on the primary node.

If the same server is used for both a Storage Management Server transaction and a Tape Server transaction, mount both the shared
disk for AdvancedCopy Manager shared data and the shared disk for the AdvancedCopy Manager repository on the primary node.

If the same server is used for both a Storage Management Server transaction and a Tape Server transaction, mount the shared disk
for AdvancedCopy Manager shared data on the primary node.

5. Register port numbers.

For the communications daemon for transactions (prepared beforehand in the /etc/services file), register port numbers using the
following service name.

Register the port numbersin the /etc/servicesfile using atext editor such as vi, which is provided by the operating system.

- Communications daemon for transactions. stgxfws_|logical node name

gn Note

Register the same port numbers on both the primary node and all secondary nodes.
6. Executethecluster setup command for the Storage Management Server transaction or the Storage Server transaction on the primary

node.

For details, refer to "Chapter 4 Customization of Storage Management Server Transactions and Storage Server
Transactions' > "4.1.2 Customization Procedure”, from steps "6.Execute the cluster setup command on the primary node" to
"13.Finish the cluster setup command on the primary node".

Ln Note

When the setup command completes, a message will display, suggesting that the cluster environment be set up on the secondary
node. However, you should go on to execute the cluster setup command for the Tape Server transaction on the primary node.

7. Execute the cluster setup command for the Tape Server transaction on the primary node.

# [ opt/swstorage/ bin/tbocl set_| xprm-n | ogi cal node nane

Ln Note

- Thelogical node name is the logical node name specified with the cluster setup command executed in step 6 for the Storage
Management Server transaction or Storage Server transaction.
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- Before executing the cluster setup command, ensure that the tape server daemon has not been started. Use the following
command to check:

# ps -ef | grep tbod

If the character string "/opt/FISV swstm/bin/tbod” is displayed in the result, the tape server daemon has been started. Refer to
"Daemon start and stop" under "Commands" in the "ETERNUS SF AdvancedCopy Manager Operator's Guide - Tape Backup
Linkage", and stop the tape daemon.

8. Check the setup target.

10.

11

12.

13.

Information will be displayed about the logical node specified with the command. Check the information, and then press the Enter
key.

/ opt/ swst or age/ bi n/ t bocl set _| xprm -n nodeMcR
AdvancedCopy Manager Tape Server settings are as follows.
Cluster system: PRI MECLUSTER

Node type : Primary

Mount poi nt ./ STGVGRDI SK
Node nane : nodeMGR
Service . manager _service
Functi on . Tape Server

Do you want to continue with setting of AdvancedCopy Manager Tape Server cluster?
[defaul t:y]

Enter "n" to cancel the cluster setup, or type"y" or press the Enter key to continue with the cluster setup.
The cluster setup command for the Tape Server transaction on the primary node will complete.

The completion screen for the cluster setup command will be displayed.

swst 2000 The Tape Server cluster setup of the primary node has been conpl eted. Next,
create the cluster environment of the secondary node.
#

Configure TSM cluster settings.

Configure TSM cluster settings on the primary node. Refer to "Settings on the primary node" under "TSM Cluster Settings' for
information on how to configure these settings.

Customize the tape server.

Configurethe primary node (for details, refer to the"ETERNUS SF AdvancedCopy Manager I nstallation and Setup Guide", section
"Customization of Tape Server" >"TSM Configuration" >"Configuration of a Client System Option File").

Set the SHM Port item to the same value of the TSM cluster setup information file (/opt/tivoli/tsm/CLUS/tsmcl setup.ini).
Dismount the shared disk on the primary node.

If the cluster setup command for a Storage Management Server transaction has been executed, dismount both the shared disk for
shared data and the shared disk for the repository on the primary node.

If the cluster setup command for a Storage Server transaction has been executed, dismount the shared disk for shared data on the
primary node.

Mount the shared disk on the secondary node.

If the cluster setup command for a Storage Management Server transaction has been executed on the primary node, mount both the
shared disk for shared data and the shared disk for the repository on the secondary node.

If the cluster setup command for a Storage Server transaction has been executed on the primary node, mount the shared disk for
shared data on the secondary node.
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14.

15.

16.

17.

18.

19.

20.

21.

Executethecluster setup command for the Storage M anagement Server transaction or the Storage Server transaction on the secondary
node.

For details, refer to "Chapter 4 Customization of Storage Management Server Transactions and Storage Server
Transactions" > "4.1.2 Customization Procedure’, from steps "16.Execute the cluster setup command on the secondary node A" to
"19.Finish the cluster setup command on the secondary node".

Execute the cluster setup command for the Tape Server transaction on the secondary node.

# [ opt/swstorage/ bin/tbocl set_|I xprm-n | ogical node nane

Check the setup target.

Information will be displayed about the logical node specified with the command. Check the information displayed, and then press
the Enter key.

/ opt / swst or age/ bi n/ t bocl set _| xprm -n nodeMGR
AdvancedCopy Manager Tape Server settings are as follows.
Cluster system: PRI MECLUSTER

Node type . Secondary

Mount poi nt ;[ STGMGRDI SK
Node nane : nodeMGR

Service : manager _service
Functi on . Tape Server

Do you want to continue with setting of AdvancedCopy Manager Tape Server cluster?
[defaul t:y]

Enter "n" to cancel the cluster setup, or type"y" or press the Enter key to continue with the cluster setup.
The cluster setup command for the Tape Server transaction on the secondary node will complete.

The completion screen for the cluster setup command will be displayed.

swst m2001 The Tape Server cluster setup of the secondary node has been conpl et ed.
#

Configure TSM cluster settings.

Configure TSM cluster settings on the secondary node. Refer to " Settings on the secondary node" under "TSM Cluster Settings'
for information on how to configure these settings.

Customize the Tape Server.

Configure the secondary node (for details, refer to the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide",
section "Customization of Tape Server" > "TSM Configuration”, sub-sections "Driver Configuration of Tape Library System",
"Configuration of a Server System Option File" and "Configuration of a Client System Option File").

QJT Note

Thereis no need to make "automatic settings for the daemon™ with cluster systems.

Dismount the shared disk on the secondary node.

If the cluster setup command for a Storage Management Server transaction has been executed, dismount both the shared disk for
shared data and the shared disk for the repository on the secondary node.

If the cluster setup command for a Storage Server transaction has been executed, dismount the shared disk for shared data on the
secondary node.

Create resources

Use the PRIMECLUSTER "userApplication Configuration Wizard" to create the following resources:
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- GDSresource

If the cluster setup command for a Storage Management Server transaction has been executed, specify the classes for both the
shared disk for shared data and the shared disk for the repository.

If the cluster setup command for a Storage Server transaction has been executed, specify the class for the shared disk for the
shared data.

- Fsystem resource

For Storage management server transactions, register the mount point of the shared disk for shared data and the mount point of
the shared disk with the directory for the repository.

If the cluster setup command for a Storage Server transaction has been executed, specify the mount point for the shared disk

for shared data.

- Ipaddress resource

Thisresourceis not required if an existing |paddress resource is used.

- Procedure resource
Specify "SMGRPROC_/ogical node name'.
- Cmdline resource

Create the following Cmdline resource.

Table 6.1 Cmdline resources

Start script Optional (specify something like "Cmdline_tbo")

Script creation method Path input
Path name Start script [opt/FISV swstm/bin/start_tbo start

Stop script [opt/FISV swstm/bin/start_tbo stop

Check script /opt/FISV swstm/bin/start_tbo check
Script attributes NULLDETECTOR No (Default)

ALLEXITCODES No (Default)

LIEOFFLINE No (Default)

CLUSTEREXCLUSIVE Y es (Default)

AUTORECOVER No

MONITORONLY No (Default)

STANDBY CAPABLE No (Default)

TIMEOUT 300 (Default)
Resource attributes | SubApplications Blank (Default)

InParallel No (Default)

NeedAll No (Default)

Additionally, create the resources required for TSM by referring to "Registering resources’ in "TSM Cluster Settings'.

& Note

Refer to "A.1.5 Creating a Cmdline resource" and "Appendix A Creating Resources and userApplications with Solaris version

PRIMECLUSTER" for information on how to create PRIMECLUSTER resources.

The pre-settings that are made with the PRIMECLUSTER procedure resource settings (ie, creating a state transition procedure and
registering resources with the resource database) have already been made by the stgclset safe command (Solaris version

SynfinityCLUSTER/PRIMECLUSTER environment setup command).
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22. Create and register transactions.

Use the PRIMECLUSTER "userApplication Configuration Wizard" to create and register userApplications for AdvancedCopy
Manager.

- Operation mode: Standby
Register the following resources that make up the userApplication:

- Theresources created in step 20

QJ] Note
Some information must be registered as switchover file system information. This includes the mount point and slice on the shared

disk for shared data, and the mount point and slice for the shared disk where the repository directory islocated.

Refer to "Appendix A Creating Resources and userApplications with Solaris version PRIMECLUSTER" for information on how
to create userApplications with PRIMECLUSTER.

23. Start the transactions and AdvancedCopy Manager.

Usethe PRIMECLUSTER RM S main window to start the userApplication that has just been created and any userApplications that
were stopped in step 3.

24. Setthe TSM settings.

For details, refer to the "ETERNUS SF AdvancedCopy Manager Installation and Setup Guide", section "Customization of Tape
Server" > TSM Configuration”.

25. Back up the environment.
Back up the following environments in case of any unexpected incidents:
- Databases

If the same server isused for both a Storage Management Server transaction and a Tape Server transaction, back up the database
space that has been created, by referring to "How to Backup Databases' in the "ETERNUS SF AdvancedCopy Manager
Operator's Guide (Solaris)".

- Dataon the shared disk for shared data

Back up the following directories on the shared disk for shared data by using a command such as the operating system's cp
command:

- Mount point for shared disk for AdvancedCopy Manager shared data/etc
- Mount point for shared disk for AdvancedCopy Manager shared datalvar
- Mount point for shared disk for AdvancedCopy Manager shared data/TBO
26. Createenvironmentsfor the Storage M anagement Server transaction, the Storage Server transaction, and the Tape Server transaction.

Create environmentsfor the Storage Management Server transaction, the Storage Server transaction, and the Tape Server transaction
by referring to the "ETERNUS SF AdvancedCopy Manager Operator's Guide (Solaris)".
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|Chapter 7 Deleting Tape Server Transactions

This chapter explains how to delete cluster environments for Tape Server transactions

For the Solaris version PRIMECLUSTER, refer to the section entitled "7.1 Deleting Tape Server Transactions with the Solaris version
PRIMECLUSTER".

7.1 Deleting Tape Server Transactions with the Solaris version
PRIMECLUSTER

This section explains how to delete Tape Server transactions with the Solaris version PRIMECLUSTER.

"Primary node" refers to the userApplication node that has been set up as the primary node using the AdvancedCopy Manager cluster
setup command.

"Secondary node" refers to the node of the same userApplication that has been set up as the secondary node using the AdvancedCopy
Manager cluster setup command.

7.1.1 Deletion flow

The flow for deleting the cluster environment is described below.
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Figure 7.1 Deletion flow for the Solaris version PRIMECLUSTER cluster environment
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7.1.2 Detailed deletion operations

Use the following procedure to delete the cluster environment:

1. Delete the node

Delete the node using the AdvancedCopy Manager Web GUI. Thisstep isnot required for Storage Management Server transactions.

If also used as a Storage Server, perform the steps bel ow before deleting the cluster environment.

Refer to "Commands' in the "ETERNUS SF AdvancedCopy Manager Operator's Guide for Tape Backup Option" for command

details.

The deletion procedure depends on the type of device being deleted. The deletion procedures for each device type are explained

below.

- Deleting atransaction volume

Usethefollowing proceduresto del ete atransaction volume. Ensurethat that these procedures are performed before the targeted

transaction volume is removed.

1. Delete the tape backup management class.

Execute acmtpmgmtclassdel (Ttape backup management class deletion command).

Refer to "acmtpmgmtclassdel (Tape backup management class deletion command)" in the "ETERNUS SF

AdvancedCopy Manager Operator's Guide for Tape Backup Option" for details.

2. Execute acmhistdel (history information deletion command) to delete all the backup history of the transaction volume

that is targeted for deletion.

A command execution example is shown below.

# [ opt/ FISVswst ¢/ bi n/ acmhi stdel -z /dev/dsk/clt1d0s6
/ dev/ dsk/ c1t 1d0s6 acnhi stdel conpl et ed
#

3. Execute acmbkpoldel (Disk backup policy delete command) and acmtpbkpoldel (Tape backup policy delete command)

to delete the backup policies of the transaction volume that is targeted for deletion.

An example of executing these commands is shown below.

# [ opt/ FISVswst c/ bi n/ acnbkpol del /dev/dsk/clt 1d0s6

/ dev/ dsk/ clt 1d0s6 acnbkpol del conpl et ed

#

# [ opt/ FISVswst ¢/ bi n/ acnt pbkpol del /dev/dsk/clt 1d0s6
/ dev/ dsk/ c1t 1d0s6 acnt pbkpol del conpl et ed

#

4. Execute acmdevinfoset (Device Configuration command) to delete the device information of the transaction volume that

istargeted for deletion.

A command execution example is shown below.

# [ opt/ FISVswst c/ bi n/ acndevi nf oset -o /dev/dsk/clt 1d0s6
acndevi nf oset conpl et ed
#

- Deleting a backup volume

Take the steps below to delete a backup volume. Note that it is essential to perform these steps before removing the targeted

backup volume.
1. Delete the tape backup management class.

Execute acmtpmgmitclassdel (Tape backup management class delete command).
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Refer to "acmtpmgmtclassdel (Tape backup management class deletion command)" in the "ETERNUS SF
AdvancedCopy Manager Operator's Guide for Tape Backup Option" for details.

2. Set the not-in-use status for the backup volume that is targeted for deletion.

The not-in-use status for a volume means that the relevant volume does not exist in the backup history. If the volumeis
in the backup history, delete the backup history. If the same backup history also exists on tape, the history on tape does
not need to be deleted. Refer to acmhistdel (History information delete command) for details. If the volume already has
the not-in-use status, proceed to the next step.

A command execution example is shown below.

# [ opt/ FISVswst c/ bi n/ acnhi stdel -mDISK -g 1 /dev/dsk/clt 1d0s6
/ dev/ dsk/ c1t 1d0s6 acnhi stdel conpl eted
#

3. Execute acmdevinfoset (Device Configuration command) to delete the device information of the backup volume that is
targeted for deletion.

A command execution example is shown below.

# [ opt/ FISVswst ¢/ bi n/ acndevi nfoset -0 /dev/dsk/clt2d1ls6
acndevi nf oset conpl et ed
#

4}1 Note

When a backup volume is deleted, a backup policy that is already set may no longer be met (for example, the number of
backup volumes may be less than the required number of saved generations). In this case, subsequent backup operations
may not be possible. Therefore, it is essentia to check the backup policies that have already been set before deleting a
backup volume.

If, as described above, there will be insufficient backup volumes, add a replacement backup volume before deleting the
targeted backup volume.

2. Stop transactions
Stop the transactions that are to be deleted using the PRIMECLUSTER RM S main window
3. Delete resources

Use the PRIMECLUSTER "userApplication Configuration Wizard" to delete the AdvancedCopy Manager resources and TSM
resources registered for the transactions to be deleted. If the userApplication has been created using only AdvancedCopy Manager
resources, delete the entire userApplication

2 See

© 0000000000000 00000000000000000000000000000000000000000000000C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCO0CO0CO0CO0CO0CQOCQOCQEOCIEOCIEOCIEOCIEOCTTES

Refer to the PRIMECLUSTER Installation and Administration Guide for information on how to delete userApplications and
resources

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

4. Mount the shared disk on the secondary node
Mount the shared disk for AdvancedCopy Manager shared data on the secondary node.

If the same server is used for both a Storage Management Server transaction and a Tape Server transaction, mount the shared disk
for the repository as well.

5. Cancel the TSM cluster settings.

On the secondary node, execute the PRIMECLUSTER environment deletion procedure by referring to "Deleting the TSM server
cluster environment" under "Canceling Applications' in the "TSM PRIMECLUSTER Application Guide".

Use the procedure below to delete the PRIMECLUSTER environment:
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10.

11

# cd shared di sk mount point for TSMtsnfcluster
# ./tsntlunset_safe -k Sec -m shared di sk mobunt point for TSM

gn Note

Do not delete environment for the primary node.

. Execute the cluster unsetup command for the Tape Server transaction on the secondary node

# [ opt/swstorage/ bi n/tboclunset _| xprm-n | ogi cal node nane

. Check the deletion target

Information will be displayed about the logical node specified with the command. Check theinformation that is displayed, and then
press the Enter key

# [ opt/swstorage/ bi n/tbocl unset _| xprm -n nodeMGR
AdvancedCopy Manager Tape Server settings were as follows.
Cluster system: PRI MECLUSTER

Node type : Secondary
Mount poi nt ;| STGMGRDI SK
Node nane : nodeMGR
Function : Tape Server

Do you want to continue with un-setting of AdvancedCopy Manager Tape Server cluster?
[defaul t:y]

Enter "n" to cancel the cluster environment deletion, or type "y" or press the Enter key to continue with the deletion
The cluster unsetup command on the secondary node will complete

The completion screen for the cluster unsetup command will be displayed

swst m 2003 The Tape Server cluster deletion of the secondary node has been conpl et ed.
Next, delete the cluster environment of the primary node.
#

& Note

When the unsetup command completes, a message will display suggesting that the cluster environment be canceled on the primary
node. However, you should go on to execute the cluster unsetup command for the Storage Management Server transaction or the
Storage Server transaction on the secondary node.

On the secondary node, execute the cluster unsetup command for the Storage Management Server transaction or the Storage Server
transaction

Perform steps 11 to 14 of the procedure in "5.1.2 Deletion Procedure” under "Deleting Storage Management Server Transactions
and Storage Server Transactions'

Dismount the shared disk on the secondary node

Dismount the shared disk for shared data on the secondary node.

For Storage Management Servers, dismount the shared disk for the repository on the secondary node as well
Mount the shared disk on the primary node

Mount the shared disk for shared data on the primary node.

For Storage Management Servers, mount the shared disk for the repository on the primary node as well
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12.

13.

14.

15.

16.

17.

18.

Cancel the TSM cluster settings

Execute the PRIMECLUSTER environment deletion procedure on the primary node by referring to the "ETERNUS SF TSM
PRIMECLUSTER Application Guide".

To delete the PRIMECLUSTER environment, mount the ETERNUS SF AdvancedCopy Manager Tape Server Option CD and
execute the following command from the CD:

# cd CD- ROM nount point/tape-ngr/sol aris/pkg/tsm CLUS
# ./tsnctlunset _safe -k Pri -mshared di sk nount point for TSM

Additionally, delete any shared resources or procedures that were used with TSM by referring to the "ETERNUS SF TSM
PRIMECLUSTER Application Guide".

Delete procedures on both the primary node and the secondary node

Execute the cluster unsetup command for the Tape Server transaction on the primary node

# [ opt/swstorage/ bi n/tboclunset _| xprm-n | ogi cal node nane

Check the deletion target

Information about the logical node specified with the command will be displayed. Check the information that is displayed, and then
press the Enter key

# [ opt/swstorage/ bi n/tbocl unset _| xprm -n nodeMGR
AdvancedCopy Manager Tape Server settings were as follows.
Cluster system: PRI MECLUSTER

Node type : Primary
Mount poi nt ;| STGMGRDI SK
Node nane : nodeMGR
Function . Tape Server

Do you want to continue with un-setting of AdvancedCopy Manager Tape Server cluster?

[defaul t:y]

Enter "n" to cancel the cluster environment deletion, or type "y" or press the Enter key to continue with the deletion.
The cluster unsetup command on the primary node will complete

The completion screen for the cluster unsetup command will be displayed

swst m 2002 The Tape Server cluster deletion of the prinary node has been conpl et ed.
#

Execute the cluster unsetup command for the Storage Management Server transaction or the Storage Server transaction on the
primary node.

Perform steps 17 to 20 in the procedure in "5.1.2 Deletion Procedure” under "Deleting Storage Management Server Transactions
and Storage Server Transactions'.

Dismount the shared disk on the primary node

Dismount the shared disk for shared data on the primary node.

For Storage Management Servers, dismount the shared disk for the repository on the primary node as well
Delete port numbers

Delete the following service, which was set in the /etc/services file when the cluster was set up.

Delete this service on both the primary node and the secondary node using atext editor such asvi, whichisprovided by the operating
system

- Communications daemon for transactions:stgxfws logical node name
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19. Restart transactions
Use the PRIMECLUSTER RM S main window to restart the transactions that were stopped in step 2.

This step is not required if the userApplication was deleted in step 3.
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IChapter 8 Commands

This chapter describes how to use commands.

8.1 Command List

The commands can be classified as shown below.

Environment setup commands

Table 8.1 List of environment setup commands

Command name Cluster system
stgclset_safe Solaris version SynfinityCLUSTER/PRIMECLUSTER
stgclset_ves Solaris version VERITAS Cluster Server
stgclset_sun Solaris version Sun Cluster
stgclset_Ixprm Linux version PRIMECLUSTER
stgclset_mesg HP-UX version MC/ServiceGuard
stgclset_hpvcs HP-UX version VERITAS Cluster Server
stgclset_aixves AlX version VERITAS Cluster Server
stgclset_hacmp AlX version High Availability Cluster Multi-Processing

Environment cancel commands

Table 8.2 List of environment cancel commands

Command name Cluster system
stgclunset_safe Solaris version Synfinity CLUSTER/PRIMECLUSTER
stgclunset_vcs Solaris version VERITAS Cluster Server
stgclunset_sun Solaris version Sun Cluster
stgclunset_Ixprm Linux version PRIMECLUSTER
stgclunset_mcsg HP-UX version MC/ServiceGuard
stgclunset_hpvces HP-UX version VERITAS Cluster Server
stgclunset_aixvcs AlX version VERITAS Cluster Server
stgclunset_hacmp AlX version High Availability Cluster Multi-Processing

8.2 Environment setup commands

This section describes the environment setup commands.

8.2.1 stgclset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER
environment setup command)

This section describes the cluster setup command used with the Solaris version SynfinityCLUSTER/PRIMECLUSTER.

NAME
stgclset_safe - Setup of AdvancedCopy Manager in Solaris version SynfinityCLUSTER/PRIMECLUSTER environment
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SYNOPSIS
+ If executed on a Storage Management Server
- [Primary node]

# [/ opt/swstorage/ bin/stgclset_safe -k Primary|Pri -m Munt _Point -n Node_name -s Service_nane
-i IP_address -f ngr [-r Resource_type]

- [Secondary node]

# [ opt/swstorage/ bin/stgcl set_safe -k Secondary| Sec - m Munt _Poi nt

* If executed on a Storage Server
- [Primary node]

# | opt/swstorage/ bin/stgclset_safe -k Primary|Pri -m Myunt _Point -n Node_nanme -s Service_nane
[-r Resource_type]

- [Secondary node]

# [ opt/swstorage/ bi n/stgcl set_safe -k Secondary| Sec - m Munt _Poi nt

DESCRIPTION
In the Solaris version SynfinityCLUSTER/PRIMECLUSTER environment, the AdvancedCopy manager is set up.

OPTIONS

-k { Primary | Pri | Secondary | Sec }
Specify the node type.
To set aprimary node: Primary or Pri
To set asecondary node: Secondary or Sec

-m Mount_Point
Specify the mount point of the shared disk used for AdvancedCopy Manager shared data.

-n Node_name
Specify up to 8 aphanumeric characters (do not use spaces) as the logical node name of AdvancedCopy Manager.

Refer to the reserved word list for the character strings (reserved words) that cannot be specified as the logical node name of
AdvancedCopy Manager.

Reserved word list

audit cluster cmdevs config daemon data java

log pid report samp sh tmp -

-s Service_name
Specify the transaction name.
It is recommended to use the same value as the cluster service name of the Fujitsu cluster system.
-i IP_address
If a Storage Management Server transaction, specify the IP address.
-f mgr
Specify the type of transaction being built. If this option is not specified, a Storage Server transaction is built.

To build a Storage Management Server transaction: mgr
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-r Resource_type
Specify the resource type. If this option is not specified, a status transition procedure is created.
To operate using a command line resource: cmd

For SynfinityCLUSTER, do not specify "-r cmd".

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.2.2 stgclset_vcs (Solaris version VERITAS Cluster Server environment
setup command)

This section describes the cluster setup command used with the Solaris version VERITAS Cluster Server.

NAME
stgclset_ves - Setup of AdvancedCopy Manager in Solaris version VERITAS Cluster Serve environment

SYNOPSIS
« If executed on a Storage Management Server
- [Primary node]

# [ opt/swstorage/ bin/stgclset_vcs -k Primary|Pri -m Mount _Point -n Node_nane -s Service_nane -
i | P_address -f ngr

- [Secondary node]

# [ opt/swstorage/ bin/stgcl set_vcs -k Secondary| Sec - m Munt _Poi nt

+ If executed on a Storage Server
- [Primary node]
# [ opt/swstorage/ bin/stgclset_vcs -k Primary|Pri -m Mount_Point -n Node_nane -s Service_nane

- [Secondary node]

# [ opt/swstorage/ bin/stgcl set_vcs -k Secondary| Sec - m Munt _Poi nt

DESCRIPTION
In the Solaris version VERITAS Cluster Server environment, the AdvancedCopy manager is set up.

OPTIONS
-k { Primary | Pri | Secondary | Sec }
Specify the node type.
To set aprimary node: Primary or Pri
To set asecondary node: Secondary or Sec
-m Mount_Point
Specify the mount point of the shared disk used for AdvancedCopy Manager shared data.
-n Node_name

Specify up to 8 aphanumeric characters (do not use spaces) as the logical node name of AdvancedCopy Manager.
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Refer to the reserved word list for the character strings (reserved words) that cannot be specified as the logical node name of

AdvancedCopy Manager.

Reserved word list
audit cluster cmdevs config daemon data java
log pid report samp sh tmp -

-s Service_name

Specify the transaction name.
It is recommended to use the same value as the cluster service name of the Fujitsu cluster system.

-i IP_address
If a Storage Management Server transaction, specify the IP address.
-f mgr
Specify the type of transaction being built. If this option is not specified, a Storage Server transaction is built.

To build a Storage Management Server transaction: mgr

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.2.3 stgclset_sun (Solaris version Sun Cluster environment setup
command)

This section describes the cluster setup command used with the Solaris version Sun Cluster.

NAME

stgclset_sun - Setup of AdvancedCopy Manager in Solaris version Sun Cluster environment

SYNOPSIS
+ If executed on a Storage Management Server
- [Primary node]

# [ opt/swstorage/ bin/stgclset_sun -k Prinmary|Pri -m Mount_Point -h Network_resource -n
Node_nane -s Service_nane -i |P_address -f ngr

- [Secondary node]
# [ opt/swstorage/ bi n/stgcl set_sun -k Secondary| Sec - m Munt _Poi nt
+ If executed on a Storage Server
- [Primary node]

# [ opt/swstorage/ bin/stgclset_sun -k Primary|Pri -m Munt_Point -h Network_resource -n
Node_nane -s Service_nane

- [Secondary node]

# [ opt/swstorage/ bi n/stgcl set_sun -k Secondary| Sec - m Munt _Poi nt

DESCRIPTION

In the Solaris version Sun Cluster environment, the AdvancedCopy manager is set up.
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OPTIONS
-k { Primary | Pri | Secondary | Sec }
Specify the node type.
To set aprimary node: Primary or Pri
To set asecondary node: Secondary or Sec
-m Mount_Point
Specify the mount point of the shared disk used for AdvancedCopy Manager shared data.
-h Network_Resource
Specify the name of alogical host name resource or the name of a shared address resource.
-n Node_name
Specify up to 8 aphanumeric characters (do not use spaces) as the logical node name of AdvancedCopy Manager.

Refer to the reserved word list for the character strings (reserved words) that cannot be specified as the logical node name of
AdvancedCopy Manager.

Reserved word list

audit cluster cmdevs config daemon data java

log pid report samp sh tmp -

-s Service_name
Specify the transaction name.
Specify the same value as the Sun Cluster resource group name of the targeted transaction.
-i IP_address
If a Storage Management Server transaction, specify the IP address.
-f mgr
Specify the type of transaction being built. If this option is not specified, a Storage Server transaction is built.

To build a Storage Management Server transaction: mgr

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.2.4 stgclset_Ixprm (Linux version PRIMECLUSTER environment setup
command)

This section describes the cluster setup command used with the Linux version PRIMECLUSTER.

NAME
stgclset_Ixprm - Setup of AdvancedCopy Manager in Linux version PRIMECLUSTER environment

SYNOPSIS
« If executed on a Storage Management Server
- [Primary node]

# [ opt/swstorage/ bin/stgclset_|Ixprm-k Primary|Pri -m Munt_Point -n Node_nane -s
Service_nane -i |P_address -f nmgr [-r Resource_type]
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- [Secondary node]

# [ opt/swstorage/ bin/stgcl set_| xprm -k Secondary| Sec -m Munt _Poi nt

+ If executed on a Storage Server
- [Primary node]

# [ opt/swstorage/ bin/stgclset_| xprm-k Primary|Pri -m Munt_Point -n Node_nane -s
Service_nane [-r Resource_type]

- [Secondary node]

# [ opt/swstorage/ bin/stgcl set_| xprm -k Secondary| Sec - m Munt _Poi nt

DESCRIPTION
In the Linux version PRIMECLUSTER environment, the AdvancedCopy manager is set up.

OPTIONS

-k { Primary | Pri | Secondary | Sec }
Specify the node type.
To set aprimary node: Primary or Pri
To set asecondary node: Secondary or Sec

-m Mount_Point
Specify the mount point of the shared disk used for AdvancedCopy Manager shared data.

-n Node_name
Specify up to 8 aphanumeric characters (do not use spaces) as the logical node name of AdvancedCopy Manager.

Refer to the reserved word list for the character strings (reserved words) that cannot be specified as the logica node name of
AdvancedCopy Manager.

Reserved word list

audit cluster cmdevs config daemon data java

log pid report samp sh tmp -

-s Service_name
Specify the transaction name.
It is recommended to use the same value as the PRIMECLUSTER userApplication name.
-i IP_address
If a Storage Management Server transaction, specify the IP address.
-f mgr
Specify the type of transaction being built. If this option is not specified, a Storage Server transaction is built.
To build a Storage Management Server transaction: mgr
-r Resource_type
Specify the resource type. If this option is not specified, a status transition procedure is created.

To operate using a command line resource: cmd

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally
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8.2.5 stgclset_mcsg (HP-UX version MC/ServiceGuard environment setup
command)

This section describes the cluster setup command used with the HP-UX version MC/ServiceGuard.

NAME
stgclset_mesg - Setup of AdvancedCopy Manager in HP-UX version MC/ServiceGuard environment

SYNOPSIS
* [Primary node]

# | opt/swstorage/ bin/stgcl set_ntsg -k Primary|Pri -m Munt_Point -n Node_name -s Service_nanme -v
Vol ume_Group -i | P_address -u Subnet

* [Secondary node]

# [ opt/ swst orage/ bi n/ stgcl set_ntsg -k Secondary| Sec - m Mount _Poi nt

DESCRIPTION
In the HP-UX version MC/ServiceGuard environment, the AdvancedCopy manager is set up.

OPTIONS

-k { Primary | Pri | Secondary | Sec }
Specify the node type.
To set aprimary node: Primary or Pri
To set asecondary node: Secondary or Sec

-m Mount_Point
Specify the mount point of the shared disk used for AdvancedCopy Manager shared data.

-n Node_name
Specify up to 8 aphanumeric characters (do not use spaces) as the logical node name of AdvancedCopy Manager.

Refer to the reserved word list for the character strings (reserved words) that cannot be specified as the logical node name of
AdvancedCopy Manager.

Reserved word list

audit cluster cmdevs config daemon data java

log pid report samp sh tmp -

-s Service_name
Specify the transaction name.
Specify the same value as the M C/ServiceGuard package name of the targeted transaction.
-v Volume_Group
Specify the name of the volume group belonging to the shared disk used for AdvancedCopy Manager shared data.
-i IP_address
Specify the IP address.
-u Subnet

Specify the subnet of the |P address.
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EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.2.6 stgclset _hpvcs (HP-UX version VERITAS Cluster Server environment
setup command)

This section describes the cluster setup command used with the HP-UX version VERITAS Cluster Server.

NAME
stgclset_hpvces - Setup of AdvancedCopy Manager in HP-UX version VERITAS Cluster Server environment

SYNOPSIS
* [Primary node]

# [ opt/swstorage/ bin/stgcl set_hpvecs -k Primary| Pri -m Mount _Poi nt -n Node_nane -s Service_nane

+ [Secondary node]

# [ opt/swst orage/ bin/stgcl set_hpvcs -k Secondary| Sec - m Mount _Poi nt

DESCRIPTION
Inthe HP-UX version VERITAS Cluster Server environment, the AdvancedCopy manager is set up.

OPTIONS

-k { Primary | Pri | Secondary | Sec }
Specify the node type.
To set aprimary node: Primary or Pri
To set asecondary node: Secondary or Sec

-m Mount_Point
Specify the mount point of the shared disk used for AdvancedCopy Manager shared data.

-n Node_name
Specify up to 8 aphanumeric characters (do not use spaces) as the logical node name of AdvancedCopy Manager.

Refer to the reserved word list for the character strings (reserved words) that cannot be specified as the logical node name of

AdvancedCopy Manager.

Reserved word list
audit cluster cmdevs config daemon data java
log pid report samp sh tmp -

-s Service_name

Specify the transaction name.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally
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8.2.7 stgclset_aixvcs (AlX version VERITAS Cluster Server environment
setup command)

This section describes the cluster setup command used with the AIX version VERITAS Cluster Server.

NAME
stgclset_aixves - Setup of AdvancedCopy Manager in AlX version VERITAS Cluster Server environment

SYNOPSIS
* [Primary node]

# [ opt/swst orage/ bin/stgcl set_ai xvcs -k Primary|Pri -m Mount _Poi nt -n Node_nane -s Service_nane

* [Secondary node]

# [ opt/ swst orage/ bi n/ stgcl set _ai xvcs -k Secondary| Sec - m Munt _Poi nt

DESCRIPTION
In the AIX version VERITAS Cluster Server environment, the AdvancedCopy manager is set up.

OPTIONS

-k { Primary | Pri | Secondary | Sec }
Specify the node type.
To set aprimary node: Primary or Pri
To set asecondary node: Secondary or Sec

-m Mount_Point
Specify the mount point of the shared disk used for AdvancedCopy Manager shared data.

-n Node_name
Specify up to 8 aphanumeric characters (do not use spaces) as the logical node name of AdvancedCopy Manager.

Refer to the reserved word list for the character strings (reserved words) that cannot be specified as the logica node name of
AdvancedCopy Manager.

Reserved word list

audit

cluster

cmdevs

config

daemon

data

java

log

pid

report

samp

tmp

-s Service_name

Specify the transaction name.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.2.8 stgclset_hacmp (AIX version High Availability Cluster Multi-
Processing environment setup command)

This section describes the cluster setup command used with the AIX version High Availability Cluster Multi-Processing.
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NAME
stgclset_hacmp - Setup of AdvancedCopy Manager in AlX version High Availability Cluster Multi-Processing environment

SYNOPSIS
* [Primary node]

# [ opt/swstorage/ bin/stgcl set_hacnp -k Primary|Pri -m Munt _Point -n Node_nane -s Service_nane

* [Secondary node]

# [ opt/swstorage/ bi n/ stgcl set_hacnp -k Secondary| Sec - m Munt _Poi nt

DESCRIPTION
In the AIX version High Availability Cluster Multi-Processing environment, the AdvancedCopy manager is set up.

OPTIONS

-k { Primary | Pri | Secondary | Sec }
Specify the node type.
To set aprimary node: Primary or Pri
To set a secondary node: Secondary or Sec

-m Mount_Point
Specify the mount point of the shared disk used for AdvancedCopy Manager shared data.

-n Node_name
Specify up to 8 aphanumeric characters (do not use spaces) as the logical node name of AdvancedCopy Manager.

Refer to the reserved word list for the character strings (reserved words) that cannot be specified as the logical node name of
AdvancedCopy Manager.

Reserved word list

audit cluster cmdevs config daemon data java

log pid report samp sh tmp -

-s Service_name

Specify the transaction name.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.3 Environment Cancel Commands

This section describes the environment cancel commands.

8.3.1 stgclunset_safe (Solaris version SynfinityCLUSTER/PRIMECLUSTER
environment cancel command)

This section describes the cluster cancel setup command used with the Solaris version SynfinityCLUSTER/PRIMECLUSTER.

NAME
stgclunset_safe - Cancellation of AdvancedCopy Manager in Solaris version SynfinityCLUSTER/PRIMECLUSTER
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SYNOPSIS

# [ opt/swstorage/ bi n/stgclunset _safe -n Node_nane

DESCRIPTION
In the Solaris version SynfinityCLUSTER/PRIMECLUSTER environment, the AdvancedCopy manager is canceled.

OPTIONS
-n Node_name

Specify the logical node name of AdvancedCopy Manager.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.3.2 stgclunset_vcs (Solaris version VERITAS Cluster Server environment
cancel command)

This section describes the cluster cancel setup command used with the Solaris version VERITAS Cluster Server.

NAME
stgclunset_vcs - Cancellation of AdvancedCopy Manager in Solaris version VERITAS Cluster Server.

SYNOPSIS

# [ opt/ swst orage/ bi n/ stgcl unset _vcs -n Node_nane

DESCRIPTION
In the Solarisversion VERITAS Cluster Server environment, the AdvancedCopy manager is canceled.

OPTIONS
-n Node_name

Specify the logical node name of AdvancedCopy Manager.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.3.3 stgclunset_sun (Solaris version Sun Cluster environment cancel
command)

This section describes the cluster cancel setup command used with the Solaris version Sun Cluster.

NAME
stgclunset_sun - Cancellation of AdvancedCopy Manager in Solaris version Sun Cluster

SYNOPSIS

# [ opt/swstorage/ bi n/stgcl unset _sun -n Node_nane
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DESCRIPTION

In the Solaris version Sun Cluster environment, the AdvancedCopy manager is canceled.

OPTIONS
-n Node_name

Specify the logical node name of AdvancedCopy Manager.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.3.4 stgclunset_Ixprm (Linux version PRIMECLUSTER environment
cancel command)

This section describes the cluster cancel setup command used with the Linux version PRIMECLUSTER.

NAME
stgclunset_|xprm - Cancellation of AdvancedCopy Manager in Linux version PRIMECLUSTER

SYNOPSIS

# [ opt/swstorage/ bi n/stgcl unset _| xprm -n Node_nane

DESCRIPTION
In the Linux version PRIMECLUSTER environment, the AdvancedCopy manager is canceled.

OPTIONS
-n Node_name

Specify the logical node name of AdvancedCopy Manager.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.3.5 stgclunset_mcsg (HP-UX version MC/ServiceGuard environment
cancel command)

This section describes the cluster cancel setup command used with the HP-UX version M C/ServiceGuard.

NAME
stgclunset_mcsg - Cancellation of AdvancedCopy Manager in HP-UX version MC/ServiceGuard

SYNOPSIS

# [ opt/swstorage/ bi n/stgclunset_ntsg -n Node_nane

DESCRIPTION
In the HP-UX version MC/ServiceGuard environment, the AdvancedCopy manager is canceled.

-228 -



OPTIONS
-n Node_name

Specify the logical node name of AdvancedCopy Manager.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.3.6 stgclunset_hpvcs (HP-UX version VERITAS Cluster Server
environment cancel command)

This section describes the cluster cancel setup command used with the HP-UX version VERITAS Cluster Server.

NAME
stgclunset_hpvcs - Cancellation of AdvancedCopy Manager in HP-UX version VERITAS Cluster Server

SYNOPSIS

# [ opt/ swstorage/ bi n/ stgcl unset _hpvcs -n Node_nane

DESCRIPTION
Inthe HP-UX version VERITAS Cluster Server environment, the AdvancedCopy manager is canceled.

OPTIONS
-n Node_name

Specify the logical node name of AdvancedCopy Manager.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.3.7 stgclunset_aixvcs (AlIX version VERITAS Cluster Server environment
cancel command)

This section describes the cluster cancel setup command used with the AlX version VERITAS Cluster Server.

NAME
stgclunset_aixvces - Cancellation of AdvancedCopy Manager in AlX version VERITAS Cluster Server

SYNOPSIS

# [ opt/swstorage/ bi n/ stgcl unset _ai xvcs -n Node_nane

DESCRIPTION
In the AIX version VERITAS Cluster Server environment, the AdvancedCopy manager is canceled.

OPTIONS
-n Node_name

Specify the logical node name of AdvancedCopy Manager.
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OPERANDS

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally

8.3.8 stgclunset_hacmp (AIX version High Availability Cluster Multi-
Processing environment cancel command)

This section describes the cluster cancel setup command used with the AIX version High Availability Cluster Multi-Processing.

NAME
stgclunset_hacmp - Cancellation of AdvancedCopy Manager in AlX version High Availability Cluster Multi-Processing

SYNOPSIS

# [ opt/ swst orage/ bi n/ stgcl unset _hacnp -n Node_nane

DESCRIPTION
In the AIX version High Availability Cluster Multi-Processing environment, the AdvancedCopy manager is canceled.

OPTIONS
-n Node_name

Specify the logical node name of AdvancedCopy Manager.

EXIT STATUS
=0: Completed successfully
>0: Terminated abnormally
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with Solaris version PRIMECLUSTER

Appendix A Creating Resources and userApplications

This appendix explains how to create AdvancedCopy Manager resources and userApplications with PRIMECLUSTER.

For details, refer to the "PRIMECLUSTER Installation and Administration Guide'.

A.1 Creating Resources

Create resources by using the "userApplication Configuration Wizard" of PRIMECLUSTER.

A.1.1 Creating a Gds resource

1. Select [Create Resource] from the top menu of the "userApplication Configuration Wizard".

& userApplication Configuration Wizard

=101 %]

- config =k

userApplication Configuration menu

Select a menuto he set up.

® Create Resource
Create userdpplication
Edit userfpplication or Resource
Femove userdpplication or Resource
Setup dependency between userdpplication

) Edit glabal seftings in Configuration

End Hext

Help

|Java Applet \Window

2. Select "Gds" for the resource type.

"nodemgrGds" is specified as the resource name in the following example.
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=10l x|

& userApplication Configuration Wizard
o config 3

Create Resource

Select a Resource type to be created.

Fesource type
G -

Fesource name

nodemgrzds

Cancel Back Hext Help

|Java Applet *Windaow

3. Select SysNodeto set the resourcein it.

@ userApplication Configuration Wizard - |EI|5|
B confi -
g | Select SysNode
: Select Syskode where the Resource is allocated.

Availabhle Syshode Selected SysHode
ppa003RmMs
ppd004RmMS

A =
= Remove
Add all ==
== Remaowve all
Cancel Back Mext Help

|Java Applet Window

4. Select adisk class.
Register the class of the GDS to which the shared disk for AdvancedCopy Manager shared data belongs.
For a Storage management server transaction, also register the class of the GDS to which the shared disk for the AdvancedCopy
Manager repository belongs.
Disk class "ClsMgr" is specified in the following example.
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& userApplication Configuration Wizard - |EI|£|
3 confi - .
9 ) Selaect disk class
Select disk classes.
Available disk cla... Selected disk cla...
ClsAot Clshogr
Add =
= Remove
Add all ==
== Remaove all
Cancel Back Hext Help
|Java Applet Wwindow
5. Specify the attributes of the disk class.
For details on disk class attributes, refer to the "PRIMECLUSTER Installation and Administration Guide".
"No" is specified for the MONITORONLY attribute in the following example.
& userApplication Configuration Wizard E - |EI|£|
% confi : . .
v Set up disk class attribute
You can set up the disk class attributes.
Dizk Class MOMITOROMLY
Clshgr Mo -
Cancel Back Hext Help
I.Java Applet WwWindow

6. Specify the use of the disk class.

Register the shared disk for shared data and the shared disk for the repository as switching disks (exclusiveuse="Yes', HotStandby

operation = "No").
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For the uses of the disk class, refer to the "PRIMECLUSTER Installation and Administration Guide".

& userApplication Configuration Wizard E - II:I|£|
o confi - | .
v — | Set up disk class use
Setup disk class use.
Exclusive use
.
HotStandby operation
) Yes
® Mo
) Mo
Cancel Back MNext Help
I.Java Applet \Window
7. Confirm the information registered for the Gds resource.

For details on the resource attributes, refer to the "PRIMECLUSTER Installation and Administration Guide."

& userApplication Configuration Wizard
3 config -l

N [u] 4
Confirm registration
Caonfirm setup. Click the [Redistration] button.
userfpplication f Fesource nodemgrizds
Disk Class
SysHode : ppd003RMS, ppd004RMS
Exclusive use : Yes
HotStandby operation : No
Disk Class MOMITOR DMLY
Clshgr Mo
Cancel Back Help

|Java Applet \Window

-234 -




A.1.2 Creating an Fsystem resource

1. Select [Create Resource] from the top menu of the "userApplication Configuration Wizard".

&usernpplicatiun Configuration Wizard - |I:I|£|
2 confi - . . .
9 ! userApplication Configuration menu
Select a menu to be set up.
®
i) Create userdpplication
i Edit userspplication or Resource
i Remove userspplication or Resource
i) Set up dependency between userdpplication
) Edit glabal seftings in Configuration
End Back Hext Help
|Java Applet \Window
2. Select "Fsystem" for the resource type.
"nodemgrFsystem"” is specified for the resource name in the following example.
& userApplication Configuration Wizard - |EI|5|
e config |
# nodemgrGds i| Create Resource
Select a Resource type to he created.
Fesource type
Fzystem -
Fesource name
nodemgrFsystem
Cancel Back Hext Help

IJava Applet Window
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3. Select SysNodeto set the resourceinit.

& userApplication Configuration Wizard E - IEllﬂ
9 config 3
# nodemgrGds Select SysMNode
Select Syshode where the Resource is allocated.

Available SysHode Selected SysHode
ppd003RMS
ppd004RMS

ol =
= Remove
Add all ==
== Remove all
Cancel Back Mext Help

IJava Applet Window

4. Select amount point.
Register the mount point of the shared disk for shared data.
For a Storage management server transaction, also register the mount point of the shared disk for the repository.

The mount point "/acm_mnt/dbfile" and "/acm_mnt/mgr_mnt" is specified in the following example.

& userApplication Configuration Wizard E - |EI|5|
% config -l .
# nodemgrGds Select mount point
Select mount points.
Selected mount p...

Available mount p...

facm_mntidbfile

facm_mntfaat_mnt
racrm_rmntimar_mnt

Al =

= Remove

Add all ==

== Remave all

Cancel Back Mext Help

Java dpplet Window
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5. Specify the attributes of the mount point.

For details on mount point attributes, refer to the "PRIMECLUSTER Installation and Administration Guide."

"yes" is specified for the AUTORECOVER attribute in the following example.

g.?.g userApplication Configuration Wizard ; o ]
3 config -l -
# nodemgrGds i Select attribute
Select the attributes.
flount Point Flag
AUTORECOVER=Yes
facm_mntidbfile
AUTORECOVER=Yes
facrm_mntimar_mnt
Cancel Back Hext Help
I.Java Applet Wwindow
6. Confirm the information registered for Fsystem.
For details on the resource attributes, refer to the "PRIMECLUSTER Installation and Administration Guide."
& userApplication Configuration Wizard ,‘ - | Ellﬂ
W config -l . .
# nodemgrGds 1 Confirm registration
Canfirm setup. Click the [Registration] buttan.
userdpplication f Resource nodemgrF system
SysHode : ppd003RMS, ppd004RMS
mMount Poirnt Flag
AUTORECOVER=Yes
facrm_mntidhfile
AUTORECOVER=Yes
facrm_mntimaor_mnt
Cancel Back Registration Help

|Java Applet Window
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A.1.3 Creating an Ipaddress resource

1. Select [Create Resource] from the top menu of the "userApplication Configuration Wizard".

&usernpplicatiun Configuration Wizard : - |I:I|£|
2 confi - . . .
9 — | userApplication Configuration menu
Select a menu to be set up.

®

i) Create userdpplication

i Edit userspplication or Resource

i Remove userspplication or Resource

i) Set up dependency between userdpplication

) Edit glabal seftings in Configuration

End Back Hext Help
|Java Applet \Window
2. Select "Ipaddress’ for the resource type.
"nodemgrl paddress” is specified for the resource name in the following example.
%usernpplicatiun Configuration Wizard - |I:I|5|
2% config B
# nodemarGds i Create Resource
# nodemgrFsystem Select a Resource type to be created.
Fesource type
lpaddress -
Fesource name
nodemgrIpaddress
: Cancel Back Hext Help

Jawva Applet Windaw
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3. Select SysNodeto set the resourceinit.

& userApplication Configuration Wizard E - IEllﬂ
2 config |
# nodemgréds ;| Select SysMode
# nodemgrFsystem Select Syskode where the Resource is allocated.
Available SysHode Selected SysNode
pp4003RMS
ppd004RmMS
Add =
= Remaove
Add all ==
== Remove all
Cancel Back Mext Help
IJava Applet Window
4. Select the type of takeover network.
& userApplication Configuration Wizard E - IEI|£|

% config -l
# nodemyrGds |
# nodemgrFsystem

Select takeover network type

Select a type of takeover network.

® |P address takeover

i) Mode name takeawver + IP address takeover
i) MAC address takeaver + IP address takeover

i) MAC address takeaver + IP address takeover + Mode name tal

Cancel

Back

Mext

Help

|Java Applet Window
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5. Select aninterface.

& userApplication Configuration Wizard

B config A

# nodemgrGds
# nodemgrFsystem

-0 x|
Select interface
Select interface.
- Interface
Sysiode | [
pp4003RMS hmel b
pp4004RMS hmel -
Cancel Back Hext Help

|Java Applet Window

6. Select atakeover IP address and host name, or specify a new address and name.

For information on how to select a takeover IP address and host name and how to specify a new address and name, refer to the
"PRIMECLUSTER Installation and Administration Guide".

config
# nodemgrGids
# nodemgrFsystem

& userApplication Configuration Wizard

=101 x|

Select IP address and host name

Select IP address and host name.

i@ Mew host name

i) Select host name

nodemgrIpaddr

P address : |10 | 124 ||16 ||1o6]

Metmask

|255 HZSS ||255 ||D

[l Advanced setup

Option

Cancel | Back H Hext |

Java dpplet Window
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7. Confirm theinformation registered for the takeover network.

For details on the resource attributes, refer to the "PRIMECLUSTER Installation and Administration Guide".

g._.a.g userApplication Configuration Wizard

- O] =|
A config :| Confirm registration
# nodemgrGds :
# nodemgrFsystem §§ Confirm setup. Click the [Reaistration] button.
userdpplication f Fesource nodemgripaddress
(IP address [
SysHode : pp4003RMS, ppd004RMS
IF address Marme
1012416196 nodemgrlipaddr
Cancel Back Registration Help
I.Java Applet Wwindow
A.1.4 Creati ng procedu reresources
1. Select [Create Resource] from the top menu of the "userApplication Configuration Wizard".
& userApplication Configuration Wizard - |I:I|£|

% config

Select s menu to be set up,

userBApplication Configuration menu

(® Create Resource

) Create userfpplication

) Edit userfpplication ar Resaurce

i Remove userspplication or Resource

i) Setup dependency between userdpplication
 Edit global settings in Configuration

End

Back

Hext Help

Jawva Applet Window
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2. Select "Procedure” for the resource type.

"nodemgrProcedure” is specified for the resource name in the following example.

& userApplication Configuration Wizard

-0 =|
B confiy :| Create Resource

M nodemgrGds :

# nodemaorFsystem Select a Resource type to be created,

# nodemgripaddress

Fesource type
Frocedure -
Fesource name
nodemgrProcedure
Cancel Back Hext Help
I.Java Applet Window
3. Select SysNodeto set the resourcein it.
& userApplication Configuration Wizard g: - |EI|5|
config :| Select SysNode
# nodemgrGds
# nodemgrFsystem Select Syshode where the Resource is allocated.
# nodemgripaddress
Available SysHode Selected SysNode
pp4003RMS
npa4004RMS
A =
= Remove
Add all ==
== Remaove all
Cancel Back Hext Help

|Java Applet Wwindow

4. Select the class of the procedure to be created.

Register an AdvancedCopy Manager procedure resource in the Application class (procedure class = Application).
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& userApplication Configuration Wizard O] =|
B confiy :| Select procedure class
# nodemgrGds :

# nodemgrFsystem 3 Select a procedure class.
# nodemgripaddress :

Frocedure class ;| Application -

Cancel Back Hext Help

|Java Applet Window

5. Select the procedure resource to be created.
An AdvancedCopy Manager procedure resource name is SMGRPROC _logical-node-name.

A procedure resource with the logical node name "nodemgr" (SMGRPROC_nodemgr) is specified in the following example.

& userApplication Configuration Wizard - |EI|5|
W contiy :| Select procedure resource
# nodemgrGds :

# nodemgrFsystem §§ Select a procedure resaurce,
# nodemgripaddress B

FProcedure resource ©  ||SMGRPROC_nodemgr «

Cancel Back Hext Help

|Java Applet Window

6. Confirm theinformation registered for the procedure resource.

For details on the resource attributes, refer to the "PRIMECLUSTER Installation and Administration Guide'.
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& userApplication Configuration Wizard - |EI|5|
& confiy :| Confirm registration
# nodemgrGds :
# nodemgrFsystem Confirm setup. Click the [Registration] button.
# nodemgripaddress
userdpplication f Resource © nodemgrProcedure
SysMode @ pp4003RMS, pp4004RMS
Procedure
SMGRPROC_nodemgr
Cancel Back Registration Help
I-_lava Applet Window
A.1.5 Creating a Cmdline resource
1. Select [Create Resource] from the top menu of the "userApplication Configuration Wizard".
erfpplication Configuration Wizard =10l x|

- config :
M SMGRPROC_PCLAG 3
# TSMPROC_PCLAgt
# acmsol1_Fsystem
# acmsol1_GDS

# acmsol1_Ipaddress
# tsmsol_Fsystem

userApplication Configuration menu

Selecta menu to be set up.

® Create Resource

) Create userAspplication

() Edit userfpplication or Resource

) Remove userfpplication or Resource

i) Setup dependency between userdpplication
i Edit global settings in Configuration

End | Back || Hext ‘

IJava Applet Windom

2. Select "Cmdline" for the resource type

"Cmdline_tbo" is specified as the resource name in the following example
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euration Wizard o ] 53

- config
# SMGRPROC_PCLAgt :
B TSMPROC_PCLAgt §§ Select a Resource type to he created.

Create Resource

# acmsol1_Fsystem
# acmsol1_GDS

# acmsol1_Ipaddress
# tsmsol_Fsystem

Resource type

Crmidline -

Resource name
Crmdline_tho

Cancel | Back || Hext ‘ Help

|Java Applet Window

3. Select SysNode to set the resourcein it

£ uzerdpplic figuration Wizar o ] 1|
8l config Select SysNode

## SMGRPROC _PCLAgt

3 TSMPROC_PCLAgt Select Sy=Mode where the Resource is allocated.
B acmsol1_Fsystem :
¥ acmsol1_GDS Available SysNode Selected SysHode

# acmsol1_Ipaddress

acmsol1FMS
# tsmsol_Fsystem

acmsolZRMS

Add =
= Remaove

Add all ==

i

== Remave all

Cancel | Back || Hext ‘ Help

I.Java Applet Window

4. Select the method for creating the Cmdline
Select "Path input” for the creation method
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euration Wizard ;Iglil

- config 2
# SMGRPROC_PCLAG :

B TSMPROC_PCLAgt Select a creation method of Cmadline.
# acmsol1_Fsystem :
# acmsol1_GDS
# acmsol1_Ipaddress
# tsmsol_Fsystem

Set up command

Creation method : |Pathenter ¥

Cancel | Back || Hext ‘ Help

|Java Applet Window

5. Enter the command paths that are used by each script
Enter the command paths that are used by the "Start", "Stop", and "Check" scripts

Iy F'|F||:| lic. euration ! ;lgl il
Bl config || Setup Cmdline
# SMGRPROC_PCLAgt :
# TSMPROC_PCLAgt : Enter a command path far each script.

# acmsol1_Fsystem
# acmsol1_GDS

# acmsol1_Ipaddress
# tsmsol_Fsystem

Start script

|f opt/FI8Vswstm/bin/start tho start |

Stop script

|f opt/FIdVswstm/bin/start tho stop |

Check script
|fDpthJSUswstmfbinfstart_tbn check |

lm | Back || Next | @

Java Applet Windom
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6. Set the script attributes
In the following example, AUTORECOVER is set to "No"

& yzerdpplication Configuration Wizard X|
Set up the script attributes.
Flag Yalle
MNULLDETECTOR Mo -
ALLEXITCODES Mo -
LIEQFFLIME Mo -
CLUSTEREXCLUSIVE Yes *
AUTORECOVER
MOMITOROMLY Mo -
STANDBYCAPAELE Mo -
REALTIME Mo -
TIMEOUT a00] 2
OK Cancel
I._Iava Applet Window

7. Confirm the information registered for the Cmdline resource

For details on resource attributes, refer to the "PRIMECLUSTER Installation and Administration Guide".
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£ ugerApplcation Confieuwration Wizard

config

¥ SMGRPROC_PCLAG
8 TSMPROC_PCLAg
M acmsall_Fsystem
M acmsoli_GDS

M acmsol1_paddress
3 tsmsol_Fsystem

Confirm registration
Confirm setup. Click the [Riegistration] button,

userfpplication f Resource | Cmdline_tho
| Cmaline || Atiributes |

SysNode : acmsol1RMS, acmsol2ZRMS

Command | Flag

1 Stop foptFJSVewstmibinistari_tho stop TIMEOUT=300
Check JoptFJSVeswstrmibindstan_tho check

Stat foptiFJSVswstmibinistar_tho stat | CLUSTEREXCLUSNVE=Yes

Cancel | Back | | Registration |

_vew |

|Java Applet Window

A.2 Creating a userApplication

Create a userApplication by using the "userApplication Configuration Wizard" of PRIMECLUSTER.

Always specify the standby class for a userApplication.
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1. Select [Create userApplication] from the top menu of the "userApplication Configuration Wizard".

& userApplication Configuration Wizard - |EI|5|
A conig :| userApplication Configuration menu
# nodemgrGds :
# nodemgrFsystem Select a menu to be setup.
# nodemgripaddress
# nodemgrProcedure
(1 Create Resource
i Create userdpplication
i1 Edit userApplication or Resource
i) Remove userfpplication or Resource
i) Setup dependency hetween userspplication
i1 Edit global settings in Configuration
End Back Hext Help
|Java Applet Wwindow
2. Specify auserApplication name and the operation type.
"manager_service" is specified for the userApplication namein the following example.
& userApplication Configuration Yizard - |EI|£|

. config :
# nodemgrGds 5:
# nodemgrFsystem

# nodemgripaddress
# nodemgrProcedure

Set up userfpplication name and operation method

Set up a userApplication name and operation method.

userApplication name | |[manager service

Operation method -+ | Standby

Cancel Back Hext

Help

Java Applet window
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3. Select SysNode to set the cluster applicationin it.

& userApplication Configuration Wizard i - |EI|5|
config i| Select SysMNode
8 nodemgrGds :
# nodemgrFsystem Select BysMode for operation setup.
8 nodemgripaddress Priarity is established in the order of setting [Selected Syshlode].
# nodemgrProcedure 3
Available SysHode Selected SysHode
pp4003RMS
4004RMS
A = PP
= Remove
Add all ==
== Remove all
Cancel Back Hext Help
IJava Applet Window
4. Specify the userApplication attributes.
Specify the userApplication attributes according to the operation type.
For details on userApplication attributes, refer to the "PRIMECLUSTER Installation and Administration Guide".
& userdpplication Configuration Wizard - 0] x|
B confiy :| Setup attribute
# nodemgrGds 2
# nodemgrFsystem §§ Set up the attributes.
# nodemgripaddress B
# nodemgrProcedure Attribute Sy
AutaStartlp es ¥
AutnSwitchOwer HostFailurelFesource... ™
PersistentFault 0«
ShutdownPriarity MOME =
StandhyTransitions Mo *
OnlinePriority 0«
HaltFlag
Cancel Back Hext Help

IJava Applet Window

5. Specify the resources used by the userApplication.
Register resources created for AdvancedCopy Manager.
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The resources created in "A.1 Creating Resources' are specified in the following example.

g& userApplication Configuration Wizard - |I:I|£|
Al contig :| Select Resource
# nodemgrGds :
# nodemgrFsystem Selectthe Resources.
# nodemgripaddress
# nodemgrProcedure Available Resource Selected Resource
nodemgrGds
nodemagrF system
Add = nodemgripaddress
nodemgrProcedure
= Remove
Add all ==
== Remaove all
Cancel Back Hext Help
|Java Applet Wwindow
6. Confirm the information registered for the userApplication.
For details on the attributes, refer to the "PRIMECLUSTER Installation and Administration Guide".
g& userApplication Configuration Wizard - |I:I|i|
B config :| Select Resource
# nodemgrGids :
# nodemgrFsystem Select the Resources.
# nodemgripaddress
# nodemgrProcedure | Available Resource | Selected Resource
Fesource SubApplication
nodemgrProcedure nodemarlipaddress
nodemaripaddress hodemgrF system
nodemagrF system nodemarzds
nodemgrzds
Cancel Back Registration Help

|Java Applet Window
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Appendix B Creating Resources and userApplications

with Linux version PRIMECLUSTER

This appendix explains how to create AdvancedCopy Manager resources and userApplications with PRIMECLUSTER.

For details, refer to the "PRIMECLUSTER Installation and Administration Guide'.

B.1 Starting the RMS Wizard

Execute the hvw command to start the RMS Wizard, and create resources and userApplications.

Example of starting the RMS Wizard with "acmeng" specified as the configuration file name

# [ opt / SMAW SMAVRr s/ bi n/ hvw -n acm

The "Main configuration menu" as shown below is displayed.

No
1
2)
3)
4)
5)
6)
7)
8)
9)

f250-1: Main configuration nenu,

RMS active in the cluster

HELP
QT

Application-Create
Appl i cation- Edit

Appl i cati on- Renpve
Appl i cation-C one
Configuration-Generate
Configuration-Activate
Confi gur ati on- Copy

Choose an action:

current configuration:

acm

10) Configuration-Renove

11) Configuration-Freeze

12) Confi guration- Thaw

13) Configuration-Edit-d obal-Settings
14) Configuration-Consi stency- Report
15) Configuration-ScriptExecution

16) RMS- Creat eMachi ne

17) RMS- RenoveMachi ne

B.2 Creating Resources and userApplications

Create a userApplication and resources by following the procedure below.

1. Select "Application-Create" from the "Main configuration menu”.

No
1
2)
3)
4)
5)
6)
7)
8)
9)

f250-1: Main configuration nenu,

current configuration: acm

RVS active in the cluster
HELP

QT

Application-Create

Appl i cation- Edi t

Appl i cati on- Renpve

Appl i cation-Cl one
Configuration-Generate
Configuration-Activate
Conf i gur ati on- Copy

Choose an action: 3

10) Configuration-Renove

11) Configuration-Freeze

12) Confi guration- Thaw

13) Configuration-Edit-d obal -Settings
14) Configuration-Consi stency- Report
15) Configuration-ScriptExecution

16) RMS- Creat eMachi ne

17) RMS- RenoveMachi ne

Application type sel ection nenu:

Crm
DEMO
Deno
Fsystem
GENERI C
Cds

. Select "CRM" from the "Application type selection menu"”.

Creation:

1) HELP 10)
2) QUT 11)
3) RETURN 12)
4) OPTIONS 13)
5) Application 14)
6) Basi cApplication 15)
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19)
20)
21)
22)
23)
24)

Rawdi sk
SYMFOMRE
Synf owar e
Syst entt at e2
Syst entt at e3
f orei gn- code




7) CRM 16) ds 25) generic
8) Ondline 17) | paddress

9) Controller 18) Lvm

Application Type: 7

The ["CRM" turnkey wizard] as shown below is displayed.

Settings of turnkey w zard "CRM

1) HELP 4) REMOVE+EXI T 7) Machi nes+Basi cs(-)
2) NO SAVE+EXI T 5) Applicati onNane=APP1
3) SAVE+EXIT 6) BeingControll ed=no

Choose the setting to process:

3. Change the userApplication name.

Depending on the operation, change the userApplication name. If the userApplication name is not changed, this operation is not
required.

a. Select "ApplicationName" in [turnkey wizard "CRM"].

Settings of turnkey w zard "CRM

1) HELP 4) REMOVE+EXI T 7) Machi nes+Basics(-)
2) NO SAVE+EXI T 5) Applicati onName=APP1
3) SAVE+EXI T 6) BeingControll ed=no

Choose the setting to process: 5

b. Select "FREECHOICE."

1) HELP

2) RETURN

3) FREECHO CE

4) APP1

Enter the nane of this application: 3

C. Enter the userApplication name.

"agent_service" is used as the userApplication name in the following example.

1) HELP

2) RETURN

3) FREECHO CE

4) APP1

Enter the nane of this application: 3
>> agent_service

Press the Enter key. The [turnkey wizard "CRM"] window is displayed again.

Settings of turnkey w zard "CRM

1) HELP 5) Applicati onName=AGENT_SERVI CE
2) NO SAVE+EXI T 6) Bei ngControll ed=no
3) SAVE+EXI T 7) Machi nes+Basi cs(-)

4) REMOVE+EXI T
Choose the setting to process:

4. Specify the userApplication configuration. Be sure to define the userApplication for standby operation.

a Select "MachinestBasics' in the [turnkey wizard "CRM"].

Settings of turnkey w zard "CRM
1) HELP 5) Applicati onName=AGENT_SERVI CE
2) NO SAVE+EXI T 6) BeingControlled=no
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3) SAVE+EXI T 7) Machi nes+Basics(-)
4) REMOVE+EXI T
Choose the setting to process: 7

b. Select "AdditionalMachine," and specify the secondary node.

Machi nes+Basi cs (agent_servi ce: consi stent)

1) HELP 10) (PostOnlineScript=) 19) (OnlinePriority=)

2) - 11) (PreOflineScript=) 20) (StandbyTransitions=)
3) SAVE+EXI T 12) (O flineDoneScript=) 21) (LicenseToKill=no)

4) REMOVE+EXI T 13) (FaultScript=) 22) (Aut oBreak=yes)

5) Addi ti onal Machi ne 14) (AutoStart Up=no) 23) (Hal t Fl ag=no)

6) Additional Consol e 15) (AutoSwi t chOver =No) 24) (Partial O uster=0)

7) Machi nes[ 0] =f 250- 1IRM5 16) (PreserveSt at e=no) 25) (ScriptTi meout =)

8) (PreCheckScri pt=) 17) (PersistentFaul t =0)

9) (PreOnlineScript=) 18) (ShutdownPriority=)
Choose the setting to process: 5

Select the secondary node. f250-2RM S is selected for the secondary node in the following example.

1) HELP

2) RETURN

3) f250-1RVB

4) f250-2RVB

Choose a machine for this application: 4

C. Specify attributes.

Depending on the operation mode, al so specify the userApplication attributes. For information on userApplication attributes,
refer to the "PRIMECLUSTER Installation and Administration Guide".

The"AutoSwitchOver" attributeis set to "automatically cause afailover in the event of nodefailure, resourcefailure, or node
termination” in the following example.

Machi nes+Basi cs (agent_servi ce: consi stent)

1) HELP 10) (PreOnlineScript=) 19) (ShutdownPriority=)
2) - 11) (PostOnlineScript=) 20) (OnlinePriority=)

3) SAVE+EXI T 12) (PreOflineScript=) 21) (StandbyTransitions=)
4) REMOVE+EXI T 13) (O flineDoneScript=) 22) (LicenseToKill=no)

5) Additional Machi ne 14) (FaultScript=) 23) (Aut oBreak=yes)

6) Additional Consol e 15) (AutoStart Up=No) 24) (Hal t Fl ag=no)

7) Machi nes[ 0] =f 250- 1IRVM5 16) (AutoSwi t chOver =No) 25) (Partial O uster=0)
8) Machi nes[ 1] =f 250- 2RVM5 17) (PreserveSt at e=no) 26) (ScriptTi meout =)
9) (PreCheckScri pt=) 18) (PersistentFaul t =0)

Choose the setting to process: 16

Select HOSTFAILURE(H).

Set flags for AutoSwitchOver: Currently set: NO (N)

1) HELP 4) DEFAULT 7) RESOURCEFAI LURE( R)
2) - 5) NO(N) 8) SHUTDOWN( S)
3) SAVE+RETURN 6) HOSTFAI LURE( H)

Choose one of the flags: 6

Select RESOURCEFAILURE(R).

Set flags for AutoSwitchOver: Currently set: HOSTFAI LURE (H)
1) HELP 4) DEFAULT 7) RESOURCEFAI LURE( R)
2) - 5) NO(N) 8) SHUTDOWN( S)
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3) SAVE+RETURN 6) NOT: HOSTFAI LURE( H)
Choose one of the flags: 7

Select SHUTDOWN(S).

Set flags for AutoSwitchOver: Currently set: HOSTFAI LURE, RESOURCEFAI LURE (HR)

1) HELP 4) DEFAULT 7) NOT: RESOURCEFAI LURE( R)
2) - 5) NO(N) 8) SHUTDOWN( S)
3) SAVE+RETURN 6) NOT: HOSTFAI LURE( H)

Choose one of the flags: 8

Select SAVE+RETURN.

Set flags for AutoSwitchOver: Currently set:
HOSTFAI LURE, RESOURCEFAI LURE, SHUTDO

WN ( HRS)

1) HELP 4) DEFAULT 7) NOT: RESOURCEFAI LURE( R)
2) - 5) NO(N) 8) NOT: SHUTDOWN( S)

3) SAVE+RETURN 6) NOT: HOSTFAI LURE( H)

Choose one of the flags: 3

d. After specifying all of the attributes completely, select SAVE+EXIT.

Machi nes+Basi cs (agent_servi ce: consi stent)
1) HELP

2) -

3) SAVE+EXI T

4) REMOVE+EXI T

5) Additional Machi ne

6) Additional Consol e

7) Machi nes[ 0] =f 250- 1RVM5

8) Machi nes[ 1] =f 250- 2RV5

9) (PreCheckScri pt=)

10) (PreOnlineScript=)

11) (PostOnlineScript=)

12) (PreOflineScript=)

13) (O flineDoneScript=)

14) (FaultScript=)

15) (AutoStart Up=yes)

16) (AutoSwitchOver=Host Fai | ure| Resour ceFai | ur e| Shut Down)
17) (PreserveSt at e=no)

18) (PersistentFaul t =0)

19) (ShutdownPriority=)

20) (OnlinePriority=)

21) (StandbyTransitions=)

22) (LicenseToKill=no)

23) (AutoBreak=yes)

24) (Hal t Fl ag=yes)

25) (Partial O uster=0)

26) (Scri ptTi meout =)

Choose the setting to process: 3

Press the Enter key to return to the [turnkey wizard "CRM"] window.

Settings of turnkey w zard "CRM

1) HELP 9) CRM-)

2) - 10) Local Fil eSystens(-)

3) SAVE+EXI T 11) RenoteFil eSystens(-)

4) - 12) | pAddresses(-)

5) Applicati onNane=AGENT_SERVI CE 13) RawDi sks(-)

6) Machi nes+Basi cs(agent _service) 14) LVM Vol uneManagenent ( -)
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7) CommandLi nes(-) 15) Cds: d obal - Di sk- Services(-)
8) Controllers(-) 16) d s: d obal - Li nk- Services(-)
Choose the setting to process:

5. Define the Fsystem resources.

Before the Fsystem resources can be defined, the mount point must be specified in /etc/fstab on all nodes making up the
userApplication. For detailson how to define the resources, refer to the"PRIMECLUSTER Installation and Administration Guide”.

Do not specify afile system because AdvancedCopy Manager data exists.
a. Select "LocalFileSystems' in the [turnkey wizard "CRM"].

Settings of turnkey w zard "CRM

1) HELP 9) CRM-)

2) - 10) Local Fil eSystens(-)

3) SAVE+EXI T 11) RenoteFil eSystens(-)

4) - 12) | pAddresses(-)

5) Applicati onNane=AGENT_SERVI CE 13) RawDi sks(-)

6) Machi nes+Basi cs(agent _service) 14) LVM Vol uneManagenent ( -)

7) CommandLi nes(-) 15) Gds: d obal - Di sk- Services(-)
8) Controllers(-) 16) d s: d obal - Li nk- Services(-)

Choose the setting to process: 10

b. Select Additional M ountPoint.

File systens (Lfs_AGENT_SERVICE: not yet consistent)

1) HELP 4) REMOVE+EXI T 7) (Ti meout =180)
2) - 5) Addi ti onal Mount Poi nt
3) SAVE+EXI T 6) (Filter=)

Choose the setting to process: 5

Register the mount point of the shared disk for shared data.

For a Storage Management Server transaction, also register the mount point of the shared disk for the repository.

To register multiple mount points, repeat steps b to d as many times as the number of mount points to be registered.
C. Select the mount point to be registered.

/ICTTEST3is set in the following example.

1) HELP 5) /CTTEST3 9) /kensa/work_c
2) RETURN 6) /acm 10) /kensa/work_d
3) FREECHO CE 7) | kensal/work_a 11) /kensa/work_e
4) ALL 8) /kensa/work_b

Choose a nmount point: 5

d. Select SAVE+RETURN.

Set flags for mount point: /CTTEST3 Currently set: LOCAL, AUTORECOVER (LA)

1) HELP 4) DEFAULT 7) SHARE(S)
2) - 5) SYNC(Y) 8) MONI TORONLY( M
3) SAVE+RETURN 6) NOT: AUTORECOVER( A)

Choose one of the flags: 3

€. After registering al of the mount points, select SAVE+EXIT.

File systems (Lfs_AGENT_SERVI CE: consi stent)

1) HELP 5) Addi ti onal Mount Poi nt
2) - 6) Mount Poi nt s[ 0] =LA: / CTTEST3
3) SAVE+EXI T 7) (Filter=)
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4) REMOVE+EXI T 8) (Ti meout =180)
Choose the setting to process: 3

Press the Enter key to return to the [turnkey wizard "CRM"] window.

Settings of turnkey w zard "CRM

1) HELP 9) CRM-)

2) - 10) Local Fi | eSyst ens( Lf s_AGENT_SERVI CE)
3) SAVE+EXI T 11) RenoteFil eSystens(-)

4) - 12) | pAddresses(-)

5) Applicati onNane=AGENT_SERVI CE 13) RawDi sks(-)

6) Machi nes+Basi cs(agent _servi ce) 14) LVM Vol uneManagenent (-)

7) CommandLi nes(-) 15) Cds: d obal - Di sk- Services(-)

8) Controllers(-) 16) d s: d obal - Li nk- Services(-)

Choose the setting to process:

6. Define the Gds resources.
a. After registering al of the mount points, select SAVE+EXIT.
Select "Gds:Global-Disk-Services' in the [turnkey wizard "CRM"] window.

Settings of turnkey w zard "CRM

1) HELP 9) CRM-)

2) - 10) Local Fi | eSyst ens( Lf s_AGENT_SERVI CE)
3) SAVE+EXI T 11) RenoteFil eSystens(-)

4) - 12) | pAddresses(-)

5) Applicati onNane=AGENT_SERVI CE 13) RawDi sks(-)

6) Machi nes+Basi cs(agent _service) 14) LVM Vol uneManagenent ( -)

7) CommandLi nes(-) 15) Cds: G obal - Di sk- Services(-)

8) Controllers(-) 16) d s: d obal - Li nk- Servi ces(-)

Choose the setting to process: 15

b. Select Additional DiskClass.

Vol ure nanagenent ( Gds_AGENT_SERVI CE: not yet consistent)

1) HELP 4) REMOVE+EXI T 7) (StandbySupport=no)
2) - 5) Additional Di skC ass 8) (AutoRecover=no)
3) SAVE+EXI T 6) (C assNaneFilter=) 9) (Ti meout =1800)

Choose the setting to process: 5

Register the GDS class to which the shared disk for shared data belongs.
For a Storage Management Server transaction, also register the GDS class to which the shared disk for the repository belongs.
To register multiple GDS classes, repeat steps b to d as many times as the number of GDS classes to be registered.
C. Select the classto be registered.
ACM-E-Agt is set in the following example.

1) HELP 6) ACM
2) RETURN

3) FREECHO CE

4) Synfo

5) test001

Choose the disk class: 5

d. Select SAVE+RETURN.

Currently set:
1) HELP 5) MONI TORONLY(M
2) -
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3) SAVE+RETURN
4) DEFAULT
Choose additionally one of the flags: 3

e. After registering al of the GDS classes, select SAVE+EXIT.

Vol ume nanagenent (Gds_AGENT_SERVI CE: consi stent)

1) HELP 6) Di skC asses[0]=test001
2) - 7) (C assNaneFilter=)

3) SAVE+EXI T 8) (StandbySupport=no)

4) REMOVE+EXI T 9) (AutoRecover =no)

5) Additional Di skd ass 10) (Ti meout =1800)

Choose the setting to process: 3

Press the Enter key to return to the [turnkey wizard "CRM"] window.

Settings of turnkey w zard "CRM

1) HELP

2) -

3) SAVE+EXI T

4) -

5) Applicati onNane=AGENT_SERVI CE

6) Machi nes+Basi cs(agent _servi ce)

7) CommandLi nes(-)

8) Controllers(-)

9) CRM(-)

10) Local Fi | eSyst ens( Lf s_AGENT_SERVI CE)
11) RenoteFil eSystens(-)

12) | pAddresses(-)

13) RawDi sks(-)

14) LVM Vol uneManagenent ( -)

15) Cds: G obal - Di sk- Servi ces( Gds_AGENT_SERVI CE)
16) d s: d obal - Li nk- Servi ces(-)

Choose the setting to process:

7. Definethe Gls resources.

a Select "Gls:Global-Link-Services' in the turnkey wizard "CRM".

Settings of turnkey w zard "CRM

1) HELP

2) -

3) SAVE+EXI T

4) -

5) Applicati onName=AGENT_SERVI CE

6) Machi nes+Basi cs(agent _service)

7) CommandLi nes(-)

8) Controllers(-)

9) CRM-)

10) Local Fi | eSyst ens( Lf s_AGENT_SERVI CE)
11) RenoteFil eSystens(-)

12) | pAddresses(-)

13) RawDi sks(-)

14) LVM Vol uneManagenent ( -)

15) Cds: G obal - Di sk- Servi ces( Gds_AGENT_SERVI CE)
16) d s: d obal - Li nk- Servi ces(-)

Choose the setting to process: 16

- 258 -



b. Select Additional Takeoverlpaddress.

A's (A s_AGENT_SERVI CE: not yet consistent)

1) HELP 4) REMOVE+EXI T
2) - 5) Additional Takeover | paddr ess
3) SAVE+EXI T 6) (Ti meout =60)

Choose the setting to process: 5

Register the logical |P address prepared for AdvancedCopy Manager.
C. Select thelogical IP addressto be registered.
10.10.10.11 is set in the following example.

1) HELP

2) RETURN

3) FREECHO CE

4) 10.10.10. 10

5) 10.10.10.11

Choose a takeover |P address for Ads: 5

d. Select SAVE+RETURN.

Set a flag for takeover |IP address: 10.10.10.11
Currently set:

1) HELP 5) AUTORECOVER( A)
2) -

3) SAVE+RETURN

4) DEFAULT

Choose additonally one of the flags: 3

The resource operation mode can be set in the window. Depending on the operation mode, set the resource operation mode.
For information on the resource operation modes, refer to the "PRIMECLUSTER Installation and Administration Guide'.
€. Select SAVE+EXIT.

A s (A s_AGENT_SERVI CE: consi stent)

1) HELP 5) Additional Takeover| paddress
2) - 6) Takeover| paddress[ 0] =N, 10. 10. 10. 11
3) SAVE+EXI T 7) (Ti meout =60)

4) REMOVE+EXI T
Choose the setting to process: 3

The timeout value of the Glsresource can be set in the window. Depending on the operation mode, specify the timeout value
of the Gls resource.

For information on the timeout values of the Gls resources, refer to the "PRIMECLUSTER Installation and Administration
Guide".

Press the Enter key to return to the [turnkey wizard "CRM"] window.

Settings of turnkey w zard "CRM

1) HELP

2) -

3) SAVE+EXI T

4) -

5) Applicati onNane=AGENT_SERVI CE
6) Machi nes+Basi cs(agent _service)
7) CommandLi nes(-)

8) Controllers(-)

9) CRM-)
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10) Local Fi | eSyst ens(Lfs_AGENT_SERVI CE)

11) RenoteFil eSystens(-)

12) | pAddresses(-)

13) RawDi sks(-)

14) LVM Vol uneManagenent ( -)

15) Gds: d obal - Di sk- Servi ces( Gds_AGENT_SERVI CE)
16) d s: d obal - Li nk- Servi ces(d s_AGENT_SERVI CE)
Choose the setting to process:

8. Define the procedure resources.

a Select "CRM" in the [turnkey wizard "CRM"].

Settings of turnkey w zard "CRM

1) HELP

2) -

3) SAVE+EXI T

4) -

5) Applicati onNane=AGENT_SERVI CE

6) Machi nes+Basi cs(agent _service)

7) CommandLi nes(-)

8) Controllers(-)

9) CRM(-)

10) Local Fi | eSyst ens( Lf s_AGENT_SERVI CE)

11) RenoteFil eSystens(-)

12) | pAddresses(-)

13) Rawbi sks(-)

14) LVM Vol uneManagenent (-)

15) Gds: d obal - Di sk- Servi ces( Gds_AGENT_SERVI CE)
16) d s: d obal - Li nk- Servi ces(d s_AGENT_SERVI CE)
Choose the setting to process: 9

b. Select "Application." Register the AdvancedCopy Manager procedure resource as an Application.

Crm (CRM_AGENT_SERVI CE: not yet consistent)

1) HELP 4) REMOVE+EXI T 7) BasicApplication(-)
2) - 5) Systenttate2(-) 8) Application(-)
3) SAVE+EXI T 6) Systenttate3(-)

Choose the setting to process: 8

C. Select AdditionalResource.

Settings of "Application”

1) HELP 4) REMOVE+RETURN
2) NO SAVE+RETURN 5) Additi onal Resource
3) -

Choose the setting to process: 5

d. Select the AdvancedCopy Manager procedure resource. The name of the AdvancedCopy Manager procedure resource is
SMGRPROC_|ogical-node-name.

The procedure resource with the logical node name "nodeagt (SMGRPROC_nodeagt)" is set in the following example.

1) HELP

2) RETURN

3) -

4) SMGRPROC_nodeAGT
Choose the resource: 4
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€. Select SAVE+RETURN.

Settings of "Application"

1) HELP 5) Additional Resource

2) NO SAVE+RETURN 6) Resour ceNane[ 0] =SMECRPROC_nodeAGT
3) SAVE+RETURN 7) Fl ags[ 0] =OT1800

4) REMOVE+RETURN 8) Priority[0]=65535

Choose the setting to process: 3

Do not change the timeout value and resource class internal priority for the state transition procedure, which is the
AdvancedCopy Manager procedure resource.

For information on timeout values and the resource class internal priority for the state transition procedure, refer to the
"PRIMECLUSTER Instalation and Administration Guide".

f. Select SAVE+EXIT.

Crm ( CRM_AGENT_SERVI CE: consi st ent)

1) HELP 5) Systenftate2(-)

2) - 6) SystenState3(-)

3) SAVE+EXI T 7) Basi cApplication(-)

4) REMOVE+EXI T 8) Application(Crm Application)

Choose the setting to process: 3

Press the Enter key to return to the [turnkey wizard "CRM"] window.

Settings of turnkey w zard "CRM

1) HELP

2) -

3) SAVE+EXI T

4) -

5) Applicati onName=AGENT_SERVI CE

6) Machi nes+Basi cs(agent _service)

7) CommandLi nes(-)

8) Controllers(-)

9) CRM CRM_AGENT_SERVI CE)

10) Local Fi | eSyst ens( Lf s_AGENT_SERVI CE)

11) RenoteFil eSystens(-)

12) | pAddresses(-)

13) RawDi sks(-)

14) LVM Vol uneManagenent ( -)

15) Cds: G obal - Di sk- Servi ces( Gds_AGENT_SERVI CE)
16) d s: d obal - Li nk- Servi ces(d s_AGENT_SERVI CE)
Choose the setting to process:

9. After registering all of the resources, select SAVE+EXIT.

Settings of turnkey w zard "CRM
1) HELP

2) -

3) SAVE+EXI T

4) -

5) Applicati onNane=AGENT_SERVI CE
6) Machi nes+Basi cs(agent _service)
7) CommandLi nes(-)

8) Controllers(-)

9) CRM CRM_AGENT_SERVI CE)

10) Local Fi |l eSyst ens(Lf s_AGENT_SERVI CE)
11) RenoteFil eSystens(-)

12) | pAddresses(-)

13) RawDi sks(-)
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10.

11

14) LVM Vol uneManagenent (-)

15) Gds: d obal - Di sk- Servi ces( Gds_AGENT_SERVI CE)
16) d s: d obal - Li nk- Servi ces(d s_AGENT_SERVI CE)
Choose the setting to process: 3

Press the Enter key to return to the [Main configuration menu] window.

f250-1: Main configuration menu, current configuration: acm
No RMB active in the cluster

1) HELP 10) Configuration-Renmove

2) QUT 11) Configuration-Freeze

3) Application-Create 12) Confi guration- Thaw

4) Application-Edit 13) Configuration-Edit-d obal-Settings
5) Application-Renpve 14) Configuration-Consi stency- Report

6) Application-done 15) Configuration-ScriptExecution

7) Configuration-Generate 16) RMS- Creat eMachi ne

8) Configuration-Activate 17) RMS- RenoveMachi ne

9) Configuration- Copy
Choose an action:

Select "Configuration-Generate" from the "Main RMS Management menu'”.

f250-1: Main configuration menu, current configuration: acm
No RVS active in the cluster

1) HELP 10) Configuration-Renpve

2) QUT 11) Configuration-Freeze

3) Application-Create 12) Confi guration- Thaw

4) Application-Edit 13) Configuration-Edit-d obal-Settings
5) Application-Renove 14) Configuration-Consi stency- Report

6) Application-done 15) Configuration-ScriptExecution

7) Configuration-Generate 16) RMS- Creat eMachi ne

8) Configuration-Activate 17) RMS- RemoveMachi ne

9) Configuration- Copy
Choose an action: 7

Select "Configuration Active" from the "Main RM'S Management menu”.

f250-1: Main configuration nenu, current configuration: acm
No RMB active in the cluster

1) HELP 10) Confi guration-Renpve

2) QUT 11) Configuration-Freeze

3) Application-Create 12) Configuration- Thaw

4) Application-Edit 13) Configuration-Edit-d obal-Settings
5) Application-Renove 14) Configuration-Consi st ency- Report
6) Application-Cone 15) Configuration-ScriptExecution

7) Configuration-Generate 16) RMSB- Creat eMachi ne

8) Configuration-Activate 17) RMS- RemoveMachi ne

9) Configuration- Copy
Choose an action: 8
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Appendix C TSM Cluster Settings

Refer to the "ETERNUS SF TSM PRIMECLUSTER Application Guide" for information about the TSM cluster settings for the Solaris
version PRIMECLUSTER

C.1 Settings on the Primary Node

For the TSM client on the primary node by referring to "A setup of the TSM server in the cluster node 1" and in "If the TSM server isin
an active/standby configuration” of the "ETERNUS SF TSM PRIMECLUSTER Application Guide".

The following key points relate to the TSM cluster settings required for tape server transactions

* The following setup commands are executed in a setup of the TSM server on the cluster node 1.

# cd /opt/tivoli/tsm CLUS
# ./tsntlset_safe -k Primary -mmount point of shared disk for TSM-n | ogi cal node nane -s
transacti on nane

No other options are necessary in order to read information from a TSM cluster setup information file.
Please refer to "Preparing the TSM Cluster Setup Information File" about a TSM cluster setup information file.

* A special file name must be set for drives on the tape device used by the TSM server on node 1. For details, refer to the "ETERNUS
SF TSM PRIMECLUSTER Application Guide", section "If the TSM server isin an active/standby configuration” > "TSM server
settings on cluster node 1".

Execute the command below to check the special file name to be set.

#l's -1 /dev/rnt/*st

I rwxrwxrwx 1 root sys 57 Apr 22 13:28 /dev/rnt/2st ->
../../devices/pci @5h, 2000/ fi bre-channel @/ | BM ape@., 0: st
#

* When creating (/.e, formatting) the database for the TSM server, set the TSM database size as calculated by the formulain "3.2.3
Capacity of Shared Disks for TSM*"

* When creating (/.e, formatting) the amount of space required for the restoration log, specify avalue of 128 (MB) or more. Specify
sufficient log space to take into account future changes to backup operations.

C.2 Settings on the Secondary Node

For information on secondary node setup, refer to " A setup of the TSM server in the cluster node 2" and "'If the TSM server isin an active/
standby configuration” of the "ETERNUS SF TSM PRIMECLUSTER Application Guide".

* For the secondary node also, a special file name must be set for drives on the tape device used by the TSM server. For details, refer
tothe"ETERNUS SF TSM PRIMECLUSTER Application Guide", section "If the TSM server isin an active/standby configuration”
>"TSM server settings on cluster node 1".

Execute the command below to check the special file name to be set.

#l's -1 /dev/rnt/*st

lrwxrwxrwx 1 root sys 57 Apr 22 13:28 /dev/rnt/2st ->
../../devices/pci @by, 2000/ fi bre-channel @/ | BM ape@l, O: st
#

C.3 Registering Resources

Refer to"Registering resources’ in"If the TSM server isinan active/standby configuration” of the"ETERNUS SF TSM PRIMECLUSTER
Application Guide" for information about registering TSM resources on cluster systems.
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Appendix D Setup procedures on Windows Server 2008
X64

This appendix explains the cluster setup procedures on the following environment.
* The operating system is either of the following.
- Windows Server 2008 x64 Edition
- Windows Server 2008 R2
* The either of the following AdvancedCopy Manager isinstalled.
- Manager

- Agent that was installed by non-checking the check box of the following window, displayed during the installation.

ETERNUS SF AdvancedCopy Manager 14.1 . x|

Please turn on the check box, when you use The Exchange server
2007 linkage and online backup function.

v The Exchange server 2007 linkage and online backup function is
used.

1] 4 Cancel

The cluster setup procedure is as follows. For the WSFC setting method, refer to manuals of Microsoft Server(R) Failover Clustering.
1. Execute step 1 to step 4 described in the "4.5.2 Customization Procedure”.
2. Create the following resources by using WSFC.
- Cresate an application folder of transaction name in the [Services and Applications)]
Create an application folder by clicking [Action] - [More Actions] - [Create Empty Service or Application].
- Creste an |P address resource
Createit by clicking [Action] - [Add aresource] - [More resources] - [4-Add IP Address).
3. Set the property of |P Address Resource.

Specify the unique value to the resource name.
Select the network (subnet) to be used.
Specify the logical |P address to the static |P address.

4. Execute step 5 and step 6 described in the "4.5.2 Customization Procedure”.
5. Execute step 7 described in the "4.5.2 Customization Procedure”.
Select "An existing | P address resource will be used” in the "AdvancedCopy Manager Cluster Setup Tool" windows.
6. Execute step 8 to step 14 described in the "4.5.2 Customization Procedure”.
7. The cluster setup of the primary node has been completed.
- For a Storage Management Server

The error is occurred with swstf8514 message. Execute the following processes.
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1. Edit the <Shared disk>\etc\opt\swstorage\cl setup.ini file.
Change the value of Setup in [Primary] tagto "YES".

2. Edit the $INS_DIR\env\swcluster.ini file.
($INS_DIR means "Program Directory" specified at the AdvancedCopy Manager installation.)

Change the value of Setup in [Logical node name] tag to "YES".
The[Logical node name] isthe Logical Node Name that was specified in " AdvancedCopy Manager Cluster Setup Tool"
windows.

3. Edit the $ETC_DIR\etc\swstg.ini file.
($ETC_DIR means "Environment Directory" specified at the AdvancedCopy Manager installation.)

Change the value of type in [Common] tag to "2".
- For a Storage Server
The swstf8100 message is displayed. Go to next step.

8. Continue by setting up the secondary node.
Execute step 16 to step 29 described in the "4.5.2 Customization Procedure”.

9. The cluster setup of the secondary node has been completed.
Although the error is occurred with swstf8514 message, go to next step.
10. Set up the resources.
- For a Storage Management Server
1. Delete the following resources.

- AdvancedCopy GUI Service
- SymfoWARE RDB RDBSWSTF

2. Add the following services as the resource by using WSFC management.
(A) AdvancedCopy ACL Service
(B) AdvancedCopy GUI Service
(C) AdvancedCopy COM Service for L ogicalNodeNarme (NOTE)
(D) SymfoWARE RDB RDBSWSTF

NOTE: Add aservice that haslogical node name. The logical node name is the Logical Node Name that was specified
in "AdvancedCopy Manager Cluster Setup Tool" windows. Make the resource name "AdvancedCopy COM
Service_L ogicalNodeNameé'.

3. Specify the resource dependency to the above services.

Add the shared disk resource to the above al services.
Add thelogical IP resource to the above service (C).

- For a Storage Server
1. Delete the following resource by using WSFC management.
AdvancedCopy COM Service L ogicalNodeName (NOT E)

NOTE: The L ogicalNodeNameisthe Logical Node Name that was specified in " AdvancedCopy Manager Cluster Setup
Tool" windows.

2. Add afollowing service as the resource.
- AdvancedCopy COM Service for LogicalNodeName (NOTE)

NOTE: Add aservice that haslogical node name. The logical node name is the Logical Node Name that was specified
in "AdvancedCopy Manager Cluster Setup Tool" windows. Make the resource name "AdvancedCopy COM
Service_L ogicalNodeNameé'.

3. Specify the resource dependency to the above service.

Add the shared disk resource.
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11. Edit the definition file.
- For a Storage Management Server
1. Edit the <Shared disk>\etc\opt\swstorage\cl setup.ini file.
Change the value of Setup in [Secondary] tag to "YES".

2. Edit the $INS_DIR\env\swcluster.ini file.
($INS_DIR means "Program Directory" specified at the AdvancedCopy Manager installation.)

Change the value of Setup in [Logical node name] tag to "YES".

3. Edit the $ETC_DIR\etc\swstg.ini file.
($ETC_DIR means "Environment Directory" specified at the AdvancedCopy Manager installation.)

Change the value of type in [Common] tag to "2".
- For a Storage Server
1. Edit the <Shared disk>\etc\opt\swstorage\cl setup.ini file.
Change the value of Setup in [Secondary] tag to "YES".

2. Edit the $INS_DIR\env\swcluster.ini file.
($INS_DIR means "Program Directory" specified at the AdvancedCopy Manager installation.)

Change the value of Setup in [Logical node name] tag to "YES".

Continue by setting up the secondary node B.
If the system is the Cascade topology, go to next step.
If the cluster systemisthe 1:1 standby system, the Mutual standby system and the n: 1 standby system, go to step 16 of this appendix.

12. Execute step 31 to step 44 described in the "4.5.2 Customization Procedure’.
13. The cluster setup of the secondary node B has been completed.
Although the error is occurred with swstf8514 message, go to next step.
14. Edit the definition file.
- For a Storage Management Server
1. Add thefollowing three lines at the bottom in the <Shared disk>\etc\opt\swstorage\cl setup.ini file.

[Secondary_2]
Setup=YES
Date=00/00/00 00:00:00

Replace [Secondary_2] to [Secondary_3], if the system is the third secondary node.

2. Edit the $INS_DIR\env\swcluster.ini file.
($INS_DIR means "Program Directory” specified at the AdvancedCopy Manager installation.)

Change the value of Setup in [Logical node name] tag to "YES".

3. Edit the $ETC_DIR\etc\swstg.ini file.
($ETC_DIR means "Environment Directory" specified at the AdvancedCopy Manager installation.)

Change the value of type in [Common] tag to "2".
- For a Storage Server
1. Add thefollowing three lines at the bottom in the <Shared disk>\etc\opt\swstorage\clsetup.ini file.

[Secondary_2]
Setup=YES
Date=00/00/00 00:00:00

Replace [Secondary_2] to [Secondary_3], if the system is the third secondary node.
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2. Edit the $INS_DIR\env\swcluster.ini file.
($INS_DIR means "Program Directory" specified at the AdvancedCopy Manager installation.)

Change the value of Setup in [Logical node name] tag to "YES".
15. Execute step 46 to step 48 described in the "4.5.2 Customization Procedure”.
When the node that becomes secondary node B is remained, execute from step 12 of this appendix on its node.
16. Execute step 49 and step 50 described in the "4.5.2 Customization Procedure”.
The procedure is finished.
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