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本書の目的

本書は、ETERNUS SF AdvancedCopy Managerにおける運用について説明しています。

 
本書の読者

本書は、ETERNUS SF AdvancedCopy Managerを使用してストレージ管理を行うシステム管理者を対象としています。

 
本書の構成

本書は、第1章～付録Eからなり、以下の構成となっています。

第1章 AdvancedCopy Managerの概要

ETERNUS SF AdvancedCopy Managerの概要について記述しています。

第2章 デーモンの起動と停止

ETERNUS SF AdvancedCopy Managerのデーモンについて記述しています。

第3章 認証機構によるセキュリティ運用

認証機構によるセキュリティ運用について記述しています。

第4章 バックアップ運用(通常業務ボリューム)

通常のファイルシステムのバックアップ運用について記述しています。

第5章 バックアップ運用(Symfoware)

Symfowareと連携したバックアップ運用について記述しています。

第6章 Suspend/Resume機能によるバックアップ運用

Suspend/Resume機能によるバックアップ運用について記述しています。

第7章 QuickOPC機能によるバックアップ運用

QuickOPCによるバックアップ運用について記述しています。

第8章 レプリケーション運用

レプリケーション運用について記述しています。

第9章 運用保守

データベースの保守やトラブル発生時の対処方法など運用における保守方法について記述しています。

第10章 各種コマンド

各種コマンドについて記述しています。

第11章 運用上の注意事項

運用上の注意事項について記述しています。

付録A バックアップ／リストアの前後処理

バックアップおよびリストアの前後処理について記述しています。

付録B Oracleと連携したバックアップ運用(サンプルシェルスクリプト)

バックアップ運用におけるサンプルシェルスクリプトについて記述しています。

付録C レプリケーションの前後処理

レプリケーションの前後処理について記述しています。

付録D システムボリュームのバックアップ／リストア

システムボリュームのバックアップ／リストアについて記述しています。
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付録E 省電力での運用

省電力でのバックアップ運用について記述しています。

 
本書の位置づけ

ETERNUS SF AdvancedCopy Managerのマニュアル体系を以下に示します。

・ ETERNUS SF AdvancedCopy Manager 解説書

ETERNUS SF AdvancedCopy Managerの概要について説明しています。

・ ETERNUS SF AdvancedCopy Manager 導入手引書

ETERNUS SF AdvancedCopy Managerの導入方法について説明しています。

・ ETERNUS SF AdvancedCopy Manager 運用手引書 (本書)

ETERNUS SF AdvancedCopy Managerにおける運用(導入、カスタマイズ、運用方法等)について説明しています。運用手引書は、

サポートしているOSごとに分かれています。

・ ETERNUS SF AdvancedCopy Manager GUI使用手引書

ETERNUS SF AdvancedCopy ManagerのGUIクライアントの操作方法について説明しています。

・ ETERNUS SF AdvancedCopy Manager メッセージ説明書

ETERNUS SF AdvancedCopy Managerが出力するメッセージおよび対処方法について説明しています。

・ ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド

ETERNUS SF AdvancedCopy Managerのクラスタ環境における導入・カスタマイズ方法について説明しています。

・ ETERNUS SF AdvancedCopy Manager 運用手引書 テープバックアップ連携編

ETERNUS SF AdvancedCopy Managerのテープバックアップの運用方法について説明しています。

・ ETERNUS SF AdvancedCopy Manager 運用手引書 Copy Control Module編

ETERNUS SF AdvancedCopy Manager Copy Control Moduleの運用方法について説明しています。

・ ETERNUS SF AdvancedCopy Manager 用語集

ETERNUS SF AdvancedCopy Managerのマニュアルで使われている用語について説明しています。

最初に『ETERNUS SF AdvancedCopy Manager解説書』を読み全体を理解した上で他のマニュアルを読むことをお勧めします。

 
表記上の注意

・ Microsoft(R) Windows Server(R) 2003, Standard Edition、Microsoft(R) Windows Server(R) 2003, Enterprise Edition、Microsoft(R)
Windows Server(R) 2003, Enterprise Edition for Itanium-based Systemsを、“Windows Server 2003”と略しています。

・ Microsoft(R) Windows Server(R) 2008 Standard、Microsoft(R) Windows Server(R) 2008 Enterprise、Microsoft(R) Windows
Server(R) 2008 Datacenter、Microsoft(R) Windows Server(R) 2008 for Itanium-Based Systemsを、“Windows Server 2008”と略して

います。

・ Microsoft(R) Windows Server(R) 2008 R2 Standard、Microsoft(R) Windows Server(R) 2008 R2 Enterprise、Microsoft(R) Windows
Server(R) 2008 R2 Datacenterを、“Windows Server 2008 R2”と略しています。

・ Microsoft(R) Windows(R) XP Professional、Microsoft(R) Windows(R) XP Home Editionを、“Windows XP”と略しています。

・ Windows Vista(R) Home Basic、Windows Vista(R) Home Premium、Windows Vista(R) Business、Windows Vista(R) Enterprise、
Windows Vista(R) Ultimateを、“Windows Vista”と略しています。

・ Windows(R) 7 Home Basic、Windows(R) 7 Home Premium、Windows(R) 7 Professional、Windows(R) 7 Enterprise、Windows(R)
7 Ultimateを、“Windows 7”と略しています。

・ Solaris(TM) オペレーティングシステムを“Solaris”と略しています。

・ ETERNUS SF AdvancedCopy Managerを“AdvancedCopy Manager”と略しています。

・ ETERNUS SF AdvancedCopy Managerのマネージャーを“AdvancedCopy Managerのマネージャー”と略しています。
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・ ETERNUS SF AdvancedCopy Managerのエージェントを“AdvancedCopy Managerのエージェント”と略しています。

・ 本マニュアル内に表記されている「ETERNUS ディスクアレイ」とは、ETERNUS DX60/DX80/DX90、ETERNUS DX400 series、
ETERNUS DX8000 series、ETERNUS2000、ETERNUS4000、ETERNUS8000、ETERNUS3000、ETERNUS6000、ETERNUS GR
seriesを示します。

・ 本マニュアル内に表記されている「ETERNUS Web GUI」とは、ETERNUS DX seriesのWeb GUI、ETERNUSmgr、GRmgrを示し

ます。

 
輸出管理規制表記

当社ドキュメントには、外国為替および外国貿易管理法に基づく特定技術が含まれていることがあります。特定技術が含まれている場

合は、当該ドキュメントを輸出または非居住者に提供するとき、同法に基づく許可が必要となります。

 
商標について

Windows、Windows Vista、Windows Serverまたはその他のマイクロソフト製品の名称および製品名は、米国Microsoft Corporationの
米国およびその他の国における商標または登録商標です。

Sun、Sun Microsystems、Sunロゴ、Solaris およびすべてのSolarisに関連する商標およびロゴは、米国およびその他の国における米国

Sun Microsystems, Inc.の商標または 登録商標であり、同社のライセンスを受けて使用しています。

UNIXは、米国およびその他の国におけるオープン・グループの登録商標です。

ORACLEは、Oracle Corporationの登録商標です。

HP-UXは、Hewlett-Packard Company社の登録商標です。

Linuxは、Linus Torvalds氏の米国およびその他の国における登録商標または商標です。

Red HatはRed Hat,Inc.の登録商標です。Red Hat Shadow Manロゴ、RPM、RPMロゴ、およびGlintはRed Hat,Inc.の登録商標です。

IBM、AIX、AIX 5Lは、International Business Machines Corporationの米国およびその他の国における商標です。

その他の会社名および製品名は、それぞれの会社の商標または登録商標です。
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第1章 AdvancedCopy Managerの概要

本章ではAdvancedCopy Managerの概要について説明しています。

1.1 AdvancedCopy Managerとは

本製品は、オープン系システムのストレージ管理を実現する製品であり、以下の3つのソリューションを持った製品です。

・ 1.1.1 高速バックアップ(24H対応)

・ 1.1.2 業務無停止のデータベースバックアップ

・ 1.1.3 高速レプリケーション

1.1.1 高速バックアップ(24H対応)
ETERNUS ディスクアレイのハードウェア機能【アドバンスト・コピー機能】を利用して、データを高速にバックアップします。アドバンス

ト・コピー機能はデータ容量に依存しない高速のデータコピー機能ですので、バックアップするデータ量が増加しても常に一定の高速

のバックアップ時間を保てます。このためデータ量が増大してもバックアップ時間が増加することはありません。

また以下のDBMSと連携しているため、業務を停止することなく、かつ、高速でバックアップすることができます。

・ Oracle

・ Symfoware

上記以外のデータベースや通常の一般ファイルシステムで構築されている業務に関しては、バックアップ作業に必要とする業務停止

時間が従来に比べて飛躍的に短くなります。

また、ETERNUS ディスクアレイのリモートコピー機能を利用して、遠隔地のETERNUS ディスクアレイに対して、バックアップを行うこと

も可能です。

1.1.2 業務無停止のデータベースバックアップ

AdvancedCopy Managerを利用する事で、Oracle、Symfowareのデータベースのバックアップを、業務無停止で行う事ができます。

Oracle、Symfowareのデータベースのバックアップ方法については、以下を参照してください。

・ Oracleの場合：「付録B Oracleと連携したバックアップ運用(サンプルシェルスクリプト)」

・ Symfowareの場合：「第5章 バックアップ運用(Symfoware)」

また、AdvancedCopy Managerでは、PRIMECLUSETR GDSと連携し、ミラーボリューム(SDXオブジェクト)環境下でも、PRIMECLUSETR
GDSを止める事なく、バックアップを行う事ができます。

1.1.3 高速レプリケーション

ETERNUS ディスクアレイのハードウェア機能【アドバンスト・コピー機能】を利用して、データを別目的で使用することや、データの破

壊に備えるために、データの複製(コピー)を採取することができます。

また、ETERNUS ディスクアレイのリモートコピー機能を利用して、遠隔地のETERNUS ディスクアレイに対して、複製(コピー)を行うこと

も可能です。

なお、以下のDBMSと連携するためのシェルスクリプトを使用することで、業務を停止することなく、かつ、高速で複製(コピー)ができま

す。

・ Oracle

・ Symfoware
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 ポイント

Oracleのデータベースについては、「付録B Oracleと連携したバックアップ運用(サンプルシェルスクリプト)」を参考にしてレプリケーショ

ン用のシェルスクリプトを作成することで、コピーを作成することができます。

1.2 AdvancedCopy Managerの製品構成

1.2.1 機能体系

AdvancedCopy Managerは、以下の3つの機能で成り立っています。

表1.1 機能体系

機能名 説明

AdvancedCopy Managerの
マネージャー

Storage管理サーバ上で動作し、複数のStorageサーバを管理します。バックアップ管理、レ

プリケーション管理を行います。

AdvancedCopy Managerの
エージェント

ストレージ装置が接続されたStorageサーバ上で動作します。バックアップ管理、レプリケー

ション管理を行います。本製品は、Solaris版、Windows版またはLinux版のAdvancedCopy
Managerのマネージャーと組み合わせて利用します。

AdvancedCopy Managerの
GUIクライアント

GUIクライアントは、ユーザーのローカルコンピュータ(クライアント)上で動作するWindows
のクライアントアプリケーションで、他のWindowsアプリケーションと同じように動作させるこ

とができます。GUIクライアントを起動して、AdvancedCopy ManagerのStorage管理サーバ

に接続し、AdvancedCopy Manager環境を監視・管理することができます。

 

 注意

マネージャー製品はエージェント機能を含んでいます。

AdvancedCopy Managerは運用形態によりサーバの種別を次のように区別しています。

・ Storageサーバ

Storageサーバとは、ETERNUS ディスクアレイが接続されているサーバであり、AdvancedCopy Managerが提供するバックアップ業

務、レプリケーション業務を実施するサーバです。

StorageサーバにはAdvancedCopy Managerのエージェントを導入します。ただし、システム上にStorageサーバが1台のみの場合

は、AdvancedCopy Managerのマネージャーを導入します。

・ Storage管理サーバ

Storage管理サーバとは、Storageサーバを一括管理するサーバであり、システム上に一つのみ設定することができます。

Storage管理サーバにはAdvancedCopy Managerのマネージャーを導入します。

AdvancedCopy Managerの運用で使用できるStorageサーバの数により、次に示す3つの運用形態を構築できます。

・ Storageサーバが1台の場合

Storageサーバが1台の場合、AdvancedCopy Managerのマネージャーを導入します。AdvancedCopy Managerのマネージャーは

AdvancedCopy Managerのエージェントの機能を兼ねています。Storageサーバが1台の場合、次に示す構成になります。
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図1.1 Storageサーバが1台の場合

・ Storageサーバが複数存在する場合

Storageサーバが複数台存在する場合は、その内の1台をStorage管理サーバとして設定するか、ETERNUS ディスクアレイが接続

されていない新規のサーバをStorage管理サーバとするかのどちらかを選択します。

a. StorageサーバをStorage管理サーバとして運用する場合

業務を構成するサーバの内、いずれか一つのサーバをStorage管理サーバとして運用します。Storage管理サーバには、全

Storageサーバの運用管理情報を格納するリポジトリが存在します。Storageサーバが多数存在するとリポジトリアクセスが競

合し、少なからずとも業務に影響します。このためStorage管理サーバは、専用のサーバに配置するか、比較的業務アクセス

が少ないサーバに配置します。StorageサーバをStorage管理サーバとして運用する場合、次に示す構成になります。

図1.2 StorageサーバをStorage管理サーバとして運用する場合

b. 専用のStorage管理サーバを用意する場合

複数のStorageサーバを専用のStorage管理サーバで管理する場合、次に示す構成になります。
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図1.3 専用のStorageサーバが管理サーバの場合

1.2.2 システム構成

AdvancedCopy Managerのシステム構成を示します。
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図1.4 Storage管理サーバと複数のStorageサーバのシステム構成

1.2.3 マネージャーとエージェントの組み合わせ

AdvancedCopy Managerのマネージャーとエージェントを異なるレベルで使用する場合、以下の製品レベルの組み合わせが可能で

す。なお、AdvancedCopy Managerのマネージャーは、Solaris、Linux、WindowsのOSに対応しています。AdvancedCopy Managerの
エージェントは、Solaris、Linux、Windows、AIX、HPのOSに対応しています。詳細については、各OSに対応した『ETERNUS SF
AdvancedCopy Manager 運用手引書』の「ソフトウェア条件」を参照してください。

また、マネージャーとGUIクライアントは異なるレベルを組み合わせることはできません。必ず同じレベルにしてください。
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表1.2 AdvancedCopy Managerのマネージャーとエージェントの組み合わせ

  エージェントのバージョンレベル(Storageサーバ)

10.x(V10.0Lxx) 11.x(V11.0Lxx) 13.x 14.x

マネージャーの

バージョンレベル

(Storage管理サーバ)

10.x(V10.0Lxx) ○ × × ×

11.x(V11.0Lxx) △ ○ × ×

13.x △ △ ○ ×

14.x △ △ △ ○

注)表の10.x(V10.0Lxx)、 11.x(V11.0Lxx)は、Softek AdvancedCopy Managerのバージョンです。13.xより、「Softek」の名称を「ETERNUS
SF」に改名し、ETERNUS SF AdvancedCopy Managerとなりました。

○:接続可能

△:接続可能(ただし、Storageサーバのバージョン以降でサポートされている機能を利用することはできません。)

×:接続不可

 

 注意

・ 製品レベルにより機能差があります。同じレベルのマネージャーとエージェントの導入を推奨します。

・ 同じバージョンで異なるレベルの接続の場合は以下となります。

－ マネージャーがエージェントより新しいレベル

接続可能(ただし、Storageサーバのレベル以降でサポートされている機能を利用することはできません。)

－ エージェントがマネージャーより新しいレベル

接続不可

1.3 AdvancedCopy Managerの機能概要

1.3.1 バックアップ機能とは

AdvancedCopy Managerのバックアップ機能は、富士通ストレージシステム ETERNUSのアドバンスト・コピー機能を使用した高速バッ

クアップの運用管理を実現します。

Symfowareで構築されたデータベースを業務で使用している場合には、業務を停止することなく高速バックアップを行うことができま

す。 これにより以下のバックアップ運用が可能になります。

 
高速バックアップ運用

ETERNUS ディスクアレイのアドバンスト・コピー機能(OPC/EC機能)を使用して、ボリューム容量にかかわらず、高速にボリューム間バッ

クアップを行います。そのため、バックアップのための業務停止時間を大幅に短縮できます。

アドバンスト・コピー機能による更新差分コピーを利用すると、より高速なバックアップが可能です。

 
Symfoware-DBと連携したバックアップ運用

Symfowareで構築されたデータベースを業務で使用している場合には、業務を停止することなく高速バックアップを行うことができま

す。

 
Oracleと連携したバックアップ運用(サンプルシェルスクリプト)

AdvancedCopy ManagerのコマンドとOracleの操作を組み合わせた以下のサンプルシェルスクリプトを提供します。

・ DBMS(Oracle)の資源情報の取得

・ DBMS(Oracle)との同期、ボリュームのコピー

また、バックアップの運用は、以下の機能で管理することができます。

- 6 -



 
ポリシー管理機能

バックアップを行いたいボリュームに対してバックアップの保存世代、バックアップを行う間隔日数(情報表示のときに遅れを表示しま

す)を管理します。

 
ストレージ構成管理機能

バックアップを行いたいボリューム、バックアップの退避先ボリュームの構成を管理します。

AdvancedCopy Managerでは、バックアップを行いたいボリュームを業務ボリューム、バックアップの退避先ボリュームをバックアップボ

リュームと呼びます。

 
バックアップ、リストア機能

指定したボリュームのバックアップ、リストアを行います。

 

 注意

ROPC/RECを使用したバックアップ機能は、同一Storageサーバ内のREC/ROPCに対応したETERNUS ディスクアレイに限ります。

 
履歴情報管理機能

過去にバックアップを行った情報の中で、保存世代内の情報を履歴として管理します。

 
整合性回復機能

システムダウンなどの障害によりAdvancedCopy Managerのバックアップ管理情報に不整合が発生した場合、整合の取れる状態に復

旧します。

1.3.2 レプリケーション機能とは

AdvancedCopy Managerのレプリケーション機能は、富士通ストレージシステム ETERNUSのアドバンスト・コピー機能を使用してレプリ

ケーションの運用管理を実現します。

これにより、以下のレプリケーション運用が可能になります。

 
高速レプリケーション運用

ETERNUS ディスクアレイのアドバンスト・コピー機能(OPC/EC機能)を使用して、ボリューム容量にかかわらず、高速にボリューム間レ

プリケーション(複製)を行います。そのため、レプリケーションのための業務停止時間を大幅に短縮できます。

アドバンスト・コピー機能による更新差分コピーを利用すると、より高速なレプリケーションが可能です。

 
整合性回復機能

システムダウンなどの障害によりAdvancedCopy Managerのレプリケーション管理情報に不整合が発生した場合、整合の取れる状態に

復旧します。

 
バックアップ運用との主な違い

バックアップ運用ではポリシー管理、履歴管理が可能ですが、レプリケーション運用にはありません。

レプリケーション運用では2つのボリューム間でのレプリケーション(複製)が可能です。

1.3.3 認証機構機能

AdvancedCopy Managerが提供するGUIクライアントにおいて、アクセス可能なユーザーを管理します。これにより、機能利用者を特定

するセキュリティ運用を可能とします。詳細については、「第3章 認証機構によるセキュリティ運用」を参照してください。
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1.3.4 GUIクライアント

AdvancedCopy Managerでは、環境設定、運用をGUIクライアントで行うことが可能です。主な機能は以下のとおりです。

・ セキュリティ管理

AdvancedCopy Managerの利用者の操作制限がGUI操作で行えます。

・ バックアップ管理

AdvancedCopy Managerのバックアップ管理の運用(運用するサーバやデバイスの定義、バックアップやリストア等)がGUI操作で行

えます。

・ レプリケーション管理

AdvancedCopy Managerのレプリケーション管理の運用(ボリュームの定義、レプリケーションの実行等)がGUI操作で行えます。

GUIクライアントで、管理サーバにアクセスすることで利用できます。

GUIクライアントを使用するには、AdvancedCopy Manager GUIクライアントのインストールが必要です。詳細は『ETERNUS SF
AdvancedCopy Manager 導入手引書』を参照してください。

バックアップ管理、レプリケーション管理の運用はGUIクライアントだけでなく、コマンドによる操作も可能です。

GUIクライアントの詳細については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「GUIクライアント」を参照してくださ

い。

1.3.5 Copy Control Module
ETERNUS SF AdvancedCopy ManagerのCopy Control Moduleを使用すると、Copy Control Moduleをインストールしたサーバから、

ETERNUS ディスクアレイのアドバンスト・コピー機能を利用してバックアップすることが可能となります。

このため、AdvancedCopy Managerのエージェントをインストールする必要がありません。

詳細については、『ETERNUS SF AdvancedCopy Manager 運用手引書 Copy Control Module編』を参照してください。

1.4 AdvancedCopy Managerの動作環境

1.4.1 ハードウェア条件

バックアップ管理、レプリケーション管理を行う場合は、以下のいずれかのハードウェア装置が必須です。また、アドバンスト・コピーライ

センスおよび、適切なキャッシュテーブルサイズの設定が必要となります。提供されるアドバンスト・コピー機能に必要な設定について

は、装置毎に異なるため、富士通技術員に確認してください。

・ ETERNUS DX60/DX80/DX90

・ ETERNUS DX410/DX440

・ ETERNUS DX8100/DX8400/DX8700

・ ETERNUS2000 モデル100以上

・ ETERNUS4000 モデル100以上

・ ETERNUS8000

・ ETERNUS3000 モデル100以上

・ ETERNUS6000

・ ETERNUS GR720/GR730/GR740/GR820/GR840

・ ETERNUS VS900 バーチャリゼーションスイッチ

 

 注意

ETERNUS VS900を利用する場合
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ETERNUS VS900を利用する場合は、「11.1.10 ETERNUS VS900(バーチャリゼーションスイッチ)利用時の注意事項」を参照してくだ

さい。

1.4.2 ソフトウェア条件

1.4.2.1 AdvancedCopy Managerのマネージャー

AdvancedCopy Managerのマネージャーに関するソフトウェア条件を以下に示します。

表1.3 AdvancedCopy Managerのマネージャーにおけるソフトウェア条件

製品名 条件 備考

Red Hat Enterprise Linux AS (v.4 for x86)
Red Hat Enterprise Linux ES (v.4 for x86)
Red Hat Enterprise Linux AS (v.4 for EM64T) ※32ビット互換

モードで動作

Red Hat Enterprise Linux AS (v.4 for Itanium)
Red Hat Enterprise Linux 5 (for x86)
Red Hat Enterprise Linux 5 (for Intel64) ※32ビット互換モード

で動作

Red Hat Enterprise Linux 5 (for Intel Itanium)

必須 サポートOS

PRIMECLUSTER 4.1A20以降 条件付き

必須

AdvancedCopy Managerのマネージャーでク

ラスタ運用する場合

GRマルチパスドライバ(GRMPD) 1.0 for Linux 条件付き

必須

マルチパスディスク制御を実施しさらにパス

の負荷分散を実施する場合

ETERNUSマルチパスドライバ 条件付き

必須

マルチパスディスク制御を実施しさらにパス

の負荷分散を実施する場合

Symfoware Server Advanced Backup Controller 7.x以降 条件付き

必須

Storage管理サーバがStorageサーバを兼ね

る場合で、かつ、Symfowareと連携したバッ

クアップ運用を実施する場合

PRIMECLUSTER GDS Snapshot 4.1A30以降 条件付き

必須

Storage管理サーバがStorageサーバを兼ね

る場合で、かつ、GDS Snapshotと連携した

バックアップ運用またはレプリケーション運用

を行う場合

なお、インストール先のシステム環境により、ソフトウェアのバージョンレベルは異なります。詳細については、関連するソフトウェアのマ

ニュアルなどを参照してください。

1.4.2.2 AdvancedCopy Managerのエージェント

表1.4 AdvancedCopy Managerのエージェントにおけるソフトウェア条件

製品名 条件 備考

Red Hat Enterprise Linux AS (v.4 for x86)
Red Hat Enterprise Linux ES (v.4 for x86)
Red Hat Enterprise Linux AS (v.4 for EM64T) ※32ビット互換

モードで動作

Red Hat Enterprise Linux ES (v.4 for EM64T) ※32ビット互換

モードで動作

Red Hat Enterprise Linux AS (v.4 for Itanium)
Red Hat Enterprise Linux 5 (for x86)
Red Hat Enterprise Linux 5 (for Intel64) ※32ビット互換モード

で動作

Red Hat Enterprise Linux 5 (for Intel Itanium)

必須 サポートOS

- 9 -



製品名 条件 備考

PRIMECLUSTER 4.1A20以降 条件付き

必須

AdvancedCopy Managerのエージェントでク

ラスタ運用する場合

GRマルチパスドライバ(GRMPD) 1.0 for Linux 条件付き

必須

マルチパスディスク制御を実施しさらにパス

の負荷分散を実施する場合

ETERNUSマルチパスドライバ 条件付き

必須

マルチパスディスク制御を実施しさらにパス

の負荷分散を実施する場合

Symfoware Server Advanced Backup Controller 7.x以降 条件付き

必須

Symfowareと連携したバックアップ運用を実

施する場合

PRIMECLUSTER GDS Snapshot 4.1A30以降 条件付き

必須

GDS Snapshotと連携したバックアップ運用ま

たはレプリケーション運用を行う場合

なお、インストール先のシステム環境により、ソフトウェアのバージョンレベルは異なります。詳細については、関連するソフトウェアのマ

ニュアルなどを参照してください。

1.4.2.3 AdvancedCopy ManagerのGUIクライアントの動作システム

AdvancedCopy ManagerのGUIクライアントを使用するためには、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「利用

条件」に記載されている条件を満たす必要があります。

1.5 AdvancedCopy Managerにおけるサポートデバイスについて

AdvancedCopy Managerでは、ブロック型デバイスを使用して登録／運用を行ってください。

1.5.1 通常デバイス

バックアップ管理、レプリケーション管理では、以下のデバイスをサポートしています。

・ sdドライバ資源

・ MPLB資源

また、管理の単位は、ディスクパーティション単位またはLogical Unit(ディスク)単位です。

AdvancedCopy Managerでは、通常デバイスに対するデバイス名として以下を使用します。

・ Linux OSが起動時に設定するデバイス名(互換デバイス名)

例) /dev/sda1 (ディスクパーティション単位の場合)
例) /dev/sda (Logical Unit単位の場合)

・ Linux OSのudev機構により生成するデバイス名(udevデバイス名)

例) /dev/disk/by-id/xxxxxxxx-part1 (ディスクパーティション単位の場合)
例) /dev/disk/by-id/xxxxxxxx (Logical Unit単位の場合)
(xxxxxxxxは、ディスクに設定されている識別情報から生成される情報)

例) /dev/disk/by-path/yyyyyyyy-part1 (ディスクパーティション単位の場合)
例) /dev/disk/by-path/yyyyyyyy (Logical Unit単位の場合)
(yyyyyyyyは、ディスクの位置情報から生成される情報)

udevデバイス名が存在する環境では、udevデバイス名を優先して使用します。

また、udevデバイス名はby-id名とby-path名が使用可能ですが、by-id名とby-path名の両方が存在する環境の場合、by-id名を優先し

て使用します。

なお、udevデバイス名が存在する環境であっても、互換デバイス名を使用して運用する場合には、デバイス情報取得/反映処理の前

に、udevデバイス名を使用しないように、情報取得モードを変更しておく必要があります。

詳細は、10.3.17 stgxfwcmsetmode(情報取得モード設定コマンド)を参照してください。
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 注意

・ Logical Unit(ディスク)単位の運用を行う場合は、「Logical Unit(ディスク)単位コピーを実施する場合の注意事項」を参照してくださ

い。

・ 情報取得モードは、Storageサーバごとに設定できます。また、情報取得モードは、1つのStorageサーバ内でudevデバイス名と互換

デバイス名を混在して設定することはできません。

・ ETERNUSマルチパスドライバが導入されている環境でudevデバイス名を使用する場合には、by-id名を使用するようにしてくださ

い。

by-id名が生成されていない場合には、by-id名が生成されるように設定を変更してください。

・ ETERNUSマルチパスドライバが導入されていない環境で、udevデバイス名を使用する場合、以下に注意してください。

－ by-id使用時のディスク交換、by-path使用時の接続構成変更の場合、udevデバイス名が変更になる可能性があります。udevデ
バイス名が変更になった場合、「9.5.5 デバイス構成の変更」の手順による対応が必要となります。

1.5.2 PRIMECLUSTER GDSのSDXオブジェクト

PRIMECLUSTER GDS(以降GDSと記します)は、主にディスク装置間のミラーリング機能を持ったソフトウェアです。

AdvancedCopy Managerでは、GDSのSDXオブジェクトのバックアップ、レプリケーション運用を行うことが可能です。

SDXオブジェクトとは、GDSが管理する仮想的な資源であり、クラス、グループ、ディスク、ボリューム、スライスの総称です。

AdvancedCopy Managerでは、論理ボリューム単位またはスライス単位で、SDXオブジェクトのバックアップ／レプリケーション運用を行

うことが可能です。

論理ボリューム単位の場合とスライス単位の場合で、AdvancedCopy Managerに指定するデバイス名の形式が以下のように異なります。

・ 論理ボリューム単位の運用

/dev/sfdsk/(クラス名)/dsk/(ボリューム名)

・ スライス単位の運用

/dev/sfdsk/(クラス名)/dsk/(ボリューム名):(ボリュームを構成するデバイス名)

ボリュームを構成するデバイス名は、以下のいずれかを使用します。

－ sdxinfoのDEVNAMの値

例) sda

－ sdxinfoのDEVNAMの値が指すudev機構により生成するデバイス名(udevデバイス名)

例)/dev/disk/by-id/xxxxxxxx

(xxxxxxxxは、ディスクに設定されている識別情報から生成される情報)

例)/dev/disk/by-path/yyyyyyyy

(yyyyyyyyは、ディスクの位置情報から生成される情報)

udevデバイス名が存在する環境では、udevデバイス名を優先して使用します。udevデバイス名はby-id名とby-path名が使用可能です

が、by-id名とby-path名の両方が存在する環境の場合、by-id名を優先して使用します。

udevデバイス名が存在する環境であっても、sdxinfoのDEVNAMの値を使用して運用する場合には、デバイス情報取得/反映処理の

前に、udevデバイス名を使用しないように、情報取得モードを変更しておく必要があります。

詳細は、stgxfwcmsetmode(情報取得モード設定コマンド)を参照してください。

例：クラス名がclass1、ボリューム名がvolume1、sdxinfoのDEVNAMの値がsda、sdaが指すudevデバイス名が /dev/disk/by-id/
scsi-3600e000000cb00000000000100020000の場合

・ 論理ボリューム単位の運用

/dev/sfdsk/class1/dsk/volume1
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・ スライス単位の運用(sdxinfoのDEVNAMの値)

/dev/sfdsk/class1/dsk/volume1:sda

・ スライス単位の運用(udevデバイス名)

/dev/sfdsk/class1/dsk/volume1:/dev/disk/by-id/scsi-3600e000000cb00000000000100020000

 

 注意

・ ETERNUSマルチパスドライバが導入されている環境でudevデバイス名を使用する場合には、by-id名を使用するようにしてくださ

い。

by-id名が生成されていない場合には、by-id名が生成されるように設定を変更してください。

・ ETERNUSマルチパスドライバが導入されていない環境で、udevデバイス名を使用する場合、以下に注意してください。

－ by-id使用時のディスク交換、by-path使用時の接続構成変更の場合、udevデバイス名が変更になる可能性があります。udevデ
バイス名が変更になった場合、「デバイス構成の変更」の手順による対応が必要となります。

・ 論理ボリューム単位の運用を行うためには、PRIMECLUSTER GDS 4.1A30以降とPRIMECLUSTER GDS Snapshot 4.1A30以降

が必要です。

・ 1つのStorageサーバにおいて、論理ボリューム単位の運用とスライス単位の運用を同時に行うことはできません。なお、クラスタ運

用時は、Storageサーバ業務ごとに、論理ボリューム単位またはスライス単位の運用が可能です。

SDXオブジェクトのバックアップ運用については、「4.8 SDXオブジェクトの運用」を、SDXオブジェクトのレプリケーション運用について

は、「8.8 SDXオブジェクトの運用」参照してください。

なお、インストール先のシステム環境により、ソフトウェアのバージョンレベルは異なります。詳細については、関連するソフトウェアのマ

ニュアルなどを参照してください。
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第2章 デーモンの起動と停止

本章ではAdvancedCopy Managerが提供する各種デーモン起動・停止方法について説明します。

なお、デーモンの起動と停止コマンドについては、「10.5 デーモンの起動／停止コマンド」を参照してください。

2.1 AdvancedCopy Managerを構成するデーモン

AdvancedCopy Managerのマネージャーは、以下のデーモンで構成されています。

表2.1 AdvancedCopy Managerのマネージャーを構成するデーモン種別

デーモン種別 説明

通信デーモン Storageサーバと通信を行うデーモンです。

RMIデーモン GUI画面を管理するデーモンです。

RDBデーモン リポジトリアクセスを行うデーモンです。

認証デーモン 認証機構を管理するデーモンです。

AdvancedCopy Managerのエージェントは、以下のデーモンで構成されています。

表2.2 AdvancedCopy Managerのエージェントを構成するデーモン種別

デーモン種別 説明

通信デーモン Storage管理サーバおよび他のStorageサーバと通信を行うデーモンです。

Storage管理サーバをクラスタ運用している場合、Storage管理サーバ業務は以下のデーモンで構成されています。

表2.3 Storage管理サーバ業務を構成するデーモン種別

デーモン種別 説明

業務用通信デーモン Storageサーバと通信を行うデーモンです。

RMIデーモン GUI画面を管理するデーモンです。

RDBデーモン リポジトリアクセスを行うデーモンです。

認証デーモン 認証機構を管理するデーモンです。

AdvancedCopy Managerのエージェントは、以下のデーモンで構成されています。

表2.4 Storageサーバ業務を構成するデーモン種別

デーモン種別 説明

業務用通信デーモン Storage管理サーバおよび他のStorageサーバと通信を行うデーモンです。

 

 注意

以下のデーモンはStorage管理サーバ業務、またはStorageサーバ業務になりません。

・ 通信デーモン(ローカル用のデーモン)

2.2 デーモンの起動

Storage管理サーバ、Storageサーバ上でデーモンを起動する必要があります。

通常、自動的に、起動しますが、何らかの理由で起動に失敗した場合や一度デーモンを停止した場合は、各サーバで以下のコマンド

を使用してデーモンを起動してください。
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# /opt/swstorage/bin/startacm

 

 注意

・ startacmコマンド実行前に環境変数SWSTGNODEが設定されていないことを確認してください。

・ デーモンの起動時には、作業ディレクトリとして /var/tmp ディレクトリを使用します。

・ デーモンの起動時にシステムログに以下のメッセージが出力される場合があります。以下のメッセージが出力された場合、デーモ

ンを停止した後、デーモンを起動してください。

「Symfoware/RDB for AdvancedCopy Manager failed to start !!(version missing)」

Storage管理サーバまたはStorageサーバをクラスタ運用している場合、デーモンの起動はクラスタシステムから行います。起動方法に

ついてはクラスタソフトウェアのマニュアルを参照してください。

 

 注意

何らかの理由でAdvancedCopy Managerの業務を構成するデーモンを個別に起動する場合、起動する方法は以下のとおりです。

・ 通信デーモンの場合

AdvancedCopy Managerの業務単位(Storageローカル業務を含む)に起動する必要があります。業務ごとに以下の手順を繰り返し

てください。

1. コマンドラインにて、以下のコマンドを実行します。

# ps -elf | grep stgxfws

この結果

/opt/FJSVswstf/bin/stgxfws 論理ノード名

と表示されないことを確認します。表示されている場合、すでにデーモンは起動しています。

2. 環境変数SWSTGNODEに該当業務を行う論理ノード名を設定します。

3. 通信デーモンを起動します。

起動コマンドについては、「10.5 デーモンの起動／停止コマンド」を参照してください。

・ 通信以外のデーモンの場合

「10.5 デーモンの起動／停止コマンド」を参照して起動してください。ただし、環境変数SWSTGNODEに論理ノード名を設定して、

デーモン起動コマンドを実行します。

2.3 デーモンの停止

Storage管理サーバ、Storageサーバ上のデーモンを停止します。通常、システムの停止時に自動的に停止します。

何らかの理由でデーモンを停止したい場合は、停止したいサーバで以下のコマンドを使用してデーモンを停止してください。

# /opt/swstorage/bin/stopacm

 

 注意

・ stopacmコマンド実行前に環境変数SWSTGNODEが設定されていないことを確認してください。
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・ Storage管理サーバのAdvancedCopy Managerは、Symfowareの機能を利用しています。他ソフトウェアでSymfowareの監視を行っ

ている場合、デーモンの停止が失敗する場合があります。そのため、Storage管理サーバのデーモンを停止する前にSymfowareの
監視を停止してください。

Storage管理サーバまたはStorageサーバをクラスタ運用している場合、デーモンの停止はクラスタシステムから行います。停止方法に

ついてはクラスタソフトウェアのマニュアルを参照してください。

 

 注意

何らかの理由でAdvancedCopy Managerの業務を構成するデーモンを個別に停止する場合、停止する方法は以下のとおりです。

・ 通信デーモンの場合

AdvancedCopy Managerの業務単位(Storageローカル業務を含む)に停止する必要があります。業務ごとに以下の手順を繰り返し

てください。

1. コマンドラインにて、以下のコマンドを実行します。

# ps -elf | grep stgxfws

この結果

/opt/FJSVswstf/bin/stgxfws 論理ノード名

と表示されることを確認します。表示されていない場合、すでにデーモンは停止しています。

2. 環境変数SWSTGNODEに該当業務を行う論理ノード名を設定します。

3. 通信デーモンを停止します。

停止コマンドについては、「10.5 デーモンの起動／停止コマンド」を参照してください。

 

 ポイント

通信デーモンが処理中に通信デーモンの停止を実施した場合、コマンドが終了するまで最大10秒かかることがあります。

・ 通信以外のデーモンの場合

「10.5 デーモンの起動／停止コマンド」を参照して停止してください。ただし、環境変数SWSTGNODEに論理ノード名を設定して、

デーモン停止コマンドを実行します。
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第3章 認証機構によるセキュリティ運用

本章ではAdvancedCopy Managerが提供する認証機構を利用したセキュリティ運用について説明します。

3.1 概要

AdvancedCopy ManagerのGUIクライアントを利用すると、マウスの操作のみで、バックアップ管理機能、レプリケーション管理機能が簡

単に行えます。このため、不用意に画面操作を実施すると、データを破壊してしまう危険性があります。

このため、AdvancedCopy Managerでは、ユーザー単位にバックアップ運用、レプリケーション運用に対するアクセス権を設定できる機能

(認証機構)を提供しています。本機能を利用する事で、バックアップ運用、レプリケーション運用のセキュリティを実現します。

AdvancedCopy Managerで利用可能なユーザーは、以下の条件を満たすユーザーです。

・ ユーザー名が、2～32文字以内の英数字(コロン記号は使用出来ない)

・ 上記ユーザーに対するパスワードが28文字以内の英数字

3.2 アクセス権

AdvancedCopy Managerで設定可能なアクセス権を以下に示します。

表3.1 AdvancedCopy Managerのアクセス権

アクセス権 説明

更新権 運用情報(ポリシー情報など)の変更や一連のストレージ操作ができます。更新権は、操

作権および参照権を含みます。

操作権 一連のストレージ操作および参照が可能です。操作権は、参照権を含みます。

参照権 情報の参照のみが可能です。

各アクセス権によって使用可能となるGUIクライアントの操作を以下に示します。

表3.2 アクセス権による使用可能なGUIクライアントの操作

操作名 更新権 操作権 参照権

サーバ情報表示 ○ ○ ○

デバイス情報表示 ○ ○ ○

パーティション情報表示 ○ ○ ○

表示項目の変更 ○ ○ ○

最新の情報に更新 ○ ○ ○

同一コピー領域使用デバイス確認 ○ ○ ○

サーバの追加 ○ × ×

サーバの変更 ○ × ×

サーバの削除 ○ × ×

全デバイスの情報取得／反映 ○ × ×

特定デバイスの情報取得／反映 ○ × ×

デバイスの情報削除 ○ × ×

  ○:操作可能 ×:操作不可

 

 注意

GUIクライアントのアクセス権は、バックアップ管理のアクセス権と、レプリケーション管理のアクセス権の論理和で決定します。
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各アクセス権によって使用可能なバックアップ管理の操作を以下に示します。

表3.3 アクセス権による使用可能なバックアップ管理の操作

操作名 更新権 操作権 参照権

画面表示 ○ ○ ○

バックアップ ○ ○ ×

リストア ○ ○ ×

リカバリ ○ ○ ×

履歴の削除 ○ ○ ×

バックアップ同期処理の開始 ○ ○ ×

バックアップ同期処理の中断 ○ ○ ×

資源整合 ○ ○ ×

バックアップポリシーの設定 ○ × ×

バックアップポリシーの削除 ○ × ×

デバイス情報の設定 ○ × ×

サーバ情報の設定 ○ × ×

  ○:操作可能 ×:操作不可

各アクセス権によって使用可能なレプリケーション管理の操作を以下に示します。

表3.4 アクセス権による使用可能なレプリケーション管理の操作

操作名 更新権 操作権 参照権

画面表示 ○ ○ ○

転送バッファ状態 ○ ○ ○

同期処理の開始 ○ ○ ×

同期処理モード変更 ○ ○ ×

複製作成 ○ ○ ×

複製処理の停止 ○ ○ ×

同期処理反転 ○ ○ ×

資源整合 ○ ○ ×

複製ボリューム情報の設定 ○ × ×

複製ボリューム情報の削除 ○ × ×

バッファ設定変更 ○ × ×

  ○:操作可能 ×:操作不可

3.3 設定手順

AdvancedCopy Managerでセキュリティ運用を行う場合の手順について説明します。

設定作業の詳細については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「ユーザーアカウントと権限の管理」を参照

してください。
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図3.1 セキュリティの設定の流れ

 

 ポイント

特権ユーザー (root)でない場合は、ファイルメニューの[ユーザアカウント]と関連するツールバーは無効になっています。

3.4 クラスタ環境でのセキュリティ運用

クラスタシステムにおける認証機構を利用した運用方法については、通常運用と異なる以下の注意事項があります。

・ プライマリノードとセカンダリノードのアカウント情報(ユーザーアカウント、パスワード、グループなど)を同一にしてください。

・ フェイルオーバ後の認証管理画面サイズは引き継がれません。

・ 非クラスタ状態のStorage管理サーバに認証情報を引き継ぐ場合は、以下の手順で行います。

1. Storage管理サーバ業務のクラスタ環境を解除する前に、Storage管理サーバ業務のプライマリ側で/opt/FJSVswssc/bin/smmkbat
コマンドを実行して定義情報を抽出します。本コマンドはrootユーザーで実行してください。抽出した情報は、定義情報を反

映するコマンド列を記述したシェルスクリプトとして抽出されます。

/opt/FJSVswssc/bin/smmkbat -f 定義情報出力シェルスクリプト

2. Storage管理サーバ業務に対してAdvancedCopy Managerクラスタセットアップコマンドを実行し、クラスタ環境を解除します。

3. Storage管理サーバ内で抽出した定義情報出力シェルスクリプトを実行します。この場合、rootユーザーで実行してください。
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第4章 バックアップ運用(通常業務ボリューム)
本章では、AdvancedCopy Managerの通常業務ボリュームのバックアップ運用について説明します。

4.1 概要

AdvancedCopy Managerのバックアップおよびリストア機能について説明します。

AdvancedCopy Managerのバックアップは、ETERNUS ディスクアレイのアドバンスト・コピー機能(OPC/EC機能)を使用して、ボリューム

容量にかかわらず、ボリューム間のバックアップを高速に行います。

ETERNUS ディスクアレイのOPC(One Point Copy)機能を用いたバックアップ機能を“スナップショット型高速バックアップ”、EC(Equivalent
Copy)機能を用いたバックアップ機能を“同期型高速バックアップ”と呼びます。

スナップショット型高速バックアップは、バックアップ同期処理が必要ないため、自動運用する場合にあらかじめ時間を見積もる必要な

く、スケジュールすることができます。ただし、スナップショット型高速バックアップでは、コピー処理を開始する前に履歴を削除するた

め、保存世代数が1の場合は、バックアップデータが存在しない状態ができるので、注意が必要です。

同期型高速バックアップは、バックアップ処理が完了してから履歴を削除するので、保存世代数が1の場合でもバックアップデータが

存在しない状態はありません。ただし、スナップショット型高速バックアップに比べると、バックアップボリュームが1本多く必要になりま

す。また、同期型高速バックアップはバックアップ実行コマンドを投入する前に、バックアップ同期処理が必要なため、自動運用する場

合はあらかじめ同期処理に必要な時間を見積もってバックアップ同期処理を開始し、等価性維持状態になってからバックアップ実行

コマンドが投入されるようにスケジュールしなければなりません。

Oracleデータベースをバックアップする場合は、AdvancedCopy Managerが提供するサンプルスクリプトと組み合わせる事で、オンライ

ンバックアップを行うことができます。

AdvancedCopy Managerは、バックアップに使用する媒体(バックアップボリューム)の管理／選択を自動的に行います。

また、バックアップした履歴／世代の管理もAdvancedCopy Managerが行い、最新および過去の世代からのリストアが行えます。

図4.1 バックアップボリュームの管理

4.1.1 スナップショット型高速バックアップの処理

ETERNUS ディスクアレイのOPC機能を用いて、業務ボリュームから未使用のバックアップボリュームにコピーします。

スナップショット型高速バックアップは、次のように処理が行われます。

1. 10.2.2.1 swstbackup(バックアップ実行コマンド)を実行(図の1)すると次の処理が行われます。

－ 世代管理しているバックアップボリュームが全世代あれば、もっとも古いバックアップボリュームを未使用のバックアップボ

リュームとします。

－ 未使用のバックアップボリュームを未使用バックアップボリューム管理領域より獲得します。
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2. 獲得した未使用のバックアップボリュームに業務ボリュームの内容をコピーします。(図の2～4)

3. バックアップ履歴情報を設定します。

図4.2 スナップショット型高速バックアップの処理方法

スナップショット型高速バックアップはバックアップ実行コマンドを実行した時点で完了します。実際のデータのコピー処理はETERNUS
ディスクアレイのOPC機能によって内部的に行われます。

なお、スナップショット型高速バックアップでは、QuickOPC機能を使用することで、前回のバックアップ時点からの差分データのみを物

理コピーすることによって、より高速なスナップショット型バックアップ運用が可能です。

QuickOPC機能は、「第7章 QuickOPC機能によるバックアップ運用」を参照してください。

 

 注意

すべてのバックアップボリュームが世代管理されており、未使用バックアップボリューム管理領域からバックアップボリュームを獲得でき

なければ、バックアップを行えません。

4.1.2 同期型高速バックアップの処理

ETERNUS ディスクアレイのEC(Equivalent Copy)/REC(Remote Equivalent Copy)機能を用いて、業務ボリュームから未使用のバック

アップボリュームにコピーします。

同期型高速バックアップは、次のように処理が行われます。
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1. 10.2.2.8 swststartsync(バックアップ同期処理開始コマンド)(図の1)を実行すると、業務ボリュームと同容量の未使用バックアップ

ボリュームが、未使用バックアップボリューム管理領域から選択され、バックアップ同期処理が開始されます。

2. 業務ボリュームとバックアップボリュームが等価状態になります。この時点以降、業務ボリュームとバックアップボリュームの等価

性は維持されます。この状態を等価性維持状態(図の3)と呼びます。

3. 10.2.2.1 swstbackup(バックアップ実行コマンド)(図の4)を実行すると、バックアップ同期処理が停止し、バックアップ履歴情報を

設定します。

4. バックアップ完了時にバックアップデータが保存世代数を超えた場合、もっとも古いバックアップボリュームを未使用のバックアッ

プボリュームとします。

 

 注意

業務ボリュームとバックアップボリュームが等価状態になる前は、バックアップ実行コマンドを実行できません。

図4.3 同期型高速バックアップでのバックアップ方法

なお、同期型高速バックアップでは、Suspend/Resume機能を使用することで、ECによる等価性維持状態を一時中断(Suspend)／再開

(Resume)することができます。Suspend/Resume機能を使用したバックアップでは、一時中断状態からの差分コピーを行うことによって、

より高速な同期型バックアップ運用が可能です。

Suspend/Resume機能は、「第6章 Suspend/Resume機能によるバックアップ運用」を参照してください。
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 注意

すべてのバックアップボリュームが世代管理されており、未使用バックアップボリューム管理領域からバックアップボリュームを獲得でき

なければ、バックアップを行えません。

4.1.3 リストアの処理

AdvancedCopy Managerのリストア方法を説明します。

リストアは、バックアップ履歴情報で管理されているバックアップボリュームより業務ボリュームの内容を復元します。

バックアップボリュームからのリストアは、ETERNUS ディスクアレイが提供するOPC機能を用いて、バックアップボリュームから業務ボ

リュームに行われます。

履歴管理しているバックアップボリュームの内容を業務ボリュームにリストアしても、履歴管理情報が変更されることはありません。

なお、リストア処理は、バックアップ元となる業務ボリュームに対して行われますが、リストア先を変更する事も可能です。

 

 注意

最新のバックアップボリューム採取時点と、リストア操作を行うまでの間に、業務ボリュームの内容を書き換えたとしても、書き換えられ

たデータについては保証されません。
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図4.4 AdvancedCopy Managerのリストア注意事項

TD:業務ボリューム

BD:バックアップボリューム

4.2 運用設計

AdvancedCopy Managerのバックアップ方法を説明します。

バックアップ運用の設計は、以下の手順で行います。

・ 4.2.1 バックアップ運用を行うサーバの決定

・ 4.2.2 バックアップ対象の決定

・ 4.2.3 バックアップポリシーの決定

・ 4.2.4 バックアップボリュームの準備

・ 4.2.5 バックアップの自動運用の準備
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4.2.1 バックアップ運用を行うサーバの決定

バックアップ運用を行うサーバを決定します。

バックアップ運用を行うサーバには、次のものがあります。

・ Storage管理サーバ

複数のStorageサーバを一元管理、集中操作します。Storage管理サーバは、Storageサーバを兼ねることができます。

・ Storageサーバ

AdvancedCopy Managerの運用を行います。

図4.5 バックアップ運用を行うサーバの構成

4.2.2 バックアップ対象の決定

バックアップ対象となる業務データを決定します。

AdvancedCopy Managerのバックアップ単位はパーティションです。AdvancedCopy Managerでは、バックアップ対象となる業務データ

が格納されているパーティションのことを業務ボリュームと呼びます。バックアップ対象となる業務ボリュームは、ETERNUS ディスクアレ

イに配置されている必要があります。

業務ボリュームの設定方法は、「4.4.7 デバイスの運用種別設定」を参照してください。
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 注意

・ システムが格納されているパーティションや、AdvancedCopy Managerがインストールされているパーティションは、バックアップ対

象としないでください。

・ LVM(Logical Volume Manager)の論理ボリュームおよびボリュームグループは、バックアップ対象としないでください。

・ バックアップ対象を決定する際に注意する点として、「11.1.1 全般的な注意事項」をご理解ください。

－ バックアップ、レプリケーション対象について

－ パーティションのサイズについて

－ GDSでのミラーについて

－ 同時実行数の上限について

4.2.3 バックアップポリシーの決定

業務ボリュームに設定するバックアップポリシーを決めます。バックアップポリシーには以下の条件項目があります。

 
保存世代数

保存世代数とはバックアップを行ったデータを何世代残しておくかを意味します。

スナップショット型高速バックアップは、最初に最古の世代を世代管理より解放します。そのため、バックアップ起動中にシステムダウン

などの障害が発生した場合は、最古世代が削除された状態で、バックアップしたデータが必要世代数分存在しない可能性があります

ので、直ちにバックアップを再実行して、必要世代数分のバックアップデータを作成することをお勧めします。

スナップショット型高速バックアップで、保存世代数を1として運用する場合は、バックアップデータをテープなどに退避する運用を併用

することをお勧めします。

同期型高速バックアップは、最古の世代を世代管理より解放するのは、最新世代のバックアップを完了してからです。そのため、履歴

情報を常に保持しておくためには、(保存世代数+1)本のバックアップボリュームが必要です。

 
間隔日数

バックアップを行う間隔を意味します。

最後にバックアップした日より間隔日数を超えた場合に遅れが出ていることを表示します。

間隔日数を設定しても定期的にバックアップは行われません。

バックアップポリシーの設定方法は、「4.4.8 バックアップポリシーの設定」を参照してください。

4.2.4 バックアップボリュームの準備

バックアップボリュームを準備します。

AdvancedCopy Managerでは、業務ボリュームのバックアップ先パーティションのことをバックアップボリュームと呼びます。バックアップ

ボリュームは、ETERNUS ディスクアレイに配置する必要があります。

バックアップボリュームのサイズは、業務ボリュームと同じである必要があります。また、バックアップボリュームの数は、スナップショット

型高速バックアップ運用を行う場合と同期型高速バックアップ運用を行う場合では、以下の様に異なります。

表4.1 バックアップ運用に必要なバックアップボリューム数

バックアップ運用 必要バックアップボリューム数

スナップショット型高速バックアップ運用の場合 (保存世代数)本

同期型高速バックアップ運用の場合 (保存世代数+1)本

既に複数の業務ボリュームにバックアップポリシーが設定されている状態で、新たに登録された業務ボリュームにバックアップポリシー

を登録する場合、以下の本数のバックアップボリュームが登録されている必要があります。
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表4.2 バックアップ運用に必要なバックアップボリューム数(バックアップポリシーが設定されている場合)
バックアップ運用 必要バックアップボリューム数

スナップショット型高速バックアップ運用の場合 (登録されているバックアップポリシーの保存世代数の総和

+新たに設定するバックアップポリシーの保存世代数)本

同期型高速バックアップ運用の場合 (登録されているバックアップポリシーの保存世代数の総和

+登録されている業務ボリューム数+新たに設定するバックアッ

プポリシーの保存世代数+1)本

バックアップボリュームの設定方法は、「4.4.7 デバイスの運用種別設定」を参照してください。

 

 注意

・ システムが格納されているパーティションや、AdvancedCopy Managerがインストールされているパーティションは、バックアップボ

リュームとしないでください。

・ LVM(Logical Volume Manager)の論理ボリュームおよびボリュームグループは、バックアップボリュームとしないでください。

 

 ポイント

同期型高速バックアップでバックアップボリュームが保存世代数しか用意できない場合、バックアップボリュームをテープなどの二次媒

体に退避することによって、バックアップ運用を行うことができます。

この場合、次のような運用となります。

1. バックアップ同期処理開始

2. 等価性維持状態の確認

3. バックアップ実行

4. バックアップボリュームを二次媒体に退避

5. 履歴情報削除

6. 1.に戻る

履歴情報の削除後、次のバックアップが完了するまでの間にリストアを行う場合は、リストア実行コマンドによるリストアは行えません。二

次媒体から直接リストアを行う必要があります。

4.2.5 バックアップの自動運用の準備

AdvancedCopy Managerのバックアップ運用は、SystemWalker/OperationMGR等を利用して自動化することができます。

 
スナップショット型高速バックアップの自動運用

スナップショット型高速バックアップの自動運用は、次の二つの方法で行うことができます。

- 26 -



・ バックアップ実行コマンドを、バックアップを採取したい契機に合わせて、バッチジョブのジョブネット中で起動する。

図4.6 ジョブネット内での起動

・ バックアップ実行コマンドを時刻指定で起動する。

図4.7 時刻指定で起動

 
同期型高速バックアップの自動運用

同期型高速バックアップは、バックアップを予定している時刻には、業務ボリュームとバックアップボリュームが等価性維持状態になっ

ていなければなりません。

そのため、同期型高速バックアップを自動運用する場合は、以下のようにバックアップ同期処理開始コマンド、バックアップ実行コマン

ドを分けて起動する必要があります。

 
バックアップ同期処理開始コマンドの起動

バックアップ同期処理の開始コマンドは、バックアップ実施契機に等価性維持状態となっているよう、あらかじめ机上にてバックアップ

同期処理に必要な時間を算出し、その時間分以上さかのぼって、時刻指定で起動します。

バックアップ同期処理を開始してから等価性維持状態になるまでにかかる時間は、コピーするボリュームの容量に依存します。

 
バックアップ実行コマンドの起動

次のどちらかの方法でバックアップ実行コマンドが自動的に起動されるようにします。
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・ バックアップ実行コマンドを、バックアップを採取したい契機に合わせて、バッチジョブのジョブネット中で起動する。

図4.8 ジョブネット内での起動

 

 注意

ジョブネット中のバックアップ実行コマンドの起動の前に他のジョブ(図中のジョブA、ジョブB)がある場合は、バックアップ実行コマ

ンドの起動時刻は特定できません。ジョブネットの起動時刻にジョブA・ジョブBにかかる最短時間を足した時刻をバックアップ実行

コマンドの起動時刻として、そこから見積り時間分さかのぼって、バックアップ同期処理開始コマンドの開始時刻を決めてください。

・ バックアップ実行コマンドを時刻指定で起動する。

図4.9 時刻指定での起動

4.3 運用の流れ

通常業務ボリュームにおける一連のバックアップ運用の流れを以下に記述します。
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図4.10 通常業務ボリュームのバックアップ運用の流れ

4.4 事前準備

本節では、バックアップ運用を行うために必要となる事前準備について説明します。
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4.4.1 デーモンの起動

バックアップ運用を開始するにあたり、事前にStorage管理サーバおよびStorageサーバ上でAdvancedCopy Managerのデーモンが起

動されている必要があります。通常、システムの起動時に自動的に立ち上がりますが、何らかの理由で起動に失敗した場合および一

度デーモンを停止した場合は、各サーバでデーモンを起動する必要があります。デーモンの起動方法は、「第2章 デーモンの起動と

停止」を参照してください。

4.4.2 アクセス権の設定

バックアップ運用をバックアップ管理画面から行う場合は、バックアップ管理画面の各操作のアクセス権を設定します。設定方法の詳

細は、「第3章 認証機構によるセキュリティ運用」を参照してください。

バックアップ運用をコマンドのみで行う場合は、アクセス権の設定は必要ありません。

4.4.3 GUIクライアントの起動

GUIクライアントを起動します。詳細は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「GUIクライアントの起動」を参照

してください。

なお、コマンドのみで運用する場合は、本操作を行う必要はありません。

4.4.4 Storageサーバの登録

Storage管理サーバにて、管理するStorageサーバを登録します。なお、Storage管理サーバを兼ねているStorageサーバは、サーバの登

録をする必要はありません。

Storageサーバを登録する処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「新たにStorageサーバを登録する」を参照してく

ださい。

コマンドでの操作方法は、10.3.4 stgxfwcmaddsrv(サーバ情報追加コマンド)を参照してください。

4.4.5 Storageサーバ配下のデバイス情報の取り込み

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「デバイスの管理」を参照してください。

コマンドでの操作方法は、10.3.7 stgxfwcmsetdev(デバイス情報取得／反映コマンド)を参照してください。

 

 注意

・ Storageサーバ上のデバイス情報は、一旦リポジトリに格納する必要があります。

複数のStorageサーバ配下のデバイス情報を取り込む場合、リポジトリ更新時に必要な領域が不足する場合があります。そのため、

デバイス情報を取り込む前に、リポジトリ更新時に必要な領域が不足していないか確認してください。不足している場合は、必要な

領域を確保した後に、デバイス情報を取り込んでください。必要な領域の確認方法は、「9.2.3 リポジトリへのアクセス失敗時の対処

方法」の手順2を参照してください。

・ この操作は、選択したStorageサーバに定義されているデバイスの総数に比例した時間がかかります。デバイス数が多い場合はCPU
負荷やI/O負荷の低い状態で実施してください。

目安として、負荷のない状態で、1デバイス(パーティション)あたり約0.5秒かかりますので、参考としてください。

4.4.6 バックアップ運用を行うサーバの環境設定

サーバの環境設定は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「Storageサーバ構成情報の設定」を参照してくだ

さい。

コマンドでの操作方法は、10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド)を参照してください。
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なお、コマンドのみの運用をする場合は、運用開始時にStorageサーバ構成情報設定コマンドを実施しなければなりません。

 

 ポイント

Storage管理サーバがStorageサーバを兼ねている場合、Storage管理サーバでもこの環境設定を行う必要があります。

既に、Storageサーバの環境設定が行われている場合は、この作業は必要ありません。

4.4.7 デバイスの運用種別設定

Storageサーバに接続されているデバイスに対して、ボリュームの種別を設定します。設定する運用種別は以下のとおりです。

・ バックアップを行いたいボリュームを業務ボリュームとして定義します。

・ バックアップボリュームを用意します。業務ボリュームと同じサイズのパーティションを運用に応じて以下の本数を用意し、バックアッ

プボリュームとして定義します。

表4.3 バックアップ運用に必要なバックアップボリューム本数

バックアップ運用 必要なバックアップボリュームの本数

スナップショット型高速バックアップ (保存世代数)本

同期型高速バックアップ (保存世代数+1)本

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「ボリューム種別の設定」を参照してください。

コマンドでの操作方法は、10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を参照してください。

 

 注意

・ 業務ボリュームやバックアップボリュームとして登録したパーティション(スライス)の構成などを変更する場合は、構成を変更する前

に一旦業務ボリューム／バックアップボリュームの登録から削除し、構成変更後に再度4.4.5 Storageサーバ配下のデバイス情報の

取り込みを行ってから、10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)で登録する必要があります。

 

 注意

・ バックアップボリュームは、業務ボリュームとバイト単位まで同じサイズである必要があります。

 

 注意

・ システムが格納されているパーティションや、AdvancedCopy Managerがインストールされているパーティションは、バックアップ対

象またはバックアップボリュームとしないでください。

・ マウントされているデバイスは、バックアップボリュームに設定できません(業務ボリュームには、設定できます)。

・ LVM(Logical Volume Manager)の論理ボリュームおよびボリュームグループは、バックアップ対象またはバックアップボリュームとし

ないでください。

・ Logical Unit (ディスク)は、業務ボリューム／バックアップボリュームに設定できません。

・ 登録した内容は、以下の方法で確認する事ができます。

－ GUIクライアントによる確認

業務ボリュームの情報やバックアップボリュームの情報は、GUIクライアントから参照することができます。詳細は、『ETERNUS
SF AdvancedCopy Manager GUI使用手引書』を参照してください。
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－ コマンドによる確認

登録した業務ボリューム・バックアップボリュームの情報は、10.2.1.4 swstdevdisp(デバイス使用状況表示コマンド)で参照する

ことができます。

4.4.8 バックアップポリシーの設定

Storageサーバで登録されている全ての業務ボリュームに対して、以下のバックアップポリシーを設定します。

・ 保存世代数

バックアップを行ったデータを何世代残しておくかを意味します。

・ 間隔日数

バックアップを実行してから次のバックアップを行うまでの日数の目安を意味します。ここで指定した日数を超えた場合は、

AdvancedCopy ManagerのGUIクライアントにてバックアップを促します。

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「バックアップポリシーの設定」を参照してくださ

い。

コマンドでの操作方法は、10.2.1.5 swstbkpolset(バックアップポリシー設定コマンド)を参照してください。

 

 注意

・ 間隔日数を指定しても、AdvancedCopy Managerは自動的にバックアップを採取することは行いません。本値は、バックアップ間隔

日数をオーバーした場合に、バックアップを促すために利用します。

・ 設定の際には、指定されたバックアップポリシーに従って運用するために必要な数のバックアップボリュームが登録されている必

要があります。必要な数のバックアップボリュームは、「4.2.4 バックアップボリュームの準備」を参照してください。

・ 同期型高速バックアップ運用のバックアップポリシー設定時に、必要な数のバックアップボリュームが登録されていなくても、スナッ

プショット型高速バックアップ運用に必要な数のバックアップボリュームが登録されていれば、バックアップポリシーは設定できま

す。この場合、同期型高速バックアップは実行できないことがあります。

 

 ポイント

設定した内容は、以下の方法で確認する事ができます。

・ GUIクライアントによる確認

バックアップポリシーの確認は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「ボリューム情報の表示」を参照して

ください。

・ コマンドによる確認

設定したバックアップポリシーの情報は、10.2.1.6 swstbkpoldisp(バックアップポリシー表示コマンド)で参照することができます。

4.4.9 前後スクリプトのカスタマイズ

AdvancedCopy Managerでのバックアップは、基本的に業務ボリュームがアンマウントされた状態で処理を行う必要があります。そのた

め、バックアップ／リストアの実行時に、前後処理スクリプトを使用して業務ボリュームのアンマウント／マウント操作を行っています。

バックアップ／リストアの実行時に業務ボリュームがアンマウントできない場合は、バックアップ／リストア処理は実行されません。

前後処理スクリプトの詳細は、「付録A バックアップ／リストアの前後処理」を参照してください。

運用が以下のいずれかに該当する場合は、バックアップ前後処理スクリプトをカスタマイズする必要があります。

・ 運用上の理由により、ファイルシステムが構築された業務ボリュームのアンマウント／マウント処理を回避したい場合

・ その他、特殊な前後処理を前後処理スクリプト内に追加したい場合
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カスタマイズ方法は、「付録A バックアップ／リストアの前後処理」を参照してください。

 

 ポイント

バージョンアップ後のスクリプトは更新されている場合があります。そのため、旧バージョンで使用していたシェルスクリプトを再利用す

るのではなく、旧バージョンで使用していたシェルスクリプトに対して実施されていたカスタマイズを、バージョンアップ後のシェルスクリ

プトに対して実施してください。

4.4.10 デバイスマップファイルの準備

AdvancedCopy Managerのバックアップ運用では、バックアップボリュームとして登録されているボリューム群から、業務ボリュームの容

量と同一のボリュームを、AdvancedCopy Managerが自動的に選択し、バックアップ先として利用します。

しかし、運用の都合上、バックアップ先ボリュームを意識したい場合は、あらかじめ「デバイスマップファイル」という業務ボリュームとバッ

クアップボリュームの対応ファイルを作成しておく必要があります。

デバイスマップファイルは、バックアップを行うStorageサーバ上の任意の場所に作成します。このファイルをバックアップ実行時に指定

する事で、バックアップ先を意識した運用が可能となります。

 

 ポイント

複数世代管理を行う場合は、デバイスマップファイルを複数用意する必要があります。

また、バックアップもしくは同期処理の開始時に使用できるデバイスマップファイルは、以下のいずれかの条件を満たしている必要が

あります。

・ 未使用のバックアップボリュームを指定している

・ そのバックアップで削除される履歴で使用されているバックアップボリュームを指定している

そのため、バックアップボリュームを複数使用する運用の場合は、バックアップボリュームの状況に合わせてデバイスマップファイルを

使い分ける必要があります。

同期型高速バックアップでバックアップボリュームが保存世代数しか用意できない場合、バックアップボリュームをテープなどの二次媒

体に退避し、履歴の削除を行うことによってバックアップ運用を行うことができます。

この場合、バックアップ同期処理の開始時に指定するデバイスマップファイルは、直前の履歴情報の削除により未使用となったバック

アップボリュームを指定したデバイスマップファイルになります。

4.4.10.1 デバイスマップファイルの記述方法

デバイスマップファイルの記述例を以下に示します。

# コメント行は「#」ではじめます。

# 業務ボリューム名 出力先バックアップボリューム名

# Normal Disks

/dev/sdc1            /dev/sdv1

/dev/sdc2            /dev/sdv2

/dev/sdc3            /dev/sdv3

  # この部分にもコメントを記述することができます。

/dev/sdd1            /dev/sdz1

/dev/sdd2            /dev/sdz2

/dev/sdd3            /dev/sdz3

/dev/sdg4            /dev/sdl4

/dev/sdg5            /dev/sdl5

:

:
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デバイスマップファイル作成時の規則を以下に示します。

・ 1行に業務ボリューム名と対応する出力先バックアップボリューム名を記述します。業務ボリューム名と出力先バックアップボリュー

ム名の間を1個以上の「半角空白またはタブ文字」で区切ってください。また、行頭から業務ボリューム名の間、および、出力先バッ

クアップボリューム名の後ろから行末(改行記号)の間には1個以上の「半角空白またはタブ文字」が含まれていても構いません。

・ 空白行(「半角空白またはタブ文字」)がファイルに含まれていても構いません。

・ 記号「#」から行末まではコメントとみなされます。

・ 1つのデバイスマップファイルの中で1つの業務ディスクに対して出力先バックアップボリュームを複数指定することはできません。

このような場合は、最初に見つかった行の情報が有効になります。デバイスマップファイルからの読みこみ処理では、このような重

複行の検出は行いません。

・ デバイスマップファイルには、処理対象以外の業務ボリュームの記述があっても構いません。冒頭に示した記述例を参照してくだ

さい。

4.5 運用

AdvancedCopy Managerのバックアップの運用について説明します。

バックアップ運用を行う前に、「4.4 事前準備」を参照して、バックアップ運用に必要な環境設定を行ってください。

AdvancedCopy Managerのバックアップの運用には、以下の2種類があります。

・ スナップショット型高速バックアップ運用

・ 同期型高速バックアップ運用

4.5.1 スナップショット型高速バックアップの実行

スナップショット型高速バックアップは、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「スナップショット型高速バックアップの実行」を参

照してください。

コマンドでの操作方法は、10.2.2.1 swstbackup(バックアップ実行コマンド)を参照してください。

なお、コマンドでのバックアップ状態の確認は、10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド)を使用して確認が可能です。

 

 注意

第7章 QuickOPC機能によるバックアップ運用によるスナップショット型高速バックアップ運用を行う場合、以下の操作は、GUIクライア

ントからは実施できません。操作を行うためのコマンドを投入してください。

・ トラッキング処理をキャンセルする(10.2.2.12 swstcanceltrk(トラッキングキャンセルコマンド))

4.5.2 同期型高速バックアップの実行

同期型高速バックアップは、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「同期型高速バックアップの実行」を参照してくだ

さい。

コマンド操作で実施する場合は、バックアップを行いたい業務ボリュームに対して、バックアップ同期処理を行い、バックアップを実施

します。コマンドの詳細は、以下を参照してください。

・ バックアップ同期処理の開始：10.2.2.8 swststartsync(バックアップ同期処理開始コマンド)

・ バックアップ同期処理状態の確認：10.2.2.10 swstsyncstat(バックアップ同期処理実行状況表示コマンド)

・ バックアップの実行：10.2.2.1 swstbackup(バックアップ実行コマンド)

・ バックアップ状態の確認：10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド)

 

- 34 -



 注意

・ 業務ボリュームとバックアップボリュームが等価状態になる前にバックアップ実行コマンドを実行すると、バックアップ実行コマンドは

エラーとなります。

・ バックアップ時にデバイスマップを指定することはできません。

・ Suspend/Resume機能による同期型高速バックアップ運用を行う場合、以下の操作は、GUIクライアントからは実施できません。操

作を行うためのコマンドを投入してください。Suspend/Resume機能は、「第6章 Suspend/Resume機能によるバックアップ運用」を参

照してください。

－ 1つの業務ボリュームに複数の同期処理(ECセション)が存在する場合、バックアップボリュームを指定して特定のECセションの

みをキャンセルする。(10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマンド))

4.5.3 リストアの実行

本節では、バックアップしたボリューム/データの復元方法について説明します。

4.5.3.1 ボリューム全体のリストア

スナップショット型高速バックアップで退避したボリューム内の全データの復元は、GUI操作およびコマンド操作で実施することができ

ます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「スナップショット型高速バックアップの実行」の「リ

ストア」を参照してください。

コマンドでの操作方法は、10.2.2.3 swstrestore(リストア実行コマンド)を参照してください。

なお、リストア状態の確認は、10.2.2.5 swstreststat(リストア実行状況表示コマンド)を使用して確認が可能です。

 

 注意

一般ファイルシステムに対するリストアを行う場合は、業務を停止してください。

4.5.3.2 ファイル単位のリストア

ファイル単位にリストアする場合は、以下の手順となります。なお、ファイル単位のリストアは、GUIクライアントからは実施できません。

1. バックアップボリュームをマウントします。バックアップボリュームは履歴一覧画面／10.2.2.6 swsthistdisp(履歴情報表示コマンド)
で確認してください。

2. cpコマンドでリストアしたいファイルを複写します。

3. バックアップボリュームをアンマウントします。

4.5.4 バックアップ履歴の管理

バックアップを行った履歴の参照、削除が行えます。

バックアップ履歴情報は業務ボリュームに対して世代管理しているバックアップデータのバックアップボリューム名、バックアップ日時等

の情報を保存しています。

 

 ポイント

・ バックアップ履歴情報は、バックアップボリュームに保存されている情報だけが管理されています。

・ バックアップポリシーで設定した保存世代を超えたバックアップ履歴は、自動的に削除されます。
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4.5.4.1 バックアップ履歴の表示

バックアップ履歴の表示は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「バックアップ履歴の表示」を参照してください。

コマンドでの操作方法は、10.2.2.6 swsthistdisp(履歴情報表示コマンド)を参照してください。

4.5.4.2 バックアップ履歴の削除

バックアップ履歴の削除は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「バックアップ履歴の削除」を参照してください。

コマンドでの操作方法は、10.2.2.7 swsthistdel(履歴情報削除コマンド)を参照してください。

4.6 設定情報の変更

バックアップ運用を構成するStorageサーバ／デバイスが変更となった場合、AdvancedCopy Managerの設定情報を変更する必要があ

ります。本節では、各種変更に伴う、設定情報の変更方法を説明します。

4.6.1 デバイスの追加

任意のStorageサーバにデバイスを追加した場合、以下の方法でAdvancedCopy Managerのバックアップ運用に組み込みます。

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「新しいデバイスの追加」を参照してください。

また、コマンドを使用して、デバイスを追加する場合は、以下の手順となります。

1. 10.3.7 stgxfwcmsetdev(デバイス情報取得／反映コマンド)で、新規に追加したデバイスの情報を取得し、管理情報に反映しま

す。

2. 10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)で、追加したデバイスの運用種別を設定します。

3. 追加したデバイスを業務ボリュームとして定義した場合は、10.2.1.5 swstbkpolset(バックアップポリシー設定コマンド)で、バック

アップポリシーを設定します。

 

 注意

・ デバイス追加時に、ディスクやメモリなどのシステム資源が不足する可能性があります。デバイス追加操作を行う前に、システム資

源の再見積りを行ってください。詳細は、『ETERNUS SF AdvancedCopy Manager 導入手引書』の「必要資源」を参照してくださ

い。

・ デバイス追加時に、リポジトリ更新時に必要となる領域が不足する場合があります。そのため、デバイス情報を取り込む前に、リポ

ジトリ更新時に必要となる領域が不足していないか確認し、不足している場合は、領域を空けた後に、デバイス情報を取り込んで

ください。手順は、「9.2.3 リポジトリへのアクセス失敗時の対処方法」の手順2を参照してください。

・ デバイス追加時に、リポジトリ(リポジトリデータ格納DBスペース用ディレクトリ)の容量が不足する可能性があります。デバイス追加

操作を行う前に、リポジトリ容量の再見積りを行ってください。見積り方法は、『ETERNUS SF AdvancedCopy Manager 導入手引

書』の 「データベース領域の見積り」を参照してください。

再見積りの結果、65MBに満たない場合は、容量の拡張は不要です。65MBを超える場合は、容量を拡張した後、デバイス追加操

作を行ってください。拡張方法は、「9.2.1 リポジトリの容量不足時の対処方法」を参照してください。

4.6.2 デバイスの削除

デバイスの削除は、削除するデバイスの種類により異なります。以下にデバイスの種類に応じた削除手順を説明します。

4.6.2.1 業務ボリュームの削除

業務ボリュームを削除する処理は、GUI操作およびコマンド操作で実施することができます。
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GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「業務ボリュームの削除」を参照してください。

また、コマンドを使用して、業務ボリュームを削除する場合は、以下の手順となります。

1. 10.2.2.7 swsthistdel(履歴情報削除コマンド)で、バックアップ履歴を削除します。

2. 10.2.1.7 swstbkpoldel(バックアップポリシー削除コマンド)で、バックアップポリシーを削除します。

3. 10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)で、削除対象の業務ボリュームのデバイス情報を削除します。

 

 ポイント

本作業は、必ず、削除対象の業務ボリュームを撤去する前に実施してください。

4.6.2.2 バックアップボリュームの削除

バックアップボリュームを削除する処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「バックアップボリュームの削除」を参照してくださ

い。

また、コマンドを使用して、業務ボリュームを削除する場合は、以下の手順となります。

1. バックアップボリュームを削除する場合は、必ず、事前に、10.2.1.6 swstbkpoldisp(バックアップポリシー表示コマンド)で、設定済

みのバックアップポリシーを確認します。

 

 注意

バックアップボリュームを削除すると、設定済みのバックアップポリシーを満たさない状態(バックアップボリューム数が保存世代

数より少なくなるなど)になる場合があり、その後のバックアップ運用が継続できなくなってしまいます。バックアップボリュームに

余裕がない場合は、替わりとなるバックアップボリュームを登録後、目的のバックアップボリュームを削除するようにしてください。

2. 10.2.2.7 swsthistdel(履歴情報削除コマンド)で、バックアップ履歴を削除し、該当のボリュームがバックアップ履歴に存在しない

状態にします。バックアップ履歴が存在しない場合は、次へ進みます。

3. 10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)で、削除対象のバックアップボリュームのデバイス情報を削除します。

 

 ポイント

本作業は、必ず、削除対象の業務ボリュームを撤去する前に実施してください。

4.6.3 Storageサーバの追加

バックアップ業務にStorageサーバを追加する処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「新たにStorageサーバを登録する」を参照してく

ださい。

コマンドでの操作方法は、10.3.4 stgxfwcmaddsrv(サーバ情報追加コマンド)を参照してください。

以下に、Storageサーバの追加で必要になる処理を説明します。

1. Storageサーバを登録します。詳細は、「4.4.4 Storageサーバの登録」を参照してください。

2. 追加したStorageサーバに接続されている全デバイス情報を取り込みます。詳細は、「4.4.5 Storageサーバ配下のデバイス情報の

取り込み」を参照してください。

3. Storageサーバの情報設定を行います。詳細は、「4.4.6 バックアップ運用を行うサーバの環境設定」を参照してください。

4. 2で取り込んだデバイスの運用種別を設定します。詳細は、「4.4.7 デバイスの運用種別設定」を参照してください。

5. 4で登録した全ての業務ボリュームに対して、バックアップポリシーを設定します。詳細は、「4.4.8 バックアップポリシーの設定」を

参照してください。
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 注意

・ Storageサーバ追加時に、ディスクやメモリなどのシステム資源が不足する可能性があります。Storageサーバ追加操作を行う前にシ

ステム資源の再見積りを行ってください。詳細は、『ETERNUS SF AdvancedCopy Manager 導入手引書』の「必要資源」を参照して

ください。

・ Storageサーバ追加時に、リポジトリ更新時に必要となる領域が不足する場合があります。そのため、Storageサーバ追加前に、リポ

ジトリ更新時に必要となる領域が不足していないか確認し、不足している場合は、領域を空けた後に、Storageサーバを追加してく

ださい。手順は、「9.2.3 リポジトリへのアクセス失敗時の対処方法」の手順2を参照してください。

・ Storageサーバ追加時にリポジトリ(リポジトリデータ格納DBスペース用ディレクトリ)の容量が不足する可能性があります。Storageサー

バ追加操作を行う前に、リポジトリ容量の再見積りを行ってください。見積り方法は、『ETERNUS SF AdvancedCopy Manager 導入

手引書』の「データベース領域の見積り」を参照してください。

再見積りの結果、65MBに満たない場合は、容量の拡張は不要です。65MBを超える場合は、容量を拡張した後、Storageサーバ

追加操作を行ってください。拡張方法は、「9.2.1 リポジトリの容量不足時の対処方法」を参照してください。

4.6.4 Storageサーバの削除

Storageサーバの削除は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「Storageサーバの登録削除」を参照してください。

コマンドでの操作方法は、10.3.6 stgxfwcmdelsrv(サーバ情報削除コマンド)を参照してください。

 

 ポイント

本作業は、必ず、削除対象の業務ボリュームを撤去する前に実施してください。

以下に、Storageサーバの削除で必要になる処理を説明します。

1. 削除対象のStorageサーバ配下の全業務ボリュームの、バックアップ履歴を削除します。詳細は、「4.5.4.2 バックアップ履歴の削

除」を参照してください。

2. 削除対象のStorageサーバ配下の全業務ボリュームの、バックアップポリシーを削除します。

バックアップポリシーを削除する処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「バックアップポリシーの削除」を参照してく

ださい。

コマンドでの操作方法は、10.2.1.7 swstbkpoldel(バックアップポリシー削除コマンド)を参照してください。

3. Storageサーバに接続されているデバイスに対して、「4.4.7 デバイスの運用種別設定」で登録したボリュームの種別を削除しま

す。

4. Storageサーバを削除します。

4.7 運用の停止

バックアップ運用を停止する場合、Storageサーバ上のデーモンを停止します。通常、システムの停止時に自動的に停止します。

何らかの理由でデーモンを停止したい場合は、個別に停止させる事も可能です。詳細は、「第2章 デーモンの起動と停止」を参照して

ください。

 

 注意

・ デーモンを停止すると、Storageサーバ上で動作しているAdvancedCopy Managerのすべての機能が停止します。

・ Storage管理サーバのデーモンを停止する場合、管理しているすべてのStorageサーバの運用が停止している事を確認後、Storage
管理サーバのデーモンを停止してください。
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4.8 SDXオブジェクトの運用

SDXオブジェクトをバックアップ／リストアする運用について説明します。

通常ボリュームの基本的運用を理解した上でご利用ください。

GDSの詳細は、『PRIMECLUSTER(TM) Global Disk Services 説明書 (Linux版)』を参照してください。

なお、インストール先のシステム環境により、ソフトウェアのバージョンレベルは異なります。詳細は、関連するソフトウェアのマニュアル

などを参照してください。

4.8.1 SDXオブジェクト運用単位

運用には次の2種類の方法があります。(コピー単位はそれぞれ異なります)

1. 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)

2. スライス単位のバックアップ運用(GDS Snapshotを使用しない方式)

運用の選択は、「4.8.1.1 SDXオブジェクトの運用単位の設定」を確認してください。

 

 注意

一つのStorageサーバ内で、両方の運用を混在して運用することはできません。

4.8.1.1 SDXオブジェクトの運用単位の設定

標準のSDXオブジェクトの運用単位は、以下のように設定されます。

・ 論理ボリューム単位

PRIMECLUSTER GDS 4.1A30以降で、PRIMECLUSTER GDS Snapshot が導入されている場合

・ スライス単位

上記以外

PRIMECLUSTER GDS 4.1A30以降がインストールされた環境で、スライス単位の運用を行う場合は、「4.4.5 Storageサーバ配下のデ

バイス情報の取り込み」の前に「10.3.16 stgxfwcmsetsdx(SDXオブジェクト運用単位設定コマンド)」を使用して、運用単位をスライス単

位に設定します。

 

 注意

・ PRIMECLUSTER GDSを4.1A20以前のバージョンから4.1A30以降のバージョンにアップグレードした場合、論理ボリューム単位の

運用に変更するためには、以下の手順で設定を行う必要があります。

1. 「4.6.4 Storageサーバの削除」を参照し、Storageサーバを削除する。

2. 「10.3.16 stgxfwcmsetsdx(SDXオブジェクト運用単位設定コマンド)」を使用して、運用単位を論理ボリューム単位に設定す

る。

3. 「4.4.4 Storageサーバの登録」以降の作業を実施する。

そのままスライス単位で運用する場合には、何も行う必要がありません。

・ PRIMECLUSTER GDS 4.1A30以降が導入されている環境で、Softek AdvancedCopy Managerを10.4以前のバージョンからアップ

グレードした場合、SDXオブジェクトの運用単位が変更されるため、「4.4.5 Storageサーバ配下のデバイス情報の取り込み」を行う

と、管理しているデバイスに変更があったことが検出されます。

スライス単位での運用を継続する場合には、上記の変更を反映しないで作業を中断し、「10.3.16 stgxfwcmsetsdx(SDXオブジェク

ト運用単位設定コマンド)」を使用して、運用単位をスライス単位に設定してから、再度設定作業を行う必要があります。
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4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)
GDS Snapshotと連携する運用で、論理ボリューム単位の運用ができます。

運用時に論理ボリュームの物理構成を意識する必要がありません。

図4.11 論理ボリューム単位のバックアップ運用

GDSの論理ボリュームをAdvancedCopy Managerコマンドに指定する場合は、GDS論理ボリューム名を指定します。

/dev/sfdsk/クラス名/dsk/ボリューム名

 

 注意

運用できないSDXオブジェクトの構成や条件

次のSDXオブジェクト(ボリューム)はAdvancedCopy Managerで運用することができません。

・ シャドウクラスのボリューム

・ ストライプボリューム

・ スイッチボリューム

・ コンカチネーショングループ内のボリューム

ただし、ミラーグループの下位グループとしてストライプグループ、およびコンカチネーショングループを使用することは可能です。

同期処理の開始やスナップショット型バックアップの開始において、「業務ボリュームを構成するスライス数」と「業務ボリュームに関連

付けられている全てのバックアップボリュームを構成するスライス数」の合計が、33個以上になる場合はコピー処理を実行できません。

また、コピー元ボリューム(バックアップ処理における業務ボリューム、リストア処理におけるバックアップボリューム)がINVALID状態で

ある場合は、コピー処理を実行できません。
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 ポイント

使用しているボリュームが、シングル、ミラー、ストライプ、コンカチネーション、スイッチのうち、どれに該当するかは、“sdxinfo -e long”
を実行したときに表示されるボリュームのタイプ属性(OBJ欄にvolumeと表示されている行のTYPE欄の値)で判断できます。

【ボリュームオブジェクトのタイプ属性】

・ single:シングルボリューム(運用可能)

・ mirror:ミラーボリューム(運用可能)

・ stripe:ストライプボリューム(運用不可)

・ concat:コンカチネーショングループ内のボリューム(運用不可)

・ switch:スイッチボリューム(運用不可)

4.8.2.1 バックアップ運用の設計

バックアップ運用では、以下の点に留意して設計を行ってください。

GDS Snapshot連携機能では、AdvancedCopy ManagerがGDS Snapshot機能を使用してボリュームの結合・分離・解除操作を行うことに

より、バックアップを実施します。

そのため、AdvancedCopy Managerで運用するSDXオブジェクトは、あらかじめマスタオブジェクト、プロキシオブジェクトとして運用可

能な状態でなければなりません。

業務ボリュームはマスタオブジェクト、バックアップボリュームはプロキシオブジェクトとして運用します。

GDSのボリューム構成の設定は、AdvancedCopy Managerに登録する前に行ってください。

AdvancedCopy Managerで運用するGDSのSDXオブジェクトを設定する際は、「4.8.2.2 業務ボリューム」と「4.8.2.3 バックアップボリュー

ム」の構成条件に注意して行ってください。

GDS Snapshotや、プロキシ構成の前提条件の詳細は、『PRIMECLUSTER(TM) Global Disk Services 説明書 (Linux版)』を参照してく

ださい。

4.8.2.2 業務ボリューム

業務で使用するSDXオブジェクト(論理ボリューム)を業務ボリュームとして登録します。

業務ボリュームはGDS Snapshotのマスタオブジェクトとして運用されます。

そのため、以下の点に留意して設計する必要があります。

・ シャドウクラスに属しているSDXオブジェクトを、業務ボリュームとして登録することはできません。

・ 業務ボリュームとして登録できる論理ボリュームのタイプは、シングルボリュームとミラーボリュームです。ストライプボリューム、コン

カチネーショングループ内のボリューム、およびスイッチボリュームは業務ボリュームとして登録できません。

ただし、ミラーグループの下位グループとしてストライプグループ、および、コンカチネーショングループを使用することは可能で

す。

・ バックアップボリュームが属しているディスクグループ内のボリュームを業務ボリュームとして登録することはできません。

・ バックアップボリュームと同じシングルディスクに属する論理ボリュームを業務ボリュームとして登録することはできません。

・ 業務ボリュームを構成するスライスの中に一時切り離し中、あるいはコピー状態のスライスが存在する場合はバックアップを実行で

きません。

・ 業務ボリューム(論理ボリューム)の状態がINVALIDの場合は、バックアップを実行できません。

・ GDS Snapshotのプロキシオブジェクトを業務ボリュームとして使用することはできません。

4.8.2.3 バックアップボリューム

SDXオブジェクト(論理ボリューム)をバックアップボリュームとして登録します。

バックアップボリュームはGDS Snapshotのプロキシオブジェクトとして運用されます。
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そのため、以下の点に留意して設計する必要があります。

・ シャドウクラスに属しているSDXオブジェクトを、バックアップボリュームとして登録することはできません。

・ バックアップボリュームとして登録できる論理ボリュームのタイプは、シングルボリュームとミラーボリュームです。ストライプボリュー

ム、コンカチネーショングループ内のボリューム、およびスイッチボリュームはバックアップボリュームとして登録できません。

ただし、ミラーグループの下位グループとしてストライプグループ、および、コンカチネーショングループを使用することは可能で

す。

・ 業務ボリュームが属しているディスクグループ内のボリュームを、バックアップボリュームとして登録することはできません。

・ 業務ボリュームと同じシングルディスクに属する論理ボリュームをバックアップボリュームとして登録することはできません。

・ 業務ボリュームとクラスが異なるオブジェクトを、バックアップボリュームとして使用することはできません。

・ GDS Snapshotのマスタオブジェクトをバックアップボリュームとして使用することはできません。

・ ECまたはOPCを使用してバックアップを行う場合は、バックアップボリュームをミラーリング構成になっていないボリュームにする必

要があります。バックアップボリュームがミラーリング構成のボリュームの場合は、ソフトコピーのみ使用可能です。

・ バックアップボリュームが停止できない場合(たとえば、バックアップボリュームがアプリケーションなどからアクセスされている場合)
は、バックアップを実行できません。

・ バックアップボリュームを構成するスライスの中に一時切り離し中、あるいはコピー状態のスライスが存在する場合は、バックアップ

を実行できません。

・ バックアップボリュームには、業務ボリュームと同一サイズの論理ボリュームを用意してください。

・ バックアップを行う際、「業務ボリュームを構成するスライスの数」と「業務ボリュームに関連づけられているバックアップボリュームを

構成するスライスの数」の合計は、32以下でなければなりません。

4.8.2.4 GDS Snapshot連携で使用可能なコピー機能

GDS Snapshot連携では以下のコピー機能が使用可能です。

・ アドバンスト・コピー：富士通ストレージシステムETERNUSのハードウェア機能によるコピー

・ ソフトコピー:PRIMECLUSTER GDSのディスクドライバによるコピー

SDXオブジェクトの構成と使用可能なコピー機能の関係は以下のとおりです。

表4.4 GDS Snapshot連携で使用可能なコピー機能(バックアップ)

単位 ボリューム

SDXオブジェクト構成

ストライプ／コンカチネーションオブジェクトはコピーできま

せん

使用可能コピー機能

論理

ボリューム

業務

シングル
アドバンスト・コピー

ソフトコピー

ミラー
下位グループがない

アドバンスト・コピー

ソフトコピー

下位グループがある ソフトコピー

バックアップ

シングル
アドバンスト・コピー

ソフトコピー

ミラー
1つのディスクで構成されている

アドバンスト・コピー

ソフトコピー

2つ以上のディスクで構成されている ソフトコピー
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表4.5 GDS Snapshot連携で使用可能なコピー機能(リストア)

単位 ボリューム

SDXオブジェクト構成

ストライプ／コンカチネーション／スイッチタイプのオブジェ

クトはコピーできません

使用可能コピー機能

論理

ボリューム

バックアップ

シングル
アドバンスト・コピー

ソフトコピー

ミラー
下位グループがない

アドバンスト・コピー

ソフトコピー

下位グループがある ソフトコピー

業務

シングル
アドバンスト・コピー

ソフトコピー

ミラー

1つのディスクで構成されている
アドバンスト・コピー

ソフトコピー

2つ以上のディスクで構成されている
アドバンスト・コピー

ソフトコピー

4.8.2.5 オプションの設定

通常、業務ボリュームの存在する筐体とは、別の筐体にあるバックアップボリュームにバックアップを行う場合にオプションの設定を行

います。

GDS Snapshot連携バックアップの際は、筐体間コピーを行うかどうかの設定は不要です。

4.8.2.6 Storageサーバ配下のデバイス情報の取り込み

バックアップ運用を行うサーバをStorageサーバとして登録し、Storageサーバ配下のデバイスの情報を取得します。

デバイス情報の取得方法は、「4.4.5 Storageサーバ配下のデバイス情報の取り込み」を参照してください。

4.8.2.7 デバイスの運用種別設定

GDSの論理ボリュームを業務ボリューム、バックアップボリュームとして登録します。

# /opt/FJSVswsts/bin/swstdevinfoset -t /dev/sfdsk/CLS1/dsk/vol1

swstdevinfoset completed

# /opt/FJSVswsts/bin/swstdevinfoset -b /dev/sfdsk/CLS1/dsk/bvol1

swstdevinfoset completed

 

 注意

次のSDXオブジェクトは業務ボリュームまたはバックアップボリュームとして登録できません。

・ シャドウクラスのオブジェクト

・ ストライプタイプのオブジェクト

・ コンカチネーションタイプのオブジェクト

・ スイッチタイプのオブジェクト

4.8.2.8 バックアップポリシーの設定
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保存世代数の確認

バックアップポリシー設定の際には、あらかじめ設定するバックアップポリシーに従って、運用するのに必要なバックアップボリュームが

用意されている必要があります。(詳細は、「4.4.8 バックアップポリシーの設定」を参照してください。)

業務ボリュームがSDXオブジェクトの場合は、プロキシオブジェクトとなりうるバックアップボリュームが保存世代数分存在するかどうか

確認します。

業務ボリュームがGDSの論理ボリュームの場合は、バックアップボリュームもGDSの論理ボリュームでなければなりません。

# /opt/FJSVswsts/bin/swstbkpolset -s 3 /dev/sfdsk/CLS01/dsk/VOL01

/dev/sfdsk/CLS01/dsk/VOL01 swstbkpolset completed

#

 

 注意

以下の場合、SDXオブジェクトは使用可能なバックアップボリュームとしてカウントされません。

・ バックアップボリュームが、業務ボリュームと異なるクラスのオブジェクトのとき。

・ バックアップボリュームが、業務ボリュームと異なるサイズのとき。

 
スライス数の制限

SDXオブジェクトをバックアップする場合は、業務ボリュームとバックアップボリュームが、マスタ・プロキシとして関連付けられるため、業

務ボリュームを構成するスライスの数と、その業務ボリュームのバックアップに使用されるバックアップボリュームを構成するスライスの数

の合計が、32以下でなければなりません。

そのため、GDSの構成によって運用可能な保存世代数が制限されますので、バックアップポリシーはその点に留意して設計を行って

ください。

たとえば、業務ボリュームとバックアップボリュームのすべてをシングルボリュームで構成している場合、保存世代数は最大の31を設定

して運用することができますが、業務ボリュームとバックアップボリュームのすべてを2スライスで構成している場合、保存世代数に16以
上を設定すると、16世代目以降のバックアップはできません。

4.8.2.9 バックアップ
 

論理ボリューム単位のバックアップ

業務ボリュームがSDXオブジェクトの場合は、プロキシオブジェクトとなりうるバックアップボリュームを選択し、バックアップを行います。

AdvancedCopy Managerは登録されているバックアップボリュームの中から自動的に選択します。

# /opt/FJSVswsts/bin/swstbackup /dev/sfdsk/CLS1/dsk/vol1

/dev/sfdsk/CLS1/dsk/vol1 swstbackup completed

 
使用可能なコピー処理方式

GDSの論理ボリュームが配置されているハードウェアにより、使用可能なコピー処理が異なります。

また、以下の場合は、EC/OPCは使用できません。

・ バックアップボリュームがミラーリング構成のSDXオブジェクトのとき。

・ 業務ボリュームとバックアップボリュームが属しているディスクグループに、下位グループが接続されているとき。

表4.6 ハードウェアと使用可能なコピー処理

ハードウェア 使用可能なコピー処理

EC/OPCが使用できる 同期型高速バックアップ:EC、ソフトコピー

スナップショット型高速バックアップ:OPC
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ハードウェア 使用可能なコピー処理

OPCのみが使用できる 同期型高速バックアップ:ソフトコピー

スナップショット型高速バックアップ:OPC

EC/OPCが使用できない 同期型高速バックアップ:ソフトコピー

スナップショット型高速バックアップ:使用できない

4.8.2.10 リストア
 

論理ボリューム単位の業務ボリュームへのリストア

GDSの論理ボリューム単位で業務ボリュームへリストアを行う際は、プロキシからマスタへのコピーを実施します。

# /opt/FJSVswsts/bin/swstrestore /dev/sfdsk/CLS1/dsk/vol1

/dev/sfdsk/CLS1/dsk/vol1 swstrestore completed

 
リストア先ボリュームを指定したリストア

業務ボリュームがGDSの論理ボリュームの場合は、リストア先ボリュームを指定したリストアはできません。

 
使用可能なコピー処理方式

GDSの論理ボリュームが配置されているハードウェアにより、使用可能なコピー処理が異なります。

また、以下の場合は、OPCは使用できません。

・ 業務ボリュームとバックアップボリュームが属しているディスクグループに、下位グループが接続されているとき。

表4.7 ハードウェアと使用可能なコピー処理

ハードウェア 使用可能なコピー処理

OPCが使用できる OPC、ソフトコピー

OPCが使用できない ソフトコピー

4.8.2.11 運用中の注意事項

sdxproxyコマンドを直接使用してバックアップ管理に登録されているボリュームの状態変更操作を行わないでください。

バックアップ管理の管理情報と実際のボリューム状態が、不整合な状態になる可能性があります。sdxproxyコマンドを直接使用して不

整合な状態になった場合は、10.2.3.1 swstsrsemtch(資源整合コマンド)を実行して復旧してください。

4.8.3 スライス単位のバックアップ運用(GDS Snapshotを使用しない方式)
GDS Snapshotと連携せず、AdvancedCopy Managerの機能だけで行う運用です。論理ボリュームがどの物理ボリュームから構成されて

いるかを把握した設計・運用が必要です。

- 45 -



図4.12 スライス単位のバックアップ運用

AdvancedCopy Managerコマンドに指定する場合は、論理ボリューム名とAdvancedCopy Managerデバイス名を組み合わせた以下の形

式の名前を使用します。詳細は、「1.5.2 PRIMECLUSTER GDSのSDXオブジェクト」を参照してください。

/dev/sfdsk/クラス名/dsk/ボリューム名:(ボリュームを構成するデバイス名)

 

 注意

・ SDXオブジェクトの運用上の注意点は、「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」、「11.1.6 SDXオブジェクト運用

の注意(レプリケーション管理)」を参照してください。

・ 筐体間ミラーを行っている場合、筐体障害の場合も、OPCによりリストアする必要があるときは、ミラーの両系をバックアップする必

要があります。この場合、バックアップボリュームは、論理ボリュームの容量ではなく、物理ボリュームの容量分が必要です。

SymfowareのDBSPを筐体間ミラーしている場合、業務ボリュームとしてはどちらか一方の筐体にあるボリュームしか登録できませ

ん。したがって、バックアップ運用している筐体が筐体障害となった場合は、筐体障害から回復するまでバックアップ／リカバリが

できません。

・ スライス単位の運用において、使用可能なSDXオブジェクトは以下のとおりです。

－ シングルボリューム

－ 階層化されていないミラーボリューム

 

 ポイント

使用しているボリュームが、シングル、ミラー、ストライプ、コンカチネーション、スイッチのうち、どれに該当するかは、“sdxinfo -e long”
を実行したときに表示される、ボリュームのタイプ属性(OBJ欄にvolumeと表示されている行のTYPE欄の値)で判断できます。

【ボリュームオブジェクトのタイプ属性】

・ single : シングルボリューム(運用可能)

・ mirror : ミラーボリューム(運用可能)
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・ stripe : ストライプボリューム(運用不可)

・ concat : コンカチネーショングループ内のボリューム(運用不可)

・ switch : スイッチボリューム(運用不可)

4.8.3.1 バックアップ運用の設計

バックアップ運用の設計を行う場合の注意事項は、「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」を参照してください。

4.8.3.2 Storageサーバ配下のデバイス情報の取り込み

バックアップ運用を行うサーバをStorageサーバとして登録し、Storageサーバ配下のデバイスの情報を取得します。

デバイス情報の取得方法は、「4.4.5 Storageサーバ配下のデバイス情報の取り込み」を参照してください。

4.8.3.3 デバイスの運用種別設定
 

業務ボリューム

業務で使用している論理ボリュームを構成するスライスを、業務ボリュームとして登録します。

# /opt/FJSVswsts/bin/swstdevinfoset -t /dev/sfdsk/CLS01/dsk/VOL01:sda

swstdevinfoset completed

#

 
バックアップボリューム

SDXオブジェクトのスライスをバックアップボリュームに登録することはできません。

一般スライスのバックアップボリュームを使用します。

# /opt/FJSVswsts/bin/swstdevinfoset -b /dev/sdd6

swstdevinfoset completed

#

4.8.3.4 バックアップ
 

バックアップの例

# /opt/FJSVswsts/bin/swstbackup /dev/sfdsk/CLS01/dsk/VOL01:sda

/dev/sfdsk/CLS01/dsk/VOL01:sda swstbackup completed

#

 
バックアップ時の状態

バックアップを実行できるのは、論理ボリュームを構成するSDXオブジェクトの状態が以下の状態になっている場合です。

これ以外の状態になっている場合は、バックアップを実行することはできません。

SDXオブジェクトの状態は、PRIMECLUSTER GDSのsdxinfoコマンドを用いてAdvancedCopy Managerが確認します。

1. ボリュームの状態が、“ACTIVE(起動中)”またはSTOP(停止)のとき

2. 物理ディスクの状態が、“ENABLE(動作可)”のとき

3. スライスの状態が、“ACTIVE(起動中)”または“TEMP(切り離し中)”のとき

 
バックアップの前後処理

次のような場合、前後処理スクリプトは実行されません。
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・ SDXオブジェクトのスライスがTEMP

4.8.3.5 リストア

スライス単位の運用時、業務ボリュームがシングルボリュームの場合のみリストアが可能です。

シングルボリューム以外のSDXオブジェクトにはリストアはできません。

シングルボリューム以外のSDXオブジェクトのリストア方法は、「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」を参照してくだ

さい。

 
リストアの例

# /opt/FJSVswsts/bin/swstrestore  /dev/sfdsk/CLS01/dsk/VOL01:sda

/dev/sfdsk/CLS01/dsk/VOL01:sda swstrestore completed

#
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第5章 バックアップ運用(Symfoware)

5.1 Symfowareのバックアップ運用

本章では、Symfowareのバックアップ運用について説明します。

 

 注意

・ Symfowareのバックアップ運用は、管理対象のStorageサーバがSolaris、LinuxまたはWindowsの場合のみ有効となります。

・ AdvancedCopy Managerによってバックアップ運用を行うSymfowareのデータベーススペースは、rawデバイス上に配置されたもの

のみです。

5.1.1 概要

AdvancedCopy Managerは、ETERNUS ディスクアレイのディスクボリュームに配置されたSymfowareのデータベーススペースを、業務

ボリュームとして管理します。

そのため、AdvancedCopy Managerでは、Symfowareのデータベースの格納構造を意識せずに、データベーススペースという物理的

に配置された構造で、バックアップ／リカバリを行うことができます。

Symfowareは、Storageサーバ内に配置されたデータベーススペースやロググループを、いろいろな業務の用途に合わせて、複数の動

作環境を作成することができます。この動作環境を、RDBシステム名という名前で区別します。AdvancedCopy Managerは、このRDBシ
ステム名を元に、動作環境内のデータベースの表間のリレーションの整合性を破壊することなく、バックアップ／リカバリを行います。

Symfowareの概要全般については、『Symfoware Server RDB運用ガイド』を参照してください。

図5.1 機能概要

5.1.1.1 バックアップ

AdvancedCopy Managerでは、Symfowareのデータベーススペースを、データベーススペース単位またはロググループ単位で、バック

アップを行うことができます。
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AdvancedCopy Managerでは、バックアップ対象とするデータベーススペースが配置されているパーティションを業務ボリュームとしま

す。

データベーススペース単位のバックアップでは、その業務ボリュームをバックアップ退避先ボリューム(バックアップボリューム)にバック

アップします。

ロググループ単位のバックアップでは、ロググループに含まれるすべてのデータベーススペースをそれぞれ業務ボリュームとして定義

し、そのすべての業務ボリュームをバックアップします。

 

 注意

ロググループ単位でバックアップする場合、ロググループに含まれるすべてのデータベーススペースが配置されているパーティション

を、それぞれ業務ボリュームとして登録しておく必要があります。ひとつでも登録から漏れると、AdvancedCopy Managerは登録から漏

れたデータベーススペースをバックアップすることができず、データベースのリカバリ時に表間のリレーションの整合性が保てなくなりま

す。

AdvancedCopy Managerは、バックアップ時に、データベースのリカバリに必要なデータを格納したリカバリ制御ファイルを作成し、バッ

クアップした世代毎に管理します。

5.1.1.2 リカバリ

AdvancedCopy Managerでは、Symfowareのデータベーススペース単位またはロググループ単位でのデータベーススペースのリカバリ

が行えます。

AdvancedCopy Managerのリカバリは、次のように処理が行われます。

1. 適切なリカバリ制御ファイルとバックアップボリュームを選択します。

2. バックアップボリュームを業務ボリュームへ複写します。

3. 最新の状態、または特定の時点へ復旧する場合は、リカバリ制御ファイルを元に、アーカイブログを適用します。

 

 ポイント

アーカイブログファイルに、アーカイブログがいっぱいになると、Symfowareのコマンドや、データベーススペースを使用する利用者の

アプリケーションが無応答になるため、アーカイブログを外部媒体に退避することがありますが、AdvancedCopy Managerは、外部媒体

に保管したアーカイブログ退避ファイル名を書いたファイル(アーカイブログ退避先名が列挙されたファイル)を指定してリカバリするこ

とができます。

 

 注意

「アーカイブログ退避先名が列挙されたファイル」に指定したファイルに、MT(テープ装置)に退避されたアーカイブログ退避ファイルを

記述した場合は、リカバリを行うことができません。

また、リカバリ時には、10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド)で指定した作業ディレクトリを使用します。

 

 ポイント

AdvancedCopy ManagerでバックアップしたSymfowareのデータベーススペースは、AdvancedCopy Managerでリカバリする必要がある

ことから、バックアップボリュームをテープなどの二次媒体に退避しても二次媒体から直接リカバリすることはできません。

 
アーカイブログの退避運用

アーカイブログを退避する運用の場合、データベーススペースのリカバリに必要な退避アーカイブログの対応を知る必要があります。

AdvancedCopy Managerは、そのために必要なロググループ単位に行われるアーカイブログ退避処理と、データベーススペース単位

に行われるバックアップ／リカバリの対応管理を行います。データベースの管理者は、単純にアーカイブログ退避状況の記録のみを
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行えばよくなります。具体的な運用としては、アーカイブログの退避作業をシェルスクリプト化し、Storageサーバ上のファイルに履歴を

記録する形態を推奨します。

図5.2 アーカイブログ退避運用

5.1.2 運用設計

Symfowareのバックアップ運用の設計は、以下の手順で行います。

1. 5.1.2.1 Symfowareデータベースのバックアップ運用設計

2. 5.1.2.2 バックアップ運用を行うサーバの決定

3. 5.1.2.3 バックアップ対象の決定

4. 5.1.2.4 バックアップポリシーの決定

5. 5.1.2.5 バックアップボリュームの準備

6. 5.1.2.6 リカバリ制御ファイルと作業ファイルの準備

 

 注意

AdvancedCopy Managerで、Symfowareのデータベーススペース単位、またはロググループ単位のデータベーススペースのバックアップ

／リカバリを行う環境を作成するためには、事前にデータベースの管理者が、業務の用途に合わせてSymfowareの動作環境を作成す

る必要があります。

5.1.2.1 Symfowareデータベースのバックアップ運用設計

Symfoware Serverのマニュアルを参考にして設計を行ってください。

ただし、データベーススペースの配置については以下の制限事項を守って設計を行ってください。

 
ローデバイス上のデータベーススペース

ローデバイス上にデータベーススペースを配置する場合、AdvancedCopy Manager のコピー単位(ボリューム単位)と、データベースス

ペース領域は一致するので特に考慮する点はありません。
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ローデバイス上にデータベーススペースを作成する方法については、『Symfoware Server RDB運用ガイド(データベース定義編)』を参

照してください。

ローデバイス上にデータベーススペースを配置する構成のみをサポートします。ファイルシステム上にデータベーススペースを配置す

る構成はサポートされません。

 

 注意

AdvancedCopy Managerでバックアップを行う場合、RDBシステム名、ロググループ名に2バイト以上のコード(ひらがな、漢字など)を使

用することはできません。

5.1.2.2 バックアップ運用を行うサーバの決定

バックアップ運用を行うサーバを決定します。

バックアップ運用を行うサーバには、次のものがあります。

・ Storage管理サーバ

複数のStorageサーバを一元管理、集中操作します。Storage管理サーバは、Storageサーバを兼ねることができます。

・ Storageサーバ

AdvancedCopy Managerの運用を行います。

 

 注意

すべてのStorageサーバには、AdvancedCopy Managerが使用する内部コード系(Storage管理サーバへAdvancedCopy Managerをイン

ストールする際に指定するコード系)のロケールがインストールされている必要があります。

5.1.2.3 バックアップ対象の決定

バックアップ対象とするSymfowareのデータベーススペースが割り当てられたパーティションを決定します。

AdvancedCopy Managerでは、バックアップ対象となるSymfowareのデータベーススペースが割り当てられたパーティションのことを業

務ボリュームと呼びます。

 

 注意

・ ロググループ単位でバックアップする場合、ロググループに含まれるすべてのデータベーススペースが配置されているパーティショ

ンを、それぞれ業務ボリュームとして登録しておく必要があります。ひとつでも登録から漏れると、AdvancedCopy Managerは登録か

ら漏れたデータベーススペースをバックアップすることができず、データベースのリカバリ時に表間のリレーションの整合性が保て

なくなります。

・ システムが格納されているパーティションや、AdvancedCopy Managerがインストールされているパーティションは、バックアップ対

象としないでください。

・ LVM(Logical Volume Manager)の論理ボリュームおよびボリュームグループは、バックアップ対象としないでください。

5.1.2.4 バックアップポリシーの決定

業務ボリュームまたはロググループに対して設定するバックアップポリシーを決定します。

ロググループに対して設定した場合、そのロググループに含まれるすべての業務ボリュームに対してバックアップポリシーが設定され

ます。

バックアップポリシーには以下の条件項目があります。

 
保存世代数

保存世代数とはバックアップを行ったデータを何世代残しておくかを意味します。
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スナップショット型高速バックアップは、最初に最古の世代を世代管理より解放します。そのため、バックアップ起動中にシステムダウン

などの障害が発生した場合は、最古世代が削除された状態で、バックアップしたデータが必要世代数分存在しない可能性があります

ので、直ちにバックアップを再実行して、必要世代数分のバックアップデータを作成することをお勧めします。

スナップショット型高速バックアップで、保存世代数を1として運用する場合は、バックアップデータをテープなどに退避する運用を併用

することをお勧めします。

同期型高速バックアップは、最古の世代を世代管理より解放するのは、最新世代のバックアップを完了してからです。そのため、(保存

世代数+1)本のバックアップボリュームが必要です。

 
間隔日数

バックアップ未実施の警告を表示する基準日数を意味します。

最後にバックアップした日より間隔日数を超えた場合に、業務一覧画面上や10.2.2.11 swstexecstat(実行状態表示コマンド)で遅れが

出ていることを表示します。

間隔日数を設定しても、自動的にバックアップが行われるわけではありません。

5.1.2.5 バックアップボリュームの準備

バックアップボリュームを準備します。

AdvancedCopy Managerでは、業務ボリュームのバックアップ先パーティションのことをバックアップボリュームと呼びます。バックアップ

ボリュームは、ETERNUS ディスクアレイに配置する必要があります。

バックアップボリュームのサイズは、バイト単位まで業務ボリュームのサイズと同じである必要があります。また、バックアップボリュームの

数は、バックアップの運用によって、以下の様に異なります。

表5.1 バックアップ運用に必要なバックアップボリューム数

バックアップ運用 必要バックアップボリューム数

スナップショット型高速バックアップ運用の場合 保存世代数 本

同期型高速バックアップ運用の場合 (保存世代数+1)本

すでに複数の業務ボリュームにバックアップポリシーが設定されている状態で、新たに登録された業務ボリュームにバックアップポリ

シーを登録する場合、以下の本数のバックアップボリュームが必要です。

表5.2 バックアップ運用に必要なバックアップボリューム数(バックアップポリシーが設定されている場合)
バックアップ運用 必要バックアップボリューム数

スナップショット型高速バックアップ運用の場合 (登録されているバックアップポリシーの保存世代数の総和

+新たに設定するバックアップポリシーの保存世代数)本

同期型高速バックアップ運用の場合 (登録されているバックアップポリシーの保存世代数の総和

＋登録されている業務ボリューム数+新たに設定するバッ

クアップポリシーの保存世代数+1)本

ロググループを指定してバックアップポリシーを設定する場合、以下の本数のバックアップボリュームが必要です。

表5.3 バックアップ運用に必要なバックアップボリューム数(ロググループを指定する場合)
バックアップ運用 必要バックアップボリューム数

スナップショット型高速バックアップ運用の場合 (ロググループに含まれる業務ボリュームの数)×(設定する

バックアップポリシーの保存世代数)本

同期型高速バックアップ運用の場合 (ロググループに含まれる業務ボリュームの数)×(設定する

バックアップポリシーの保存世代数+1)本

 

 注意

・ システムが格納されているパーティションや、AdvancedCopy Managerがインストールされているパーティションは、バックアップボ

リュームとしないでください。
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・ LVM(Logical Volume Manager)の論理ボリュームおよびボリュームグループは、バックアップボリュームとしないでください。

5.1.2.6 リカバリ制御ファイルと作業ファイルの準備

Symfowareのバックアップ運用では、次のディレクトリを設定する必要があります。

・ リカバリ制御ファイル出力先ディレクトリ

・ 作業ディレクトリ

 
リカバリ制御ファイル出力先ディレクトリ

リカバリ制御ファイル出力先ディレクトリとは、バックアップ時に作成されるリカバリ制御ファイルの格納先です。

リカバリ制御ファイルに必要な容量は、1業務ボリュームを1世代分バックアップすると約1MBになります。

N個の業務ボリュームをM世代保存する場合に必要な容量は、次のようになります。

表5.4 リカバリ制御ファイルに必要な容量

バックアップ運用 必要な容量(単位 MB)

スナップショット型高速バックアップ N×M

同期型高速バックアップ N×(M+1)

バックアップ運用開始時にリカバリ制御ファイル出力先ディレクトリを設定していない場合は、以下のディレクトリを使用します。

・ 通常(非クラスタ)運用の場合

/etc/opt/FJSVswsts/SymfoWARE/Recovery

・ クラスタ運用の場合

/etc/opt/FJSVswsts/論理ノード名(*1)/SymfoWARE/Recovery

(*1)クラスタセットアップ時に指定したAdvancedCopy Managerの論理ノード名

 
作業ディレクトリ

作業ディレクトリとは、リストア時にデータベースのリカバリ作業を行うための作業ディレクトリです。

バックアップ運用開始時に作業ディレクトリを設定していない場合は、以下のディレクトリを使用します。

/var/opt/FJSVswsts/SymfoWARE

5.1.3 運用の流れ

Symfowareにおける一連のバックアップ運用の流れを以下に記述します。
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図5.3 バックアップ運用の流れ(Symfoware)

5.1.4 事前準備

本節では、バックアップ運用を行うために必要となる事前準備について説明します。

5.1.4.1 デーモンの起動

バックアップ運用を開始するにあたり、事前にStorage管理サーバ、Storageサーバ上でデーモンを起動する必要があります。

通常、システムの起動時に自動的に立ち上がりますが、何らかの理由で起動に失敗した場合および一度デーモンを停止した場合は、

各サーバでデーモンを起動する必要があります。デーモンの起動については、「第2章 デーモンの起動と停止」を参照してください。
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5.1.4.2 アクセス権の設定

バックアップ運用をバックアップ管理画面から行う場合は、バックアップ管理画面の各操作のアクセス権を設定します。設定方法の詳

細については、「第3章 認証機構によるセキュリティ運用」を参照してください。

バックアップ運用をコマンドのみで行う場合は、アクセス権の設定は必要ありません。

5.1.4.3 GUIクライアントの起動

GUIクライアントを起動します。詳細については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「GUIクライアントの起

動」を参照してください。

なお、コマンドのみで運用する場合は、本操作を行う必要はありません。

5.1.4.4 Storageサーバの登録

Storage管理サーバにて、管理するStorageサーバを登録します。なお、Storage管理サーバを兼ねているStorageサーバは、サーバの登

録をする必要はありません。

Storageサーバを登録する処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「新たにStorageサーバを登録する」を参

照してください。

コマンドでの操作方法については、10.3.4 stgxfwcmaddsrv(サーバ情報追加コマンド)を参照してください。

5.1.4.5 Storageサーバ配下のデバイス情報の取り込み

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「デバイスの管理」を参照してください。

コマンドでの操作方法については、10.3.7 stgxfwcmsetdev(デバイス情報取得／反映コマンド)を参照してください。

実施後、GUIの表示結果または10.3.10 stgxfwcmdispdev(デバイス情報表示コマンド)の表示結果で、該当するデバイスにSymfoware
情報が表示されていることを確認してください。

なお、この処理は、10.3.7 stgxfwcmsetdev(デバイス情報取得／反映コマンド)でも実施できます。

 

 注意

・ Storageサーバ上のデバイス情報は、一旦リポジトリに格納する必要があります。

複数のStorageサーバ配下のデバイス情報を取り込む場合、リポジトリ更新時に必要な領域が不足する場合があります。そのため、

デバイス情報を取り込む前に、リポジトリ更新時に必要な領域が不足していないか確認してください。不足している場合は、必要な

領域を確保した後に、デバイス情報を取り込んでください。必要な領域の確認方法については、「9.2.3 リポジトリへのアクセス失敗

時の対処方法」の手順2を参照してください。

・ Symfoware情報を取得するためには、事前にSymfoware Server Advanced Backup Controller 7.x以降が動作している必要があり

ます。デバイス情報取得後にSymfoware Server Advanced Backup Controllerをインストールした場合は、再度デバイス取得を実施

してください。

なお、インストール先のシステム環境により、ソフトウェアのバージョンレベルは異なります。詳細については、関連するソフトウェア

のマニュアルなどを参照してください。

・ この操作は、選択したStorageサーバに定義されているデバイスの総数に比例した時間がかかります。デバイス数が多い場合はCPU
負荷やI/O負荷の低い状態で実施してください。

・ 目安として、負荷のない状態で、1デバイス(パーティション)あたり約0.5秒かかりますので、参考としてください。

5.1.4.6 バックアップ運用を行うサーバの環境設定

サーバの環境設定は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「Storageサーバ構成情報の設定」を参

照してください。
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コマンドでの操作方法については、10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド)を参照してください。

なお、コマンドのみの運用をする場合は、運用開始時にStorageサーバ構成情報設定コマンドを実施しなければなりません。

 

 ポイント

Storage管理サーバがStorageサーバを兼ねている場合、Storage管理サーバでもこの環境設定を行う必要があります。

既に、Storageサーバの環境設定が行われている場合は、この作業は必要ありません。

5.1.4.7 デバイスの運用種別設定

バックアップを行いたいSymfowareのデータベーススペースを構築したパーティションを業務ボリューム、バックアップ先となるボリュー

ムをバックアップボリュームとして定義します。

 
業務ボリュームの設定

10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を用いて、バックアップを行いたいSymfowareのデータベーススペースを構築した

パーティションを、業務ボリュームとして定義します。

ロググループの場合は、ロググループに含まれるすべてのデータベーススペースが配置されているパーティションを、それぞれ個別に

業務ボリュームとして登録する必要があります。ひとつでも登録から漏れるとAdvancedCopy Managerは登録から漏れたデータベース

スペースをバックアップすることができず、データベースのリカバリ時に表間のリレーションの整合性が保てなくなります。

Symfowareのデータベーススペースが設定されていないデバイスを、Symfoware用の業務ボリュームとして設定することはできません。

 

 注意

・ Symfoware用の業務ボリュームに割り当てられたRDBシステム名やデータベーススペース名、ロググループ名等を変更した場合

は、以下の手順で業務ボリュームとして登録しなおしてください。

1. 既に登録した業務ボリュームのバックアップ履歴情報を履歴情報削除コマンドですべて削除します。

2. 既に登録した業務ボリュームのバックアップポリシーをすべて削除します。

3. デバイス情報設定コマンドを使用して業務ボリュームの登録から削除します。

4. 再度、5.1.4.5 Storageサーバ配下のデバイス情報の取り込みを行います。

5. デバイス情報設定コマンドを使用して業務ボリュームとして登録しなおします。

・ ロググループに含まれる業務ボリュームを登録から削除する場合は、その業務ボリュームのバックアップポリシーおよびバックアッ

プ履歴情報をすべて削除してから、業務ボリュームの登録から削除してください。

 
バックアップボリュームの設定

10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を用いて、バックアップ先とするバックアップボリュームを設定してください。既にバッ

クアップボリュームを登録してある場合は、この操作は不要です。

バックアップ管理が必要とするバックアップボリュームの本数については、「5.1.2.5 バックアップボリュームの準備」を参照してください。

 

 注意

バックアップボリュームとして登録したパーティション(パーティション)の構成などを変更する場合は、構成を変更する前に一旦バック

アップボリュームの登録から削除し、構成変更後に再度5.1.4.5 Storageサーバ配下のデバイス情報の取り込みを行ってから、10.2.1.3
swstdevinfoset(デバイス情報設定コマンド)で登録する必要があります。

5.1.4.8 バックアップポリシーの設定

10.2.1.5 swstbkpolset(バックアップポリシー設定コマンド)を用いて、業務ボリュームまたはロググループにバックアップポリシーを設定し

ます。
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ロググループに対して設定した場合、そのロググループに含まれるすべての業務ボリュームに対してバックアップポリシーが設定され

ます。

バックアップポリシーの詳細については、「5.1.2.4 バックアップポリシーの決定」を参照してください。

 

 注意

バックアップポリシーの設定時には、バックアップ運用に必要なバックアップボリュームが登録されている必要があります。バックアップ

運用に必要なバックアップボリューム数については、「5.1.2.5 バックアップボリュームの準備」を参照してください。

登録されているバックアップポリシーは、10.2.1.6 swstbkpoldisp(バックアップポリシー表示コマンド)で表示することができます。

登録されているロググループに新たにデータベーススペースを追加し、業務ボリュームとして設定した場合は、再度ロググループ単位

でバックアップポリシーの設定を行ってください。

5.1.4.9 デバイスマップファイルの準備

AdvancedCopy Managerのバックアップ運用では、バックアップボリュームとして登録されているボリューム群から、業務ボリュームの容

量と同一のボリュームを、AdvancedCopy Managerが自動的に選択し、バックアップ先として利用します。

しかし、運用の都合上、バックアップ先ボリュームを意識したい場合は、あらかじめ「デバイスマップファイル」という業務ボリュームとバッ

クアップボリュームの対応ファイルを作成しておく必要があります。

デバイスマップファイルは、バックアップを行うStorageサーバ上の任意の場所に作成します。このファイルをバックアップ実行時に指定

する事で、バックアップ先を意識した運用が可能となります。

 

 ポイント

複数世代管理を行う場合は、デバイスマップファイルを複数用意する必要があります。

また、バックアップもしくは同期処理の開始時に使用できるデバイスマップファイルは、以下のいずれかの条件を満たしている必要が

あります。

・ 未使用のバックアップボリュームを指定している

・ そのバックアップで削除される履歴で使用されているバックアップボリュームを指定している

そのため、バックアップボリュームを複数使用する運用の場合は、バックアップボリュームの状況に合わせてデバイスマップファイルを

使い分ける必要があります。

5.1.4.9.1 デバイスマップファイルの記述方法

デバイスマップファイルの記述例を以下に示します。

# コメント行は「#」ではじめます。

# 業務ボリューム名   出力先バックアップボリューム名

# Normal Disks

/dev/sdc1            /dev/sdv1

/dev/sdc2            /dev/sdv2

/dev/sdc3            /dev/sdv3

# LOG01/GRP1

/dev/sdd1            /dev/sdz1

/dev/sdd2            /dev/sdz2

/dev/sdd3            /dev/sdz3

# LOG02/GRP2

/dev/sdg4            /dev/sdl4

/dev/sdg5            /dev/sdl5

:

:
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デバイスマップファイル作成時の規則を以下に示します。

・ 1行に業務ボリューム名と対応する出力先バックアップボリューム名を記述します。業務ボリューム名と出力先バックアップボリュー

ム名の間を1個以上の「半角空白またはタブ文字」で区切ってください。また、行頭から業務ボリューム名の間、および、出力先バッ

クアップボリューム名の後ろから行末(改行記号)の間には1個以上の「半角空白またはタブ文字」が含まれていても構いません。

・ 空白行(「半角空白またはタブ文字」)がファイルに含まれていても構いません。

・ 記号「#」から行末まではコメントとみなされます。

・ 1つのデバイスマップファイルの中で1つの業務ディスクに対して出力先バックアップボリュームを複数指定することはできません。

このような場合は、最初に見つかった行の情報が有効になります。デバイスマップファイルからの読みこみ処理では、このような重

複行の検出は行いません。

・ デバイスマップファイルには、処理対象(Device-NameまたはLog-Group-Name)以外の業務ボリュームの記述があっても構いませ

ん。冒頭に示した記述例を参照してください。

・ ロググループに対して出力先バックアップボリュームを定義する場合は、単一ファイル内に全ての業務ボリュームに関する記述を

しなければなりません。複数ファイルに記述がまたがっていてはいけません。

5.1.5 運用

Symfowareのバックアップ運用について説明します。

バックアップ運用を行う前に、「5.1.4 事前準備」を参照して、バックアップ運用に必要な環境設定を行ってください。

AdvancedCopy Managerのバックアップの運用には、以下の2種類があります。

・ スナップショット型高速バックアップ運用

・ 同期型高速バックアップ運用

5.1.5.1 スナップショット型高速バックアップの実行

Symfowareのスナップショット型高速バックアップは、業務ボリュームまたはロググループを指定して、10.2.2.1 swstbackup(バックアップ

実行コマンド)を用いて行います。ロググループ指定によるバックアップを行う場合、そのロググループに含まれる業務ボリュームすべて

を一度にバックアップします。

次に挙げる方法でバックアップを行うことができます。

表5.5 スナップショット型高速バックアップの種類

バックアップ方法 説明

通常ダンプ アーカイブログ運用中(通常運用中)のデータベースをバックアップします。

参照ダンプ 長期保存等の目的のためにアーカイブログ運用から切り離されたデータベースをバッ

クアップします。

注）参照ダンプでバックアップする場合、Symfowareの“rdbrtr”コマンドを用いて、バックアップする業務ボリューム内の全DSI(実表に

対してその格納構造を表現するもの)に更新抑止を設定(データ書き込み不可状態)する必要があります。

 

 注意

ロググループに含まれる業務ボリュームを個別にバックアップする場合は、参照ダンプは指定できません。

 

 ポイント

バックアップの実行は、GUIクライアントによる操作が可能です。GUIクライアントの詳細については、『ETERNUS SF AdvancedCopy
Manager GUI使用手引書』の「スナップショット型高速バックアップの実行」を参照してください。

ロググループに含まれる業務ボリュームを個別にバックアップする場合は、GUIクライアントによる操作はできません。
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5.1.5.2 同期型高速バックアップの実行

Symfowareの同期型高速バックアップは、以下の手順で行います。

1. 10.2.2.8 swststartsync(バックアップ同期処理開始コマンド)を用いて、業務ボリュームまたはロググループを指定し、バックアップ

同期処理を開始します。ロググループを指定した場合、そのロググループに含まれる業務ボリュームすべてに対してバックアッ

プ同期処理を実行します。

開始したバックアップ同期処理のキャンセルは、10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマンド)で行います。

2. 10.2.2.10 swstsyncstat(バックアップ同期処理実行状況表示コマンド)で、バックアップ同期処理中のバックアップボリュームが等

価性維持状態にあることを確認します。ロググループを指定してバックアップ同期処理を行っている場合は、ロググループに含

まれるすべての業務ボリュームのバックアップボリュームが、等価性維持状態にあることを確認します。

3. 業務ボリュームまたはロググループを指定し、10.2.2.1 swstbackup(バックアップ実行コマンド)を実行してバックアップを採取しま

す。10.2.2.1 swstbackup(バックアップ実行コマンド)では、次に挙げる方法でバックアップを行うことができます。バックアップ実行

コマンドを実行すると、その時点の状態がバックアップ履歴情報に登録され、バックアップ同期処理は停止されます。

表5.6 同期型高速バックアップの種類

バックアップ方法 説明

通常ダンプ アーカイブログ運用中(通常運用中)のデータベースをバックアップします。

参照ダンプ 長期保存等の目的のためにアーカイブログ運用から切り離されたデータベースを

バックアップします。

注）参照ダンプでバックアップする場合、Symfowareの“rdbrtr”コマンドを用いて、バックアップする業務ボリューム内の全DSI(実表に

対してその格納構造を表現するもの)に更新抑止を設定(データ書き込み不可状態)する必要があります。

 

 注意

業務ボリュームとバックアップボリュームが等価状態になる前にバックアップ実行コマンドを実行すると、バックアップ実行コマンドはエ

ラーとなります。

 

 ポイント

バックアップ同期処理の開始およびバックアップの実行は、GUIクライアントによる操作が可能です。GUIクライアントの詳細について

は、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「同期型高速バックアップの実行」を参照してください。

ロググループに含まれる業務ボリュームを個別にバックアップする場合は、GUIクライアントによる操作はできません。

 

 ポイント

同期型高速バックアップでは、同期処理を停止または一時停止(サスペンド)することによりバックアップが作成されます。10.2.2.1
swstbackup(バックアップ実行コマンド)をサスペンド指定で実施すると、Suspend/Resume機能により、同期処理を一時停止(サスペンド)
してバックアップを行います。Suspend/Resume機能については、「第6章 Suspend/Resume機能によるバックアップ運用」を参照してくだ

さい。

5.1.5.3 リカバリの実行

スナップショット型高速バックアップおよび同期型高速バックアップで退避したデータの復元には、10.2.2.3 swstrestore(リストア実行コ

マンド)を用います。

Symfowareのリカバリは、業務ボリュームまたはロググループを指定して、10.2.2.1 swstbackup(バックアップ実行コマンド)でバックアップ

された履歴管理されているバックアップボリュームから、10.2.2.3 swstrestore(リストア実行コマンド)を用いて行います。
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 注意

ロググループを指定してリカバリを行う場合、ロググループに含まれる業務ボリュームを一度にリカバリします。

また、“-bundle”オプションを使用して同一ロググループの複数の業務ボリュームを一括してリカバリすることも可能です。これを、バンド

ル・リカバリと呼びます。

RAIDグループ内に複数のデータベーススペースが配置されている場合、これらのデータベーススペースを一括してリカバリすることに

より、ログ適用にかかる時間が短縮され、リカバリ時間が短縮されます。

リカバリは、次に挙げる方法で実行することができます。

・ 最新状態への復旧

・ リカバリ終了点を指定した特定時点への復旧

・ バックアップ時点への復旧

リカバリするデータのバックアップした方法(通常ダンプ／参照ダンプ)によって、指定できるリカバリ方法が異なります。次に示すような

組み合わせで指定することができます。

表5.7 バックアップ方法とリカバリ方法の組み合わせ

バックアップ単位 バックアップ方法 リカバリ単位

リカバリ方法

最新状態へ

の復旧

リカバリ終了点を

指定した特定時

点への復旧 *1

バックアップ時点

への復旧

業務ボリューム 通常ダンプ ロググループ ○ ○ ○

同一ロググループの複数

の業務ボリューム
○ ○ ○

業務ボリューム ○ × ×

ロググループ 通常ダンプ ロググループ ○ ○ ○

同一ロググループの複数

の業務ボリューム
○ ○ ○

業務ボリューム ○ × ×

参照ダンプ ロググループ ○ × ○

同一ロググループの複数

の業務ボリューム
○ × ○

業務ボリューム ○ × ×

○:可能 ×:不可能

*1:リカバリポイントについては、Symfoware Serverのマニュアルを参照してください。リカバリポイントはデータベースのリカバリ時まで覚

えておく必要があります。

 

 注意

・ すべての方法において、リカバリ対象となるデータベーススペースがアクセス禁止状態になっている必要があります。アクセス禁止

状態にするには、Symfowareが提供するコマンドの“rdbinh”コマンドまたは“rdbexspc”コマンドを用いて行います。コマンドの詳細

については、『Symfoware Server RDB運用ガイド』を参照してください。

・ ロググループに含まれる業務ボリュームを個別にリカバリする場合は、最新状態へ復旧するリカバリ方法のみ行うことができます。

この場合、ロググループ内の表間のリレーションはデータベースの管理者の責任で整合させる必要があります。

・ “最新状態への復旧”、“特定時点への復旧”を行う場合、アーカイブログファイルが外部媒体に保管されていれば、リカバリ時に

必要なアーカイブログ退避ファイル名を列挙したファイルを、リカバリを行う業務ボリュームが存在するStorageサーバに作成してお

き、リカバリ時に指定する必要があります。このファイルの記述方法については、『Symfoware Server RDB運用ガイド』を参照してく

ださい。
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・ 10.2.2.3 swstrestore(リストア実行コマンド)で実行したリカバリが、作業ディレクトリの空き容量不足で失敗した場合、“-w”オプション

を使用して、一時的に別のディレクトリを作業ディレクトリとして再実行することにより、リカバリが可能になります。“-w”オプションの

詳細については、「10.2.2.3 swstrestore(リストア実行コマンド)」を参照してください。

・ “リカバリ終了点を指定した特定時点への復旧”もしくは“バックアップ時点への復旧”を行う場合、Symfowareの管理情報を復旧す

る処理が行われます。この処理はリカバリの実行処理の一部として実施されるため、コマンドの処理に時間がかかります。

・ データベーススペース単位にバックアップを実施した場合、ロググループ単位リカバリまたはバンドル・リカバリでは、世代指定に相

対世代番号を指定するようにしてください。これは、以下の例のようにデータベーススペース単位にバックアップを実施した場合、

特定の業務ボリューム(データベーススペース)の履歴が更新されるため、相対世代番号に対する絶対世代番号がそろわない状態

が発生するからです。

(例)ロググループ(LOG1/RDB1)にデータベーススペース1(DB1.DBSP1)とデータベーススペース2(DB1.DBSP2)が存在する場合

1日目:データベーススペース1(DB1.DBSP1)をバックアップ

# /opt/FJSVswsts/bin/swstbackup /dev/sdd1

/dev/sdd1 swstbackup completed

2日目:データベーススペース1(DB1.DBSP1)とデータベーススペース2(DB1.DBSP2)を個別にバックアップ

# /opt/FJSVswsts/bin/swstbackup /dev/sdd1

/dev/sdd1 swstbackup completed

# /opt/FJSVswsts/bin/swstbackup /dev/sdd2

/dev/sdd2 swstbackup completed

履歴情報の表示

# /opt/FJSVswsts/bin/swsthistdisp -n LOG1/RDB1

Server=SV01 Device=/dev/sdd1 Mount-Point=DB1.DBSP1/LOG1/RDB1 (SymfoWARE)

Generation Version   Backup-Date        Backup-Device Status    Execute  ArcSerial

   1          2      2003/12/12 22:00   /dev/sdz1     succeeded   ----       5

   2          1      2003/12/11 22:00   /dev/sdy1     succeeded   ----       5

Server=SV01 Device=/dev/sdd2 Mount-Point=DB1.DBSP2/LOG1/RDB1 (SymfoWARE)

Generation  Version  Backup-Date        Backup-Device Status    Execute  ArcSerial

   1          1      2003/12/12 23:00   /dev/sdz2     succeeded   ----       5

以上のような履歴を使用したロググループ単位リカバリまたはバンドル・リカバリでは、指定するオプションによって使用されるバックアッ

プデータが異なります。上記の場合、相対世代番号を指定した方が両データベーススペースとも2日目のバックアップデータが使用さ

れるため、リカバリ後のデータベースの整合性を保つことができます。

表5.8 指定オプションとリカバリに使用されるバックアップデータ

世代番号の種類
指定

オプション

リカバリに使用されるバックアップデータ

DB1.DBSP1

(/dev/sdd1)

DB1.DBSP2

(/dev/sdd2)

相対世代番号 -g 1
2日目のバックアップデータ

(/dev/sdz1) 2日目のバックアップデータ

(/dev/sdz2)
絶対世代番号 -v 1

1日目のバックアップデータ

(/dev/sdy1)

 

 注意

ロググループ単位にバックアップを実施した場合、データベーススペース単位バックアップや履歴の削除で絶対世代番号がそろって

いない状態でも、ロググループ単位バックアップの絶対世代番号はそろいます。これは、以下の例のように絶対世代番号が小さい業

務ボリューム(データベーススペース)の番号が、絶対世代番号が大きい業務ボリューム(データベーススペース)の番号に合わせられる
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からです。よって、絶対世代番号が小さい業務ボリューム(データベーススペース)では、途中の絶対世代番号が抜けた状態になりま

す。

(例)ロググループ(LOG1/RDB1)にデータベーススペース1(DB1.DBSP1)とデータベーススペース2(DB1.DBSP2)が存在する場合

1日目:データベーススペース1(DB1.DBSP1)をバックアップ

# /opt/FJSVswsts/bin/swstbackup /dev/sdd1

/dev/sdd1 swstbackup completed

2日目:データベーススペース1(DB1.DBSP1)とデータベーススペース2(DB1.DBSP2)をロググループ単位でバックアップ

# /opt/FJSVswsts/bin/swstbackup -n LOG1/RDB1

LOG1/RDB1 swstbackup completed

履歴情報の表示

# /opt/FJSVswsts/bin/swsthistdisp -n LOG1/RDB1

Server=SV01 Device=/dev/sdd1 Mount-Point=DB1.DBSP1/LOG1/RDB1 (SymfoWARE)

Generation Version   Backup-Date        Backup-Device Status    Execute  ArcSerial

   1          2      2003/12/12 22:00   /dev/sdz1     succeeded   ----       5

   2          1      2003/12/11 22:00   /dev/sdy1     succeeded   ----       5

Server=SV01 Device=/dev/sdd2 Mount-Point=DB1.DBSP2/LOG1/RDB1 (SymfoWARE)

Generation  Version  Backup-Date        Backup-Device Status    Execute  ArcSerial

   1          2      2003/12/12 22:00   /dev/sdz2     succeeded   ----       5

以上のような履歴を使用したロググループ単位リカバリまたはバンドル・リカバリでは、相対世代番号に対する絶対世代番号がそろっ

ているため、どちらの世代指定でも使用されるバックアップデータに違いはありません。

表5.9 指定オプションとリカバリに使用されるバックアップデータ

世代番号の種類
指定

オプション

リカバリに使用されるバックアップデータ

DB1.DBSP1

(/dev/sdd1)

DB1.DBSP2

(/dev/sdd2)

相対世代番号 -g 1 2日目のバックアップデータ

(/dev/sdz1)

2日目のバックアップデータ

(/dev/sdz2)絶対世代番号 -v 2

ただし、“-v 1”を指定した場合は、データベーススペース2(DB1.DBSP2)のバックアップデータが存在しないため、リストアコマンドはエ

ラーになります。

 

 ポイント

リカバリの実行は、GUIクライアントによる操作が可能です。詳細については、『ETERNUS SF AdvancedCopy Manager GUI使用手引

書』を参照してください。

バンドル・リカバリはGUIクライアントによる操作はできません。

 

 ポイント

バンドル・リカバリを実行するには、あらかじめ「デバイスリストファイル」という一括してリカバリしたい業務ボリュームを列挙したファイル

を作成しておく必要があります。デバイスリストファイルの詳細については、「5.1.5.3.1 デバイスリストファイルの記述方法」を参照してく

ださい。
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5.1.5.3.1 デバイスリストファイルの記述方法

デバイスリストファイルは、リカバリを行うStorageサーバ上の任意の場所に作成します。このファイルをリカバリ実行時に指定することで、

複数の業務ボリュームを一括してリカバリすることができます。

デバイスリストファイルの記述例を以下に示します。

# コメント行は「#」ではじめます。

# LOG01/GRP1

/dev/sdd1    # この部分にもコメントを記述することができます。

/dev/sdd2

/dev/sdd3

/dev/sdd4

/dev/sdd5

:

:

デバイスリストファイル作成時の規則を以下に示します。

・ 1行に業務ボリューム名を1つ記述します。行頭から業務ボリューム名の間、および、業務ボリューム名の後ろから行末(改行記号)
の間には1個以上の「半角空白またはタブ文字」が含まれていても構いません。

・ 空白行(「半角空白またはタブ文字」)がファイルに含まれていても構いません。

・ 記号「#」から行末まではコメントとみなされます。

 

 注意

リストア実行コマンドで-bundleオプションが指定された場合、デバイスリストファイルに記述された業務ボリューム全てがリストアの対象

となります。以下の場合、リストア処理はエラーとなります。

・ 業務ボリュームに関する記述が1件もなかったとき。

・ 業務ボリュームに関する記述は存在するが、記述形式に誤りがあったとき。

・ 業務ボリュームがSymfowareのボリュームでなかったとき。

・ 業務ボリュームが複数のロググループにまたがっていたとき。

・ 業務ボリュームに関する記述行以外に不正行が存在したとき。

・ 以下の例のように、1つの業務ボリュームを複数指定したとき。

# 1業務ボリュームが複数ある例

/dev/sdd2

/dev/sdd2

:

:

5.1.5.4 バックアップ履歴の管理

10.2.2.1 swstbackup(バックアップ実行コマンド)で行ったバックアップの履歴情報を、表示／削除することができます。

5.1.5.4.1 バックアップ履歴の表示

10.2.2.1 swstbackup(バックアップ実行コマンド)で行ったバックアップの履歴情報については、10.2.2.6 swsthistdisp(履歴情報表示コマ

ンド)を用いて確認することができます。
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 ポイント

バックアップ履歴の表示は、GUIクライアントによる操作が可能です。詳細については、『ETERNUS SF AdvancedCopy Manager GUI
使用手引書』の「バックアップ履歴の表示」を参照してください。

5.1.5.4.2 バックアップ履歴の削除

10.2.2.1 swstbackup(バックアップ実行コマンド)で行ったバックアップの履歴情報については、10.2.2.7 swsthistdel(履歴情報削除コマ

ンド)を用いて削除することができます。

 

 ポイント

バックアップ履歴の削除は、GUIクライアントによる操作が可能です。詳細については、『ETERNUS SF AdvancedCopy Manager GUI
使用手引書』の「バックアップ履歴の削除」を参照してください。

なお、ロググループに含まれる業務ボリュームのバックアップ履歴情報を個別に指定して削除する場合は、GUIクライアントによる操作

はできません。

5.1.6 運用の停止

バックアップ運用を停止する場合、Storageサーバ上のデーモンを停止します。通常、システムの停止時に自動的に停止します。何ら

かの理由でデーモンを停止したい場合は、個別に停止させる事も可能です。詳細については、「第2章 デーモンの起動と停止」を参

照してください。

 

 注意

・ デーモンを停止すると、Storageサーバ上で動作しているAdvancedCopy Managerのすべての機能が停止します。

・ Storage管理サーバのデーモンを停止する場合、管理しているすべてのStorageサーバの運用が停止している事を確認後、Storage
管理サーバのデーモンを停止してください。

5.1.7 データベーススペースをSDXオブジェクトに配置した場合の運用

AdvancedCopy Managerは、SDXオブジェクト上に配置されたSymfowareデータベーススペースをバックアップすることができます。

運用の詳細については、「4.8 SDXオブジェクトの運用」を参照してください。

 

 注意

SDXオブジェクト上にSymfowareデータベーススペースを配置し、論理ボリューム単位でバックアップ運用する場合は、以下の注意点

があります。

・ ロググループ単位の運用を行う場合は、ロググループに属するSymfowareのデータベーススペースを全てSDXオブジェクト上に作

成する必要があります。そうでない場合は、データベーススペース単位の運用のみ可能となります。

・ ルートクラスに配置されたSymfowareデータベーススペースは、バックアップ運用できません。ローカルクラスまたは共用クラスに

データベーススペースを配置してください。

5.2 Symfowareのロードシェア運用時のバックアップ運用

本章では、Symfowareを使用した、ロードシェア運用時のバックアップ運用について説明します。
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 注意

・ 以下のソフトウェアが必須となります。

－ Symfoware Server Advanced Backup Controller

・ AdvancedCopy Managerによってバックアップ運用を行うSymfowareのデータベーススペースは、rawデバイス上に配置されたもの

のみです。

5.2.1 概要

AdvancedCopy Managerは、ETERNUS ディスクアレイのディスクボリュームに配置されたSymfowareのデータベーススペースを、業務

ボリュームとして管理します。

そのため、AdvancedCopy Managerでは、Symfowareのデータベースの格納構造を意識せずに、データベーススペースという物理的

に配置された構造で、バックアップ／リカバリを行うことができます。

Symfowareのロードシェア運用では、Storageサーバ内に配置されたデータベーススペースやロググループを、いろいろな業務の用途

に合わせて、複数の動作環境を作成することができます。この動作環境を、RDBシステム名という名前で区別します。AdvancedCopy
Managerは、このRDBシステム名を元に、動作環境内のデータベースの表間のリレーションの整合性を破壊することなく、バックアップ／

リカバリを行います。

Symfowareの概要全般については、『Symfoware Server RDB運用ガイド』を参照してください。

図5.4 機能概要

5.2.1.1 バックアップ

AdvancedCopy Managerでは、Symfowareのロードシェア運用のデータベーススペースを、データベーススペース単位またはロググルー

プ単位で、バックアップすることができます。

AdvancedCopy Managerでは、バックアップ対象とするデータベーススペースが配置されているパーティションを業務ボリュームとしま

す。

データベーススペース単位のバックアップでは、その業務ボリュームをバックアップ退避先ボリューム(バックアップボリューム)にバック

アップします。
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ロググループ単位のバックアップでは、ロググループに含まれるすべてのデータベーススペースをそれぞれ業務ボリュームとして定義

し、そのすべての業務ボリュームをバックアップします。

 

 注意

ロググループ単位でバックアップする場合、ロググループに含まれるすべてのデータベーススペースが配置されているパーティション

を、それぞれ業務ボリュームとして登録しておく必要があります。1つでも登録から漏れると、AdvancedCopy Managerは登録から漏れた

データベーススペースをバックアップすることができず、データベースのリカバリ時に表間のリレーションの整合性が保てなくなります。

AdvancedCopy Managerは、バックアップ時に、データベースのリカバリに必要なデータを格納したリカバリ制御ファイルを作成し、バッ

クアップした世代毎に管理します。

5.2.1.2 リカバリ

AdvancedCopy Managerでは、Symfowareのロードシェア運用のデータベーススペースをデータベーススペース単位またはロググルー

プ単位で、リカバリすることができます。

AdvancedCopy Managerのリカバリは、次のように処理が行われます。

1. 適切なリカバリ制御ファイルとバックアップボリュームを選択します。

2. バックアップボリュームを業務ボリュームへ複写します。

3. 最新の状態、または特定の時点へ復旧する場合は、リカバリ制御ファイルを元に、アーカイブログを適用します。

 

 ポイント

アーカイブログファイルに、アーカイブログがいっぱいになると、Symfowareのコマンドや、データベーススペースを使用する利用者の

アプリケーションが無応答になるため、アーカイブログを外部媒体に退避することがありますが、AdvancedCopy Managerは、外部媒体

に保管したアーカイブログ退避ファイル名を書いたファイル(アーカイブログ退避先名が列挙されたファイル)を指定してリカバリするこ

とができます。

 

 注意

「アーカイブログ退避先名が列挙されたファイル」に指定したファイルに、MT(テープ装置)に退避されたアーカイブログ退避ファイルを

記述した場合は、リカバリを行うことができません。

また、リカバリ時には、10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド)で指定した作業ディレクトリを使用します。

 

 ポイント

AdvancedCopy ManagerでバックアップしたSymfowareのデータベーススペースは、AdvancedCopy Managerでリカバリする必要がある

ことから、バックアップボリュームをテープなどの二次媒体に退避しても二次媒体から直接リカバリすることはできません。

 
アーカイブログの退避運用

アーカイブログを退避する運用の場合、データベーススペースのリカバリに必要な退避アーカイブログの対応を知る必要があります。

AdvancedCopy Managerは、そのために必要なロググループ単位に行われるアーカイブログ退避処理と、データベーススペース単位

に行われるバックアップ／リカバリの対応管理を行います。データベースの管理者は、単純にアーカイブログ退避状況の記録のみを

行えばよくなります。具体的な運用としては、アーカイブログの退避作業をシェルスクリプト化し、Storageサーバ上のファイルに履歴を

記録する形態を推奨します。
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図5.5 アーカイブログ退避運用

5.2.2 運用設計

Symfowareのバックアップ運用の設計は、以下の手順で行います。

1. 5.2.2.1 Symfowareデータベースのバックアップ運用設計

2. 5.2.2.2 バックアップ運用を行うサーバの決定

3. 5.2.2.3 バックアップ対象の決定

4. 5.2.2.4 バックアップポリシーの決定

5. 5.2.2.5 バックアップボリュームの準備

6. 5.2.2.6 バックアップ管理簿／リカバリ制御ファイルの配置ディレクトリの設計

7. 5.2.2.7 リカバリ制御ファイルと作業ファイルの準備

 

 注意

AdvancedCopy Managerで、Symfowareのデータベーススペース単位、またはロググループ単位のデータベーススペースのバックアップ

／リカバリを行う環境を作成するためには、事前にデータベースの管理者が、業務の用途に合わせてSymfowareの動作環境を作成す

る必要があります。

5.2.2.1 Symfowareデータベースのバックアップ運用設計

Symfoware Serverのマニュアルを参考にして設計を行ってください。

ただし、データベーススペースの配置については以下の制限事項を守って設計を行ってください。

 
ローデバイス上のデータベーススペース

ローデバイス上にデータベーススペースを配置する場合、AdvancedCopy Manager のコピー単位(ボリューム単位)と、データベースス

ペース領域は一致するので特に考慮する点はありません。

ローデバイス上にデータベーススペースを作成する方法については、『Symfoware Server RDB運用ガイド(データベース定義編)』を参

照してください。
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ローデバイス上にデータベーススペースを配置する構成のみをサポートします。ファイルシステム上にデータベーススペースを配置す

る構成はサポートされません。

 

 注意

AdvancedCopy Managerでバックアップを行う場合、RDBシステム名、ロググループ名に2バイト以上のコード(ひらがな、漢字など)を使

用することはできません。

5.2.2.2 バックアップ運用を行うサーバの決定

バックアップ運用を行うサーバを決定します。

バックアップ運用を行うサーバには、次のものがあります。

・ Storage管理サーバ

複数のStorageサーバを一元管理、集中操作します。Storage管理サーバは、Storageサーバを兼ねることができます。しかし、ロー

ドシェア運用のバックアップでは、Storageサーバがデータベースサーバと兼用になるため、Storage管理サーバは別サーバにして

ください。

・ Storageサーバ

AdvancedCopy Managerの運用を行います。

 

 注意

すべてのStorageサーバには、AdvancedCopy Managerが使用する内部コード系(Storage管理サーバへAdvancedCopy Managerをイン

ストールする際に指定するコード系)のロケールがインストールされている必要があります。

5.2.2.3 バックアップ対象の決定

バックアップ対象とするSymfowareのデータベーススペースが割り当てられたパーティションを決定します。

AdvancedCopy Managerでは、バックアップ対象となるSymfowareのデータベーススペースが割り当てられたパーティションのことを業

務ボリュームと呼びます。

 

 注意

・ ロググループ単位でバックアップする場合、ロググループに含まれるすべてのデータベーススペースが配置されているパーティショ

ンを、それぞれ業務ボリュームとして登録しておく必要があります。1つでも登録から漏れると、AdvancedCopy Managerは登録から

漏れたデータベーススペースをバックアップすることができず、データベースのリカバリ時に表間のリレーションの整合性が保てな

くなります。

・ システムが格納されているパーティションや、AdvancedCopy Managerがインストールされているパーティションは、バックアップ対

象としないでください。

・ LVM(Logical Volume Manager)の論理ボリュームおよびボリュームグループは、バックアップ対象としないでください。

5.2.2.4 バックアップポリシーの決定

業務ボリュームまたはロググループに対して設定するバックアップポリシーを決定します。

ロググループに対して設定した場合、そのロググループに含まれるすべての業務ボリュームに対してバックアップポリシーが設定され

ます。

バックアップポリシーには以下の条件項目があります。

 
保存世代数

保存世代数とはバックアップを行ったデータを何世代残しておくかを意味します。
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スナップショット型高速バックアップは、最初に最古の世代を世代管理より解放します。そのため、バックアップ起動中にシステムダウン

などの障害が発生した場合は、最古世代が削除された状態で、バックアップしたデータが必要世代数分存在しない可能性があります

ので、直ちにバックアップを再実行して、必要世代数分のバックアップデータを作成することをお勧めします。

スナップショット型高速バックアップで、保存世代数を1として運用する場合は、バックアップデータをテープなどに退避する運用を併用

することをお勧めします。

同期型高速バックアップは、最古の世代を世代管理より解放するのは、最新世代のバックアップを完了してからです。そのため、(保存

世代数+1)本のバックアップボリュームが必要です。

 
間隔日数

バックアップ未実施の警告を表示する基準日数を意味します。

最後にバックアップした日より間隔日数を超えた場合に、業務一覧画面上や10.2.2.11 swstexecstat(実行状態表示コマンド)で遅れが

出ていることを表示します。

間隔日数を設定しても、自動的にバックアップが行われるわけではありません。

5.2.2.5 バックアップボリュームの準備

バックアップボリュームを準備します。

AdvancedCopy Managerでは、業務ボリュームのバックアップ先パーティションのことをバックアップボリュームと呼びます。バックアップ

ボリュームは、ETERNUS ディスクアレイに配置する必要があります。

バックアップボリュームのサイズは、バイト単位まで業務ボリュームのサイズと同じである必要があります。また、バックアップボリュームの

数は、バックアップの運用によって、以下の様に異なります。

表5.10 バックアップ運用に必要なバックアップボリューム数

バックアップ運用 必要バックアップボリューム数

スナップショット型高速バックアップ運用の場合 保存世代数 本

同期型高速バックアップ運用の場合 (保存世代数+1)本

すでに複数の業務ボリュームにバックアップポリシーが設定されている状態で、新たに登録された業務ボリュームにバックアップポリ

シーを登録する場合、以下の本数のバックアップボリュームが必要です。

表5.11 バックアップ運用に必要なバックアップボリューム数(バックアップポリシーが設定されている場合)
バックアップ運用 必要バックアップボリューム数

スナップショット型高速バックアップ運用の場合 (登録されているバックアップポリシーの保存世代数の総和

+新たに設定するバックアップポリシーの保存世代数)本

同期型高速バックアップ運用の場合 (登録されているバックアップポリシーの保存世代数の総和

＋登録されている業務ボリューム数+新たに設定するバッ

クアップポリシーの保存世代数+1)本

ロググループを指定してバックアップポリシーを設定する場合、以下の本数のバックアップボリュームが必要です。

表5.12 バックアップ運用に必要なバックアップボリューム数(ロググループを指定する場合)
バックアップ運用 必要バックアップボリューム数

スナップショット型高速バックアップ運用の場合 (ロググループに含まれる業務ボリュームの数)×(設定する

バックアップポリシーの保存世代数)本

同期型高速バックアップ運用の場合 (ロググループに含まれる業務ボリュームの数)×(設定する

バックアップポリシーの保存世代数+1)本

 

 注意

・ システムが格納されているパーティションや、AdvancedCopy Managerがインストールされているパーティションは、バックアップボ

リュームとしないでください。
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・ LVM(Logical Volume Manager)の論理ボリュームおよびボリュームグループは、バックアップボリュームとしないでください。

・ ロードシェア運用においてはロググループが使用するバックアップボリュームを明確に分けるため、デバイスマップファイルを必ず

使用して運用してください。デバイスマップファイルについては「5.2.4.9 デバイスマップファイルの準備」を参照してください。

5.2.2.6 バックアップ管理簿／リカバリ制御ファイルの配置ディレクトリの設計

Symfowareを使用した、ロードシェア運用では、ロググループ単位で退避されたバックアップ管理簿とリカバリ制御ファイルをStorage
サーバ内のディレクトリに配置して使用するため、その配置ディレクトリを事前に設計(決定)しておく必要があります。

図5.6 ロググループに対するバックアップ管理簿とリカバリ制御ファイルの関連図

図5.7 配置ディレクトリを「/acm/(ロググループ名)」とした場合の例

 

 ポイント

ロードシェア運用のノード縮退時に備えて、障害が発生したノードのバックアップ管理簿とリカバリ制御ファイルを格納するために、全Storage
サーバ内に同じ構成で、ディレクトリを作成します。
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 注意

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリのディレクトリ名の長さは17バイト以内にしてください。また、ディレクトリ

名に各国語文字を含まないようにしてください(ディレクトリ名は英数字のみとしてください)。

5.2.2.7 リカバリ制御ファイルと作業ファイルの準備

Symfowareのロードシェア運用時のバックアップ運用では、リカバリ制御ファイル出力先ディレクトリと作業用ディレクトリとして以下のディ

レクトリを常に使用します。

表5.13 ディレクトリ構成

ディレクトリ種別 ディレクトリ

リカバリ制御ファイル

出力先ディレクトリ

（バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ）/FJSVswsts/R

作業ディレクトリ （バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ）/FJSVswsts/W

 
リカバリ制御ファイル出力先ディレクトリ

リカバリ制御ファイル出力先ディレクトリとは、バックアップ時に作成されるリカバリ制御ファイルの格納先です。

リカバリ制御ファイルに必要な容量は、1業務ボリュームを1世代分バックアップすると約1MBになります。

N個の業務ボリュームをM世代保存する場合に必要な容量は、次のようになります。

表5.14 リカバリ制御ファイルに必要な容量

バックアップ運用 必要な容量(単位 MB)

スナップショット型高速バックアップ N×M

同期型高速バックアップ N×(M+1)

 
作業ディレクトリ

作業ディレクトリとは、リストア時にデータベースのリカバリ作業を行うための作業ディレクトリです。

5.2.3 運用の流れ

Symfowareにおける一連のバックアップ運用の流れを以下に記述します。
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図5.8 バックアップ運用の流れ(Symfoware)

5.2.4 事前準備

本節では、バックアップ運用を行うために必要となる事前準備について説明します。
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5.2.4.1 デーモンの起動

バックアップ運用を開始するにあたり、事前にStorage管理サーバ、Storageサーバ上でデーモンを起動する必要があります。

通常、システムの起動時に自動的に立ち上がりますが、何らかの理由で起動に失敗した場合および一度デーモンを停止した場合は、

各サーバでデーモンを起動する必要があります。デーモンの起動については、「第2章 デーモンの起動と停止」を参照してください。

5.2.4.2 アクセス権の設定

バックアップ運用をバックアップ管理画面から行う場合は、バックアップ管理画面の各操作のアクセス権を設定します。設定方法の詳

細については、「第3章 認証機構によるセキュリティ運用」を参照してください。

バックアップ運用をコマンドのみで行う場合は、アクセス権の設定は必要ありません。

5.2.4.3 GUIクライアントの起動

GUIクライアントを起動します。詳細については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「GUIクライアントの起

動」を参照してください。

なお、コマンドのみで運用する場合は、本操作を行う必要はありません。

5.2.4.4 Storageサーバの登録

Storage管理サーバにて、管理するStorageサーバを登録します。なお、Storage管理サーバを兼ねているStorageサーバは、サーバの登

録をする必要はありません。

Storageサーバを登録する処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「新たにStorageサーバを登録する」を参

照してください。

コマンドでの操作方法については、10.3.4 stgxfwcmaddsrv(サーバ情報追加コマンド)を参照してください。

5.2.4.5 Storageサーバ配下のデバイス情報の取り込み

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「デバイスの管理」を参照してください。

コマンドでの操作方法については、10.3.7 stgxfwcmsetdev(デバイス情報取得／反映コマンド)を参照してください。

実施後、GUIの表示結果または10.3.10 stgxfwcmdispdev(デバイス情報表示コマンド)の表示結果で、該当するデバイスにSymfoware
情報が表示されていることを確認してください。

なお、この処理は、10.3.7 stgxfwcmsetdev(デバイス情報取得／反映コマンド)でも実施できます。

 

 注意

・ Storageサーバ上のデバイス情報は、一旦リポジトリに格納する必要があります。

複数のStorageサーバ配下のデバイス情報を取り込む場合、リポジトリ更新時に必要な領域が不足する場合があります。そのため、

デバイス情報を取り込む前に、リポジトリ更新時に必要な領域が不足していないか確認してください。不足している場合は、必要な

領域を確保した後に、デバイス情報を取り込んでください。必要な領域の確認方法については、「9.2.3 リポジトリへのアクセス失敗

時の対処方法」の手順2を参照してください。

・ Symfoware情報を取得するためには、事前にSymfoware Server Advanced Backup Controllerが動作している必要があります。デ

バイス情報取得後にSymfoware Server Advanced Backup Controllerをインストールした場合は、再度デバイス取得を実施してくだ

さい。

なお、インストール先のシステム環境により、ソフトウェアのバージョンレベルは異なります。詳細については、関連するソフトウェア

のマニュアルなどを参照してください。

・ この操作は、選択したStorageサーバに定義されているデバイスの総数に比例した時間がかかります。デバイス数が多い場合はCPU
負荷やI/O負荷の低い状態で実施してください。

・ 目安として、負荷のない状態で、1デバイス(パーティション)あたり約0.5秒かかりますので、参考としてください。
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5.2.4.6 バックアップ運用を行うサーバの環境設定

サーバの環境設定は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「Storageサーバ構成情報の設定」を参

照してください。

コマンドでの操作方法については、10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド)を参照してください。

なお、コマンドのみの運用をする場合は、運用開始時にStorageサーバ構成情報設定コマンドを実施しなければなりません。

 

 ポイント

Storage管理サーバがStorageサーバを兼ねている場合、Storage管理サーバでもこの環境設定を行う必要があります。

既に、Storageサーバの環境設定が行われている場合は、この作業は必要ありません。

5.2.4.7 デバイスの運用種別設定

バックアップを行いたいSymfowareのデータベーススペースを構築したパーティションを業務ボリューム、バックアップ先となるボリュー

ムをバックアップボリュームとして定義します。

 
業務ボリュームの設定

10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を用いて、バックアップを行いたいSymfowareのデータベーススペースを構築した

パーティションを、業務ボリュームとして定義します。

ロググループの場合は、ロググループに含まれるすべてのデータベーススペースが配置されているパーティションを、それぞれ個別に

業務ボリュームとして登録する必要があります。1つでも登録から漏れるとAdvancedCopy Managerは登録から漏れたデータベースス

ペースをバックアップすることができず、データベースのリカバリ時に表間のリレーションの整合性が保てなくなります。

Symfowareのデータベーススペースが設定されていないデバイスを、Symfoware用の業務ボリュームとして設定することはできません。

 

 注意

・ Symfoware用の業務ボリュームに割り当てられたRDBシステム名やデータベーススペース名、ロググループ名等を変更した場合

は、以下の手順で業務ボリュームとして登録しなおしてください。

1. 既に登録した業務ボリュームのバックアップ履歴情報を履歴情報削除コマンドですべて削除します。

2. 既に登録した業務ボリュームのバックアップポリシーをすべて削除します。

3. デバイス情報設定コマンドを使用して業務ボリュームの登録から削除します。

4. 再度、5.2.4.5 Storageサーバ配下のデバイス情報の取り込みを行います。

5. デバイス情報設定コマンドを使用して業務ボリュームとして登録しなおします。

・ ロググループに含まれる業務ボリュームを登録から削除する場合は、その業務ボリュームのバックアップポリシーおよびバックアッ

プ履歴情報をすべて削除してから、業務ボリュームの登録から削除してください。

 
バックアップボリュームの設定

10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を用いて、バックアップ先とするバックアップボリュームを設定してください。既にバッ

クアップボリュームを登録してある場合は、この操作は不要です。

バックアップ管理が必要とするバックアップボリュームの本数については、「5.2.4.5 Storageサーバ配下のデバイス情報の取り込み」を

参照してください。
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 注意

バックアップボリュームとして登録したパーティション(パーティション)の構成などを変更する場合は、構成を変更する前に一旦バック

アップボリュームの登録から削除し、構成変更後に再度5.1.4.5 Storageサーバ配下のデバイス情報の取り込みを行ってから、10.2.1.3
swstdevinfoset(デバイス情報設定コマンド)で登録する必要があります。

5.2.4.8 バックアップポリシーの設定

10.2.1.5 swstbkpolset(バックアップポリシー設定コマンド)を用いて、業務ボリュームまたはロググループにバックアップポリシーを設定し

ます。

ロググループに対して設定した場合、そのロググループに含まれるすべての業務ボリュームに対してバックアップポリシーが設定され

ます。

バックアップポリシーの詳細については、「5.2.2.4 バックアップポリシーの決定」を参照してください。

 

 注意

バックアップポリシーの設定時には、バックアップ運用に必要なバックアップボリュームが登録されている必要があります。バックアップ

運用に必要なバックアップボリューム数については、「5.2.2.5 バックアップボリュームの準備」を参照してください。

登録されているバックアップポリシーは、10.2.1.6 swstbkpoldisp(バックアップポリシー表示コマンド)で表示することができます。

登録されているロググループに新たにデータベーススペースを追加し、業務ボリュームとして設定した場合は、再度ロググループ単位

でバックアップポリシーの設定を行ってください。

5.2.4.9 デバイスマップファイルの準備

ロードシェア運用においてはロググループが使用するバックアップボリュームを明確に分けるため、デバイスマップファイルを必ず使用

して運用してください。

デバイスマップファイルは、バックアップを行うStorageサーバ上の任意の場所に作成します。このファイルをバックアップ実行時に指定

する事で、バックアップ先を意識した運用が可能となります。

 

 ポイント

複数世代管理を行う場合は、デバイスマップファイルを複数用意する必要があります。

また、バックアップもしくは同期処理の開始時に使用できるデバイスマップファイルは、以下のいずれかの条件を満たしている必要が

あります。

・ 未使用のバックアップボリュームを指定している

・ そのバックアップで削除される履歴で使用されているバックアップボリュームを指定している

そのため、バックアップボリュームを複数使用する運用の場合は、バックアップボリュームの状況に合わせてデバイスマップファイルを

使い分ける必要があります。

5.2.4.9.1 デバイスマップファイルの記述方法

デバイスマップファイルの記述例を以下に示します。

# コメント行は「#」ではじめます。

# 業務ボリューム名   出力先バックアップボリューム名

# Normal Disks

/dev/sdc1            /dev/sdv1

/dev/sdc2            /dev/sdv2

/dev/sdc3            /dev/sdv3

# LOG01/GRP1
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/dev/sdd1            /dev/sdz1

/dev/sdd2            /dev/sdz2

/dev/sdd3            /dev/sdz3

# LOG02/GRP2

/dev/sdg4            /dev/sdl4

/dev/sdg5            /dev/sdl5

:

:

デバイスマップファイル作成時の規則を以下に示します。

・ 1行に業務ボリューム名と対応する出力先バックアップボリューム名を記述します。業務ボリューム名と出力先バックアップボリュー

ム名の間を1個以上の「半角空白またはタブ文字」で区切ってください。また、行頭から業務ボリューム名の間、および、出力先バッ

クアップボリューム名の後ろから行末(改行記号)の間には1個以上の「半角空白またはタブ文字」が含まれていても構いません。

・ 空白行(「半角空白またはタブ文字」)がファイルに含まれていても構いません。

・ 記号「#」から行末まではコメントとみなされます。

・ 1つのデバイスマップファイルの中で1つの業務ディスクに対して出力先バックアップボリュームを複数指定することはできません。

このような場合は、最初に見つかった行の情報が有効になります。デバイスマップファイルからの読みこみ処理では、このような重

複行の検出は行いません。

・ デバイスマップファイルには、処理対象(Device-NameまたはLog-Group-Name)以外の業務ボリュームの記述があっても構いませ

ん。冒頭に示した記述例を参照してください。

・ ロググループに対して出力先バックアップボリュームを定義する場合は、単一ファイル内に全ての業務ボリュームに関する記述を

しなければなりません。複数ファイルに記述がまたがっていてはいけません。

5.2.4.10 バックアップ管理簿の配置(退避)
swstresback(資源バックアップコマンド)を使用して、各ロググループのバックアップ管理簿を「5.2.2.6 バックアップ管理簿／リカバリ制御

ファイルの配置ディレクトリの設計」で決定したディレクトリに配置(退避)します。

[コマンド実行例]

ロググループLG1のバックアップ管理簿を/acm/LG1に配置します。

# /opt/FJSVswsts/bin/swstresback /acm/LG1 -lg LG1/RDB1

swstresback completed

#

5.2.5 運用

Symfowareを使用した、ロードシェア運用時のバックアップ運用について説明します。

バックアップ運用を行う前に、「5.2.4 事前準備」を参照して、バックアップ運用に必要な環境設定を行ってください。

 

 注意

運用については、コマンドを使用して運用してください(GUIクライアントによる操作はできません)。

バックアップ管理簿とリカバリ制御ファイルの格納先ディレクトリを指定して実行できる機能は、コマンドのみのサポートになります。

AdvancedCopy Managerのバックアップの運用には、以下の2種類があります。

・ スナップショット型高速バックアップ運用

・ 同期型高速バックアップ運用
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 ポイント

運用状態により、AdvancedCopy Managerのバックアップ管理簿とリカバリ制御ファイルの取り扱いが異なります。

・ 通常運用時

バックアップ／リカバリで作成されたStorageサーバ内のバックアップ管理簿とリカバリ制御ファイルを使用して、バックアップ運用を

行います。

・ ノード縮退運用時

障害が発生したノードでは、他のノードにロググループが引き継がれ、バックアップ管理簿とリカバリ制御ファイルが参照できませ

ん。

このため、あらかじめファイルサーバなどにバックアップしておいた、バックアップ管理簿とリカバリ制御ファイルをロググループが引

き継がれたノード上にコピーして、コピーしたバックアップ管理簿とリカバリ制御ファイルを使用することで、バックアップ運用を行い

ます。

障害が発生していないノード上にあったロググループについては、通常運用時と同様にバックアップ／リカバリで作成されたStorage
サーバ内のバックアップ管理簿とリカバリ制御ファイルを使用して、バックアップ運用を行います。

コピーしたバックアップ管理簿とリカバリ制御ファイルの格納先ディレクトリを指定して実行できる機能（コマンド）は以下の通りです。

表5.15 環境定義系コマンド

コマンド名 実行可否 備考

10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド) ×

10.2.1.2 swstsvrdisp(Storageサーバ構成情報表示コマンド) ○

10.2.1.3 swstdevinfoset(デバイス情報設定コマンド) ×

10.2.1.4 swstdevdisp(デバイス使用状況表示コマンド) ○

10.2.1.5 swstbkpolset(バックアップポリシー設定コマンド) ×

10.2.1.6 swstbkpoldisp(バックアップポリシー表示コマンド) ○

10.2.1.7 swstbkpoldel(バックアップポリシー削除コマンド) ×

表5.16 運用系コマンド

コマンド名 実行可否 備考

10.2.2.1 swstbackup(バックアップ実行コマンド) ○

10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド) ○

10.2.2.3 swstrestore(リストア実行コマンド) ○

10.2.2.4 swstcancelrest(リストアキャンセルコマンド) ○

10.2.2.5 swstreststat(リストア実行状況表示コマンド) ○

10.2.2.6 swsthistdisp(履歴情報表示コマンド) ○

10.2.2.7 swsthistdel(履歴情報削除コマンド) ○

10.2.2.8 swststartsync(バックアップ同期処理開始コマンド) ○

10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマンド) ○

10.2.2.11 swstexecstat(実行状態表示コマンド) ○

10.2.2.12 swstcanceltrk(トラッキングキャンセルコマンド) ○

10.2.2.13 swsttrkstat(トラッキング実行状況表示コマンド) ○

表5.17 保守系コマンド

コマンド名 実行可否 備考

10.2.3.1 swstsrsemtch(資源整合コマンド) △ -xオプションは使用不可
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コマンド名 実行可否 備考

10.2.3.2 swstresback(資源バックアップコマンド) ○

10.2.3.3 swstresrst(資源リストアコマンド) ×

○：実行可能（-altdirオプションがサポートされている）

△：一部使用不可（-altdirオプションがサポートされているが、一部オプションとの組み合わせが未サポート）

×：使用不可（-altdirオプションがサポートされていない）

5.2.5.1 通常運用時

各ノードにAdvancedCopy Managerのエージェントをインストールして、ロググループ単位でバックアップ／リカバリを行います。バックアップ

／リカバリの実行後は、バックアップ管理簿とリカバリ制御ファイルをバックアップします。

図5.9 通常運用時のバックアップ／リカバリの関連図

 

 ポイント

バックアップしたバックアップ管理簿とリカバリ制御ファイルは、ノード縮退運用においてバックアップを採取したStorageサーバとは別の

サーバでバックアップ／リカバリ運用を行う場合に必要となる資源です。

ノード縮退運用(障害発生時のノード)では参照することができなくなるので、Storageサーバとは異なる場所(ファイルサーバなど)に二

次退避してください。なお、二次退避する場合は、第三者による破壊から守るため管理者がOS機能を利用して適切なアクセス権限を

設定することで、不正なアクセスから資源を保護してください。
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5.2.5.1.1 バックアップの実行

以下に1つのロググループに着目した場合のバックアップの流れを記載します。

1. ロググループ(DB)をバックアップします。

2. バックアップ／リカバリの情報を管理している資源(バックアップ管理簿とリカバリ制御ファイル)をバックアップします。

3. バックアップに使用したバックアップ管理簿とリカバリ制御ファイルを、ノードの障害に備えて、Storageサーバとは異なる場所(ファ

イルサーバなど)に二次退避します。

図5.10 1つのロググループに着目した場合のバックアップの流れ

 
スナップショット型高速バックアップの実行

Symfowareのスナップショット型高速バックアップは、業務ボリュームまたはロググループを指定して、10.2.2.1 swstbackup(バックアップ

実行コマンド)で行います。ロググループ指定によるバックアップを行う場合、そのロググループに含まれる業務ボリュームすべてを一

度にバックアップします。

次に挙げる方法でバックアップを行うことができます。

表5.18 スナップショット型高速バックアップの種類

バックアップ方法 説明

通常ダンプ アーカイブログ運用中(通常運用中)のデータベースをバックアップします。

参照ダンプ 長期保存等の目的のためにアーカイブログ運用から切り離されたデータベースをバッ

クアップします。
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注）参照ダンプでバックアップする場合、Symfowareの“rdbrtr”コマンドを用いて、バックアップする業務ボリューム内の全DSI(実表に

対してその格納構造を表現するもの)に更新抑止を設定(データ書き込み不可状態)する必要があります。

なお、ロードシェア運用時のバックアップでは、コマンドの実行時に以下のパラメーターを指定する必要があります。

指定するディレクトリは、変更がなければ、「5.2.4.10 バックアップ管理簿の配置(退避)」で配置したディレクトリになります。

表5.19 コマンドの実行時に指定が必要なパラメタ

No パラメーター 指定方法

1 バックアップ管理簿、リカバリ制御ファイルの配置ディレクトリ -altdirオプションで指定

2 コマンド実行ノードのRDBシステム名 -rdbnameオプションで指定

[コマンド実行例]

# /opt/FJSVswsts/bin/swstbackup -n LG1/RDB1 -Xdevmap /acm/devmap.txt -altdir /acm/LG1 -rdbname RDB1

LG1/RDB1 swstbackup completed

#

＜補足＞ACMコマンドに指定する2つのRDBシステム名について

・ ACMコマンドのオペランドには、ロググループの初期配置時（＝「デバイス情報の取り込み」実施時）のRDBシステム名(上の実行

例ではRDB1)を指定します。

・ 一方、-rdbnameオプションのオペランドには、コマンド投入対象ノードで稼働しているRDBシステム名（上の実行例ではRDB1）を
指定します。

また、バックアップの実行後は、バックアップ管理簿とリカバリ制御ファイルをバックアップしてください。

[コマンド実行例]

# /opt/FJSVswsts/bin/swstresback /acm-bk/LG1 -lg LG1/RDB1 -altdir /acm/LG1

swstresback completed

#

退避したバックアップ管理簿とリカバリ制御ファイルは、ノード縮退運用においてバックアップを採取したStorageサーバとは別のサーバ

でバックアップ／リカバリ運用を行う場合に必要となる資源です。Storageサーバとは異なる場所(ファイルサーバなど)に二次退避してく

ださい。なお、二次退避する場合は、第三者による破壊から守るため管理者がOS機能を利用して適切なアクセス権限を設定すること

で、不正なアクセスから資源を保護してください。

 

 注意

ロググループに含まれる業務ボリュームを個別にバックアップする場合は、参照ダンプは指定できません。

 
同期型高速バックアップの実行

Symfowareの同期型高速バックアップは、以下の手順で行います。

1. 10.2.2.8 swststartsync(バックアップ同期処理開始コマンド)を用いて、業務ボリュームまたはロググループを指定し、バックアップ

同期処理を開始します。ロググループを指定した場合、そのロググループに含まれる業務ボリュームすべてに対してバックアッ

プ同期処理を実行します。

開始したバックアップ同期処理のキャンセルは、10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマンド)で行います。

2. 10.2.2.10 swstsyncstat(バックアップ同期処理実行状況表示コマンド)で、バックアップ同期処理中のバックアップボリュームが等

価性維持状態にあることを確認します。ロググループを指定してバックアップ同期処理を行っている場合は、ロググループに含

まれるすべての業務ボリュームのバックアップボリュームが、等価性維持状態にあることを確認します。
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3. 業務ボリュームまたはロググループを指定し、10.2.2.1 swstbackup(バックアップ実行コマンド)を実行してバックアップを採取しま

す。10.2.2.1 swstbackup(バックアップ実行コマンド)では、次に挙げる方法でバックアップを行うことができます。バックアップ実行

コマンドを実行すると、その時点の状態がバックアップ履歴情報に登録され、バックアップ同期処理は停止されます。

表5.20 同期型高速バックアップの種類

バックアップ方法 説明

通常ダンプ アーカイブログ運用中(通常運用中)のデータベースをバックアップします。

参照ダンプ 長期保存等の目的のためにアーカイブログ運用から切り離されたデータベースを

バックアップします。

注）参照ダンプでバックアップする場合、Symfowareの“rdbrtr”コマンドを用いて、バックアップする業務ボリューム内の全DSI(実表に

対してその格納構造を表現するもの)に更新抑止を設定(データ書き込み不可状態)する必要があります。

なお、ロードシェア運用時のバックアップでは、コマンドの実行時に以下のパラメーターを指定する必要があります。

指定するディレクトリは、変更がなければ、「5.2.4.10 バックアップ管理簿の配置(退避)」で配置したディレクトリになります。

表5.21 コマンドの実行時に指定が必要なパラメーター

No パラメーター 指定方法

1 バックアップ管理簿、リカバリ制御ファイルの配置ディレクトリ -altdirオプションで指定

2 コマンド実行ノードのRDBシステム名 -rdbnameオプションで指定

[コマンド実行例]

# /opt/FJSVswsts/bin/swstbackup -n -suspend LG1/RDB1 -altdir /acm/LG1 -rdbname RDB1

LG1/RDB1 swstbackup completed

#

＜補足＞ACMコマンドに指定する2つのRDBシステム名について

・ ACMコマンドのオペランドには、ロググループの初期配置時（＝「デバイス情報の取り込み」実施時）のRDBシステム名(上の実行

例ではRDB1)を指定します。

・ 一方、-rdbnameオプションのオペランドには、コマンド投入対象ノードで稼働しているRDBシステム名（上の実行例ではRDB1）を
指定します。

また、バックアップの実行後は、バックアップ管理簿とリカバリ制御ファイルをバックアップしてください。

[コマンド実行例]

# /opt/FJSVswsts/bin/swstresback /acm-bk/LG1 -lg LG1/RDB1 -altdir /acm/LG1

swstresback completed

#

退避したバックアップ管理簿とリカバリ制御ファイルは、ノード縮退運用においてバックアップを採取したStorageサーバとは別のサーバ

でバックアップ／リカバリ運用を行う場合に必要となる資源です。Storageサーバとは異なる場所(ファイルサーバなど)に二次退避してく

ださい。なお、二次退避する場合は、第三者による破壊から守るため管理者がOS機能を利用して適切なアクセス権限を設定すること

で、不正なアクセスから資源を保護してください。

 

 注意

業務ボリュームとバックアップボリュームが等価状態になる前にバックアップ実行コマンドを実行すると、バックアップ実行コマンドはエ

ラーとなります。
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 ポイント

同期型高速バックアップでは、同期処理を停止または一時停止(サスペンド)することによりバックアップが作成されます。10.2.2.1
swstbackup(バックアップ実行コマンド)をサスペンド指定で実施すると、Suspend/Resume機能により、同期処理を一時停止(サスペンド)
してバックアップを行います。Suspend/Resume機能については、「第6章 Suspend/Resume機能によるバックアップ運用」を参照してくだ

さい。

5.2.5.1.2 リカバリの実行

以下に1つのロググループに着目した場合のリカバリの流れを記載します。

1. ロググループ(DB)をリカバリします。

2. バックアップ／リカバリの情報を管理している資源(バックアップ管理簿とリカバリ制御ファイル)をバックアップします。

3. リカバリに使用したバックアップ管理簿とリカバリ制御ファイルを、ノードの障害に備えて、Storageサーバとは異なる場所(ファイル

サーバなど)に二次退避します。

図5.11 1つのロググループに着目した場合のリカバリの流れ

スナップショット型高速バックアップおよび同期型高速バックアップで退避したデータの復元には、10.2.2.3 swstrestore(リストア実行コ

マンド)を用います。

Symfowareのリカバリは、業務ボリュームまたはロググループを指定して、10.2.2.1 swstbackup(バックアップ実行コマンド)でバックアップ

された履歴管理されているバックアップボリュームから、10.2.2.3 swstrestore(リストア実行コマンド)を用いて行います。

なお、ロードシェア運用時のリカバリでは、コマンドの実行時に以下のパラメーターを指定する必要があります。

指定するディレクトリは、変更がなければ、「5.2.4.10 バックアップ管理簿の配置(退避)」で配置したディレクトリになります。
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表5.22 コマンドの実行時に指定が必要なパラメーター

No パラメーター 指定方法

1 バックアップ管理簿、リカバリ制御ファイルの配置ディレクトリ -altdirオプションで指定

2 コマンド実行ノードのRDBシステム名 -rdbnameオプションで指定

また、リカバリの実行後は、バックアップ管理簿とリカバリ制御ファイルをバックアップしてください。

[コマンド実行例]

# /opt/FJSVswsts/bin/swstrestore -n LG1/RDB1 -altdir /acm/LG1 -rdbname RDB1

LG1/RDB1 swstrestore completed

# /opt/FJSVswsts/bin/swstresback /acm-bk/LG1 -lg LG1/RDB1 -altdir /acm/LG1

swstresback completed

#

退避したバックアップ管理簿とリカバリ制御ファイルは、ノード縮退運用においてバックアップを採取したStorageサーバとは別のサーバ

でバックアップ／リカバリ運用を行う場合に必要となる資源です。バックアップ時と同様にStorageサーバとは異なる場所(ファイルサー

バなど)に二次退避してください。

※リカバリ時にバックアップ管理簿のリストア履歴情報が更新されるため、バックアップ管理簿のバックアップが必要となります。なお、リ

カバリにより、リカバリ制御ファイルの内容が変更されることはありません。

また、業務ボリュームがSDXオブジェクトであり、かつ、論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)を使用

している場合は、swstrestore(リストア実行コマンド)の実行後に以下のGDSコマンドを実行してリストア対象業務ボリュームを全ノードで

オンライン状態にしてください。

/usr/sbin/sdxvolume -N -c <クラス名> -v <ボリューム名> -e allnodes

 

 注意

ロググループを指定してリカバリを行う場合、ロググループに含まれる業務ボリュームを一度にリカバリします。

また、“-bundle”オプションを使用して同一ロググループの複数の業務ボリュームを一括してリカバリすることも可能です。これを、バンド

ル・リカバリと呼びます。

RAIDグループ内に複数のデータベーススペースが配置されている場合、これらのデータベーススペースを一括してリカバリすることに

より、ログ適用にかかる時間が短縮され、リカバリ時間が短縮されます。

リカバリは、次に挙げる方法で実行することができます。

・ 最新状態への復旧

・ リカバリ終了点を指定した特定時点への復旧

・ バックアップ時点への復旧

リカバリするデータのバックアップした方法(通常ダンプ／参照ダンプ)によって、指定できるリカバリ方法が異なります。次に示すような

組み合わせで指定することができます。

表5.23 バックアップ方法とリカバリ方法の組み合わせ

バックアップ単位 バックアップ方法 リカバリ単位

リカバリ方法

最新状態へ

の復旧

リカバリ終了点を

指定した特定時

点への復旧 *1

バックアップ時点

への復旧

業務ボリューム 通常ダンプ ロググループ ○ ○ ○

同一ロググループの複数

の業務ボリューム
○ ○ ○

業務ボリューム ○ × ×
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バックアップ単位 バックアップ方法 リカバリ単位

リカバリ方法

最新状態へ

の復旧

リカバリ終了点を

指定した特定時

点への復旧 *1

バックアップ時点

への復旧

ロググループ 通常ダンプ ロググループ ○ ○ ○

同一ロググループの複数

の業務ボリューム
○ ○ ○

業務ボリューム ○ × ×

参照ダンプ ロググループ ○ × ○

同一ロググループの複数

の業務ボリューム
○ × ○

業務ボリューム ○ × ×

○:可能 ×:不可能

*1:リカバリポイントについては、Symfoware Serverのマニュアルを参照してください。リカバリポイントはデータベースのリカバリ時まで覚

えておく必要があります。

 

 注意

・ すべての方法において、リカバリ対象となるデータベーススペースがアクセス禁止状態になっている必要があります。アクセス禁止

状態にするには、Symfowareが提供するコマンドの“rdbinh”コマンドまたは“rdbexspc”コマンドを用いて行います。コマンドの詳細

については、『Symfoware Server RDB運用ガイド』を参照してください。

・ ロググループに含まれる業務ボリュームを個別にリカバリする場合は、最新状態へ復旧するリカバリ方法のみ行うことができます。

この場合、ロググループ内の表間のリレーションはデータベースの管理者の責任で整合させる必要があります。

・ “最新状態への復旧”、“特定時点への復旧”を行う場合、アーカイブログファイルが外部媒体に保管されていれば、リカバリ時に

必要なアーカイブログ退避ファイル名を列挙したファイルを、リカバリを行う業務ボリュームが存在するStorageサーバに作成してお

き、リカバリ時に指定する必要があります。このファイルの記述方法については、『Symfoware Server RDB運用ガイド』を参照してく

ださい。

・ 10.2.2.3 swstrestore(リストア実行コマンド)で実行したリカバリが、作業ディレクトリの空き容量不足で失敗した場合、“-w”オプション

を使用して、一時的に別のディレクトリを作業ディレクトリとして再実行することにより、リカバリが可能になります。“-w”オプションの

詳細については、「10.2.2.3 swstrestore(リストア実行コマンド)」を参照してください。

・ “リカバリ終了点を指定した特定時点への復旧”もしくは“バックアップ時点への復旧”を行う場合、Symfowareの管理情報を復旧す

る処理が行われます。この処理はリカバリの実行処理の一部として実施されるため、コマンドの処理に時間がかかります。

・ データベーススペース単位にバックアップを実施した場合、ロググループ単位リカバリまたはバンドル・リカバリでは、世代指定に相

対世代番号を指定するようにしてください。これは、以下の例のようにデータベーススペース単位にバックアップを実施した場合、

特定の業務ボリューム(データベーススペース)の履歴が更新されるため、相対世代番号に対する絶対世代番号がそろわない状態

が発生するからです。

(例)ロググループ(LG1/RDB1)にデータベーススペース1(DB1.DBSP1)とデータベーススペース2(DB1.DBSP2)が存在する場合

1日目:データベーススペース1(DB1.DBSP1)をバックアップ

# /opt/FJSVswsts/bin/swstbackup /dev/sdd1 -Xdevmap /acm/devmap.txt -altdir /acm/LG1 -rdbname RDB1

/dev/sdd1 swstbackup completed

2日目:データベーススペース1(DB1.DBSP1)とデータベーススペース2(DB1.DBSP2)を個別にバックアップ

# /opt/FJSVswsts/bin/swstbackup /dev/sdd1 -Xdevmap /acm/devmap.txt -altdir /acm/LG1 -rdbname RDB1

/dev/sdd1 swstbackup completed
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# /opt/FJSVswsts/bin/swstbackup /dev/sdd2 -Xdevmap /acm/devmap.txt -altdir /acm/LG1 -rdbname RDB1

/dev/sdd2 swstbackup completed

履歴情報の表示

# /opt/FJSVswsts/bin/swsthistdisp -n LG1/RDB1 -altdir /acm/LG1

Server=SV01 Device=/dev/sdd1 Mount-Point=DB1.DBSP1/LG1/RDB1 (SymfoWARE)

Generation Version   Backup-Date        Backup-Device       Status    Execute  ArcSerial

   1          2      2002/12/12 22:00   /dev/sdz1           succeeded   ----       5

   2          1      2002/12/11 22:00   /dev/sdy1           succeeded   ----       5

Server=SV01 Device=/dev/sdd2 Mount-Point=DB1.DBSP2/LG1/RDB1 (SymfoWARE)

Generation  Version  Backup-Date        Backup-Device       Status    Execute  ArcSerial

   1          1      2002/12/12 23:00   /dev/sdz2           succeeded   ----       5

以上のような履歴を使用したロググループ単位リカバリまたはバンドル・リカバリでは、指定するオプションによって使用されるバックアッ

プデータが異なります。上記の場合、相対世代番号を指定した方が両データベーススペースとも2日目のバックアップデータが使用さ

れるため、リカバリ後のデータベースの整合性を保つことができます。

表5.24 指定オプションとリカバリに使用されるバックアップデータ

世代番号の種類
指定

オプション

リカバリに使用されるバックアップデータ

DB1.DBSP1

(/dev/sdd1)

DB1.DBSP2

(/dev/sdd2)

相対世代番号 -g 1
2日目のバックアップデータ

(/dev/sdz1) 2日目のバックアップデータ

(/dev/sdz2)
絶対世代番号 -v 1

1日目のバックアップデータ

(/dev/sdy1)

 

 注意

ロググループ単位にバックアップを実施した場合、データベーススペース単位バックアップや履歴の削除で絶対世代番号がそろって

いない状態でも、ロググループ単位バックアップの絶対世代番号はそろいます。これは、以下の例のように絶対世代番号が小さい業

務ボリューム(データベーススペース)の番号が、絶対世代番号が大きい業務ボリューム(データベーススペース)の番号に合わせられる

からです。よって、絶対世代番号が小さい業務ボリューム(データベーススペース)では、途中の絶対世代番号が抜けた状態になりま

す。

(例)ロググループ(LG1/RDB1)にデータベーススペース1(DB1.DBSP1)とデータベーススペース2(DB1.DBSP2)が存在する場合

1日目:データベーススペース1(DB1.DBSP1)をバックアップ

# /opt/FJSVswsts/bin/swstbackup /dev/sdd1 -Xdevmap /acm/devmap.txt -altdir /acm/LG1 -rdbname RDB1

/dev/sdd1 swstbackup completed

2日目:データベーススペース1(DB1.DBSP1)とデータベーススペース2(DB1.DBSP2)をロググループ単位でバックアップ

# /opt/FJSVswsts/bin/swstbackup -n LG1/RDB1 -Xdevmap /acm/devmap.txt -altdir /acm/LG1 -rdbname RDB1

LG1/RDB1 swstbackup completed

履歴情報の表示

# /opt/FJSVswsts/bin/swsthistdisp -n LG1/RDB1 -altdir /acm/LG1

Server=SV01 Device=/dev/sdd1 Mount-Point=DB1.DBSP1/LG1/RDB1 (SymfoWARE)

Generation Version   Backup-Date        Backup-Device       Status    Execute  ArcSerial

   1          2      2002/12/12 22:00   /dev/sdz1           succeeded   ----       5

   2          1      2002/12/11 22:00   /dev/sdy1           succeeded   ----       5
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Server=SV01 Device=/dev/sdd2 Mount-Point=DB1.DBSP2/LG1/RDB1 (SymfoWARE)

Generation  Version  Backup-Date        Backup-Device       Status    Execute  ArcSerial

   1          2      2002/12/12 22:00   /dev/sdz2           succeeded   ----       5

以上のような履歴を使用したロググループ単位リカバリまたはバンドル・リカバリでは、相対世代番号に対する絶対世代番号がそろっ

ているため、どちらの世代指定でも使用されるバックアップデータに違いはありません。

表5.25 指定オプションとリカバリに使用されるバックアップデータ

世代番号の種類
指定

オプション

リカバリに使用されるバックアップデータ

DB1.DBSP1

(/dev/sdd1)

DB1.DBSP2

(/dev/sdd2)

相対世代番号 -g 1 2日目のバックアップデータ

(/dev/sdz1)

2日目のバックアップデータ

(/dev/sdz2)絶対世代番号 -v 2

ただし、“-v 1”を指定した場合は、データベーススペース2(DB1.DBSP2)のバックアップデータが存在しないため、リストアコマンドはエ

ラーになります。

 

 ポイント

バンドル・リカバリはGUIクライアントによる操作はできません。

 

 ポイント

バンドル・リカバリを実行するには、あらかじめ「デバイスリストファイル」という一括してリカバリしたい業務ボリュームを列挙したファイル

を作成しておく必要があります。デバイスリストファイルの詳細については、「5.2.5.1.3 デバイスリストファイルの記述方法」を参照してく

ださい。

5.2.5.1.3 デバイスリストファイルの記述方法

デバイスリストファイルは、リカバリを行うStorageサーバ上の任意の場所に作成します。このファイルをリカバリ実行時に指定することで、

複数の業務ボリュームを一括してリカバリすることができます。

デバイスリストファイルの記述例を以下に示します。

# コメント行は「#」ではじめます。

# LOG01/GRP1

/dev/sdd1    # この部分にもコメントを記述することができます。

/dev/sdd2

/dev/sdd3

/dev/sdd4

/dev/sdd5

:

:

デバイスリストファイル作成時の規則を以下に示します。

・ 1行に業務ボリューム名を1つ記述します。行頭から業務ボリューム名の間、および、業務ボリューム名の後ろから行末(改行記号)
の間には1個以上の「半角空白またはタブ文字」が含まれていても構いません。

・ 空白行(「半角空白またはタブ文字」)がファイルに含まれていても構いません。

・ 記号「#」から行末まではコメントとみなされます。
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 注意

リストア実行コマンドで-bundleオプションが指定された場合、デバイスリストファイルに記述された業務ボリューム全てがリストアの対象

となります。以下の場合、リストア処理はエラーとなります。

・ 業務ボリュームに関する記述が1件もなかったとき。

・ 業務ボリュームに関する記述は存在するが、記述形式に誤りがあったとき。

・ 業務ボリュームがSymfowareのボリュームでなかったとき。

・ 業務ボリュームが複数のロググループにまたがっていたとき。

・ 業務ボリュームに関する記述行以外に不正行が存在したとき。

・ 以下の例のように、1つの業務ボリュームを複数指定したとき。

# 1業務ボリュームが複数ある例

/dev/sdd2

/dev/sdd2

:

:

5.2.5.2 ノード縮退運用時

障害発生時は、Symfowareのロググループが別のノードに引き継がれます。

このため、ファイルサーバなどにバックアップしておいた、障害が発生したノードに対応するAdvancedCopy Managerのバックアップ管

理簿とリカバリ制御ファイルをロググループが引き継がれたノード上にコピーします。

コピーした、バックアップ管理簿とリカバリ制御ファイルを使用することで、通常運用時と同様に引き継がれたロググループのバックアップ

／リカバリが可能となります。
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図5.12 ノード縮退運用時のバックアップ／リカバリの関連図

 

 注意

Symfowareを使用したロードシェア運用のノード縮退時には、運用環境の変更はできません。

5.2.5.2.1 バックアップの実行

以下に障害が発生したノードの1つのロググループに着目した場合のバックアップの流れを記載します。

1. ファイルサーバなどに退避されているバックアップ管理簿とリカバリ制御ファイルをロググループが引き継がれたノードにコピーし

ます。

2. バックアップ管理簿とリカバリ制御ファイルがコピーされた配置ディレクトリを指定してバックアップを実行します。

3. ロググループ(DB)をバックアップします。

4. バックアップ／リカバリの情報を管理している資源(バックアップ管理簿とリカバリ制御ファイル)をバックアップします。

5. バックアップに使用したバックアップ管理簿とリカバリ制御ファイルを、ノードの障害に備えて、Storageサーバとは異なる場所(ファ

イルサーバなど)に二次退避します。
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図5.13 障害が発生したノードの1つのロググループに着目した場合のバックアップの流れ

ロググループの引継ぎ先のStorageサーバでバックアップ／リカバリを行う手順は以下の通りです。

1. バックアップ管理簿とリカバリ制御ファイルの最新の退避データを「5.2.2.6 バックアップ管理簿／リカバリ制御ファイルの配置ディ

レクトリの設計」で決定したディレクトリに配置します。

2. 上記の配置ディレクトリを-altdirオプションに指定してコマンドを実行します。

バックアップの実行方法は-rdbnameオプションの指定パラメーターが異なることを除いては通常運用時と同じです。

[コマンド実行例]

# /opt/FJSVswsts/bin/swstbackup -n LG1/RDB1 -Xdevmap /acm/devmap.txt -altdir /acm/LG1 -rdbname RDB2

LG1/RDB1 swstbackup completed

#

バックアップの実行後は、通常運用時と同様にバックアップ管理簿とリカバリ制御ファイルをバックアップしてください。

[コマンド実行例]

# /opt/FJSVswsts/bin/swstresback /acm-bk/LG1 -lg LG1/RDB1 -altdir /acm/LG1

swstresback completed

#

5.2.5.2.2 リカバリの実行

以下に障害が発生したノードの1つのロググループに着目した場合のリカバリの流れを記載します。
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1. ファイルサーバなどに退避されているバックアップ管理簿とリカバリ制御ファイルをロググループが引き継がれたノードにコピーし

ます。

2. バックアップ管理簿とリカバリ制御ファイルがコピーされた配置ディレクトリを指定してリカバリを実行します。

3. ロググループ(DB)をリカバリします。

4. バックアップ／リカバリの情報を管理している資源(バックアップ管理簿とリカバリ制御ファイル)をバックアップします。

5. リカバリに使用したバックアップ管理簿とリカバリ制御ファイルを、ノードの障害に備えて、Storageサーバとは異なる場所(ファイル

サーバなど)に二次退避します。

図5.14 障害が発生したノードの1つのロググループに着目した場合のリカバリの流れ

リカバリの実行方法も、-rdbnameオプションの指定パラメーターが異なることを除いては通常運用時と同じです。

また、リカバリの実行後は、通常運用時と同様にバックアップ管理簿とリカバリ制御ファイルをバックアップしてください。

[コマンド実行例]

# /opt/FJSVswsts/bin/swstrestore -n LG1/RDB1 -altdir /acm/LG1 -rdbname RDB2

LG1/RDB1 swstrestore completed

# /opt/FJSVswsts/bin/swstresback /acm-bk/LG1 -lg LG1/RDB1 -altdir /acm/LG1

swstresback completed

#

また、業務ボリュームがSDXオブジェクトであり、かつ、論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)を使用

している場合は、通常運用時と同様にswstrestore(リストア実行コマンド)の実行後にリストア対象業務ボリュームを全ノードでオンライン

状態にしてください。
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5.2.5.2.3 ノード縮退運用からの切り戻し

ノード縮退運用から切り戻す場合は、バックアップ管理簿とリカバリ制御ファイルの最新の退避データを引継ぎ元Storageサーバ(初期

配置ノード)の「5.2.2.6 バックアップ管理簿／リカバリ制御ファイルの配置ディレクトリの設計」で決定したディレクトリにリストアしてくださ

い。リストア後の運用手順は「5.2.5.2 ノード縮退運用時」と同じになります。

5.2.5.3 バックアップ履歴の管理

10.2.2.1 swstbackup(バックアップ実行コマンド)で行ったバックアップの履歴情報を、表示／削除することができます。

5.2.5.3.1 バックアップ履歴の表示

10.2.2.1 swstbackup(バックアップ実行コマンド)で行ったバックアップの履歴情報については、10.2.2.6 swsthistdisp(履歴情報表示コマ

ンド)を用いて確認することができます。

5.2.5.3.2 バックアップ履歴の削除

10.2.2.1 swstbackup(バックアップ実行コマンド)で行ったバックアップの履歴情報については、10.2.2.7 swsthistdel(履歴情報削除コマ

ンド)を用いて削除することができます。

5.2.6 バックアップ管理簿とリカバリ制御ファイルの二次退避データの管理

5.2.6.1 保存期間

バックアップ管理簿、リカバリ制御ファイルを二次退避した場合は、以前の二次退避データは破棄してください(保存の必要があるのは

最新の二次退避データのみです)。

5.2.6.2 命名規約

リカバリ作業を円滑に行うため、二次退避データは、どのロググループの退避データであるか容易に判断できるような名前をつけて管

理してください。

[例] 退避データをtarコマンドでアーカイブして二次退避する場合、ファイル名を「<ロググループ名>.tar」とする

5.2.7 設定情報の変更または資源整合コマンド（-xオプション指定）の実施方法

各種設定情報(Storageサーバ構成情報、デバイス情報、バックアップポリシー)の変更、または、資源整合コマンド(-xオプション指定)
は以下の手順で実施してください。

1. ロググループを移動元ノード(初期配置ノード)に移動します。

2. 移動元Storageサーバのバックアップ管理簿とリカバリ制御ファイルをStorageサーバ単位でバックアップします。

[実行例]

Storageサーバ単位でバックアップ管理簿とリカバリ制御ファイルをバックアップする場合は資源バックアップコマンドに退避先ディ

レクトリ名のみを指定します(-lgオプションは不要です)。

# /opt/FJSVswsts/bin/swstresback /ACM-1/backdir

swstresback completed

#

3. 最新のバックアップ管理簿、リカバリ制御ファイルをロググループ単位でリストアします。対象ロググループが複数存在する場合

は、対象ロググループ全てに対して、リストア処理を行ってください。

[実行例]

ロググループ単位でバックアップ管理簿とリカバリ制御ファイルをリストアする場合は資源リストアコマンドに-lgオプションを指定し

ます。

# /opt/FJSVswsts/bin/swstresrst /acm-bk/LG1 -lg LG1/RDB1

swstresrst completed
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# /opt/FJSVswsts/bin/swstresrst /acm-bk/LG2 -lg LG2/RDB1

swstresrst completed

#

4. 3の処理が全て正常に完了した場合は、2で採取した退避データは不要ですので、破棄してください。3の処理が不測の事態(作
業中のシステムダウン等)で失敗した場合は、2で採取した退避データをリストアした後、3の作業を再実施してください。

[実行例]

Storageサーバ単位でバックアップ管理簿とリカバリ制御ファイルをリストアする場合は資源リストアコマンドに退避先ディレクトリ名

のみを指定します(-lgオプションは不要です)。

# /opt/FJSVswsts/bin/swstresrst /ACM-1/backdir

swstresrst completed

#

5. 設定情報の変更、または、資源整合コマンド(-xオプション指定)を実施します。

6. 「5.2.4.10 バックアップ管理簿の配置(退避)」を再度実施します。

5.2.8 運用の停止

バックアップ運用を停止する場合、Storageサーバ上のデーモンを停止します。通常、システムの停止時に自動的に停止します。何ら

かの理由でデーモンを停止したい場合は、個別に停止させる事も可能です。詳細については、「第2章 デーモンの起動と停止」を参

照してください。

 

 注意

・ デーモンを停止すると、Storageサーバ上で動作しているAdvancedCopy Managerのすべての機能が停止します。

・ Storage管理サーバのデーモンを停止する場合、管理しているすべてのStorageサーバの運用が停止している事を確認後、Storage
管理サーバのデーモンを停止してください。

5.2.9 データベーススペースをSDXオブジェクトに配置した場合の運用

AdvancedCopy Managerは、SDXオブジェクト上に配置されたSymfowareデータベーススペースをバックアップすることができます。

運用の詳細については、「4.8 SDXオブジェクトの運用」を参照してください。

 

 注意

SDXオブジェクト上にSymfowareデータベーススペースを配置し、論理ボリューム単位でバックアップ運用する場合は、以下の注意点

があります。

・ ロググループ単位の運用を行う場合は、ロググループに属するSymfowareのデータベーススペースを全てSDXオブジェクト上に作

成する必要があります。そうでない場合は、データベーススペース単位の運用のみ可能となります。

・ ルートクラスに配置されたSymfowareデータベーススペースは、バックアップ運用できません。ローカルクラスまたは共用クラスに

データベーススペースを配置してください。
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第6章 Suspend/Resume機能によるバックアップ運用

本章では、Suspend/Resume機能によるバックアップ運用について説明します。

6.1 概要

Suspend/Resume機能とは、ECによる等価性維持状態を一時中断(Suspend)／再開(Resume)する機能です。当機能を使用し、一時中

断状態からの差分コピーを行うことによって、より高速な同期型バックアップ運用が可能です。

AdvancedCopy Managerのバックアップ機能は、スナップショット型高速バックアップと同期型高速バックアップの2つの方式があります。

スナップショット型高速バックアップでは、OPCを利用し、同期型高速バックアップではECを利用してバックアップを行います。Suspend/
Resume機能は、ECを利用する同期型高速バックアップの一つです。

通常の同期型高速バックアップでは、同期処理開始コマンドでECによるコピーを開始し、コピー完了後に等価状態を保持します。そ

の後、バックアップ実行コマンドを実行してECを解除することでバックアップを行います。

Suspend/Resume機能を使用した同期型高速バックアップでは、サスペンド指定をしてバックアップ実行コマンドを実行すると、ECを一

時停止してバックアップ完了となりますが、ECセションは保持されます。次回の同期処理開始コマンドによるEC再開時は、一時停止以

降に更新されたデータのみをコピーするので、バックアップ準備時間の短縮を図ることが可能となります。

通常の同期型高速バックアップとSuspend/Resume機能を使用した同期型高速バックアップの比較を以下に示します。
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図6.1 通常の同期型高速バックアップとSuspend/Resume機能を使用した同期型高速バックアップの比較

6.2 バックアップ運用の設計

Suspend/Resume機能を使用して、同期型高速バックアップ運用を行うには、バックアップ管理の4.2 運用設計の内容に加え、以下の

点に留意してバックアップ運用の設計を行ってください。
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業務ボリューム

業務で使用しているバックアップ元デバイスを業務ボリュームとして登録します。

 
バックアップボリューム

業務ボリュームのデータを退避するバックアップ先デバイスをバックアップボリュームとして登録します。

サスペンド指定のバックアップを実行した場合、業務ボリュームとバックアップボリューム間のECセションがサスペンド状態となって保持

されます。サスペンド中はバックアップボリュームを他の業務ボリュームのバックアップ先として使用できません。

 

 ポイント

Suspend/Resume機能を使用してバックアップ運用を行う場合は、各業務ボリュームに対して、保存世代数＋1本のバックアップボリュー

ムが必要です。

6.3 運用の流れ

Suspend/Resume機能を使用した一連のバックアップ運用の流れを以下に示します。

図6.2 Suspend/Resume機能を使用したバックアップ運用の流れ

6.4 事前準備

Suspend/Resume機能を使用したバックアップ運用の事前準備について説明します。

6.4.1 AdvancedCopy Managerの環境設定

AdvancedCopy Managerのインストールから運用環境の設定については、『ETERNUS SF AdvancedCopy Manager 導入手引書』、

『ETERNUS SF AdvancedCopy Manager運用手引書』にしたがって設定してください。

6.4.2 Storageサーバ構成情報の設定

バックアップ運用を行うStorageサーバの構成情報を設定します。

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「Storageサーバ構成情報の設定」を参

照してください。
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コマンドでの操作方法については、10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド)を参照してください。また、設定したStorage
サーバ構成情報は、10.2.1.2 swstsvrdisp(Storageサーバ構成情報表示コマンド)で参照することができます。

6.4.3 デバイス情報の設定

バックアップ元となる業務ボリューム、バックアップ先として使用するバックアップボリュームを登録します。

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「ボリューム種別の設定」を参照してくだ

さい。

コマンドを使用した業務ボリューム・バックアップボリュームの登録については、10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を参

照してください。また、登録したボリュームの情報は、10.2.1.4 swstdevdisp(デバイス使用状況表示コマンド)で参照することができます。

 

 注意

・ サスペンド中の業務ボリュームを、他のデバイス用途に変更することはできません。

・ サスペンド中のバックアップボリュームを、他のデバイス用途に変更することはできません。

 

 ポイント

サスペンド中のバックアップボリュームのデバイス情報を表示した場合、Device-Mode欄に使用中(“Backup(used)”)と表示されます。

6.4.4 バックアップポリシーの設定

バックアップポリシー設定の際には、指定されたバックアップポリシーに従って運用するために必要な本数の使用可能なバックアップ

ボリュームが登録されている必要があります。

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「バックアップポリシーの設定」を参照し

てください。

コマンドでの操作方法については、以下を参照してください。

・ バックアップポリシーの設定：10.2.1.5 swstbkpolset(バックアップポリシー設定コマンド)

・ 設定したバックアップポリシーの確認：10.2.1.6 swstbkpoldisp(バックアップポリシー表示コマンド)

・ バックアップポリシーの削除：10.2.1.7 swstbkpoldel(バックアップポリシー削除コマンド)

6.4.5 デバイスマップファイルの準備

AdvancedCopy Managerのバックアップ運用では、バックアップボリュームとして登録されているデバイス群から、業務ボリュームの容量

と同一のデバイスを、AdvancedCopy Managerが自動的に選択し、バックアップ先として利用します。

同期処理開始に伴うバックアップ先の選択時に、サスペンド中のバックアップボリュームが存在する場合は、そのデバイスを優先的に

選択しバックアップ先として使用します。

運用の都合上、バックアップ先デバイスを意識したい場合は、あらかじめ「デバイスマップファイル」という業務ボリュームとバックアップ

ボリュームの対応ファイルを作成しておく必要があります。デバイスマップファイルの詳細については、「4.4.10 デバイスマップファイル

の準備」を参照してください。このファイルを同期処理開始時またはバックアップ実行時に指定する事で、バックアップ先を指定した運

用が可能となります。

 

 ポイント

複数世代管理を行う場合は、デバイスマップファイルを複数用意する必要があります。
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6.5 運用

Suspend/Resume機能を使用して同期型高速バックアップを行うには、同期処理開始後、等価性維持状態に達したら、10.2.2.1
swstbackup(バックアップ実行コマンド)をサスペンド指定で実行し、同期処理を一時停止(Suspend)します。その後、世代溢れや履歴情

報削除の実行によって履歴が削除されると、バックアップボリュームは履歴のないサスペンド状態になります。このとき、新たに同期処

理を開始すると、履歴のないサスペンド状態のバックアップボリュームが優先的に選択され、差分コピーが開始されます。前回サスペ

ンド時からの変更データのみをコピーするため、高速に等価性維持状態に達することができます。

なお、Suspend/Resume機能を使用した同期型高速バックアップは、GUIクライアントによる操作が可能です。詳細については、『ETERNUS
SF AdvancedCopy Manager GUI使用手引書』の「同期型高速バックアップの実行」を参照してください。

Suspend/Resume機能を使用した同期型高速バックアップ運用の流れを以下に示します。

図6.3 Suspend/Resume機能を使用した同期型高速バックアップ運用
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6.5.1 同期処理の開始

同期型高速バックアップを行うには、10.2.2.8 swststartsync(バックアップ同期処理開始コマンド)で同期処理を開始します。

同期処理開始時に、サスペンド中のバックアップボリュームが存在する場合は、以下のデバイスを優先的に選択して、ECを再開(差分

コピーを開始、Resume)します。

・ 世代溢れ。または、

・ 履歴のないサスペンド状態のバックアップボリューム。

サスペンド中のバックアップボリュームが存在しない場合は、ECが開始(全面コピーを開始)されます。

同期処理開始時のバックアップボリューム選択を以下に示します。
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図6.4 同期処理開始時のバックアップボリューム選択

 

 注意

デバイスマップ指定で同期処理を開始する場合、他の業務ボリュームとサスペンド中のバックアップボリュームをバックアップ先として

使用することはできません。バックアップボリュームがどの業務ボリュームとサスペンド中なのかを調べるには、10.2.2.10
swstsyncstat(バックアップ同期処理実行状況表示コマンド)を使用して確認することができます。

6.5.2 バックアップ実行

Suspend/Resume機能を使用した同期型高速バックアップを行う場合は、同期処理を開始し、業務ボリュームとバックアップボリュームの

コピー状態が等価性維持状態になった後で、10.2.2.1 swstbackup(バックアップ実行コマンド)をサスペンド指定で実行します。

同期型高速バックアップ運用で、サスペンド指定を行わずにバックアップを実行すると、ECセションは解除されます。サスペンド指定の

バックアップを実行した場合はECセションは解除されず、一時停止(Suspend)されます。

通常のバックアップとサスペンド指定のバックアップの動作を以下に示します。
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図6.5 通常のバックアップとサスペンド指定のバックアップの動作

6.5.3 同期処理実行状況の表示

Suspend/Resumeを使用した同期型高速バックアップ運用の状況確認は、10.2.2.10 swstsyncstat(バックアップ同期処理実行状況表示

コマンド)で行います。同期処理実行状況表示コマンドでは、1つの業務ボリュームに複数のECセションが存在する場合、すべてのEC
セションの状態を表示します。表示される同期処理の状態は以下のとおりです。

・ executing:同期処理中(コピー中)

・ equivalent:等価性維持状態

・ suspend:サスペンド中

同期処理実行状況表示コマンドで表示される実行状態を以下に示します。
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図6.6 通常のバックアップとサスペンド指定のバックアップの動作

6.5.4 同期処理のキャンセル

同期処理(ECセション)のキャンセルは、10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマンド)で行います。同期処理キャ

ンセルコマンドでキャンセルされる同期処理の状態は以下のとおりです。

・ executing:同期処理中(コピー中)

・ equivalent:等価性維持状態

・ suspend:サスペンド中

サスペンド指定のバックアップ実行後は、履歴を削除しても、サスペンド状態が保持されます。サスペンド中のECセションは、同期処理

のキャンセルを行わない限り解除されません。

オプション指定をせずに同期処理のキャンセルを行った場合は、同期処理中または等価性維持状態のECセションをキャンセルしま

す。

1つの業務ボリュームに複数の同期処理(ECセション)が存在する場合、バックアップボリュームを指定して特定のECセションのみをキャ

ンセルすることができます。また、全同期処理指定によって、業務ボリュームのすべての同期処理を一括でキャンセルすることができま

す。

 

 注意

バックアップボリューム指定と全同期処理指定を同時に指定することはできません。

 

 ポイント

・ 履歴が存在するサスペンド中の同期処理のキャンセルを行っても履歴は削除されません。
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・ 履歴が存在しない同期処理(コピー中または等価性維持状態またはサスペンド中の同期処理)をキャンセルすると、バックアップボ

リュームの使用状態は空きになりますが、履歴が存在する同期処理(サスペンド中の同期処理)をキャンセルすると、バックアップボ

リュームの使用状態は使用中のままになります。

同期処理キャンセル実行時の動作を以下に示します。
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図6.7 同期処理キャンセル実行時の動作
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6.5.5 履歴の管理

バックアップ履歴情報は、10.2.2.6 swsthistdisp(履歴情報表示コマンド)で参照することができます。

バックアップ履歴情報の削除は、10.2.2.7 swsthistdel(履歴情報削除コマンド)で行います。

 

 ポイント

・ サスペンド指定のバックアップで作成された履歴に対して、履歴の削除を行ってもECセションは解除されません。

・ 通常の同期型高速バックアップを行った場合、履歴を削除するとバックアップボリュームは開放され、10.2.1.4 swstdevdisp(デバイ

ス使用状況表示コマンド)のDevice-Mode欄にはBackup(free)と表示されますが、サスペンド指定のバックアップを行った場合は履

歴削除後もバックアップボリュームは開放されず、デバイス使用状況表示コマンドのDevice-Mode欄にはBackup(used)と表示され

ます。

通常のバックアップ履歴とサスペンド指定のバックアップ履歴の削除を以下に示します。

図6.8 通常のバックアップ履歴とサスペンド指定のバックアップ履歴の削除

6.5.6 リストア

リストアは、10.2.2.3 swstrestore(リストア実行コマンド)で行います。

リストアの中止または、異常終了したリストアの管理情報を削除する場合は、10.2.2.4 swstcancelrest(リストアキャンセルコマンド)を使用

します。

リストアを実行する際は、業務ボリュームに設定されているECセションは全て10.2.2.9 swstcancelsync(バックアップ同期処理キャンセル

コマンド)を使用して解除する必要があります。業務ボリュームに設定されているECセションは、10.2.2.10 swstsyncstat(バックアップ同

期処理実行状況表示コマンド)で確認することができます。

 

 注意

・ 業務ボリュームに、ECによるコピー中、等価性維持状態、サスペンド中のバックアップボリュームが存在する場合、リストアを実行す

ることはできません。

・ サスペンド中のバックアップボリュームを、リストア先ボリュームとして使用することはできません。
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第7章 QuickOPC機能によるバックアップ運用

本章では、QuickOPC機能(旧名称:差分OPC)によるバックアップ運用について説明します。

7.1 概要

OPCを利用したスナップショット型高速バックアップでは、バックアップ(OPC)を起動するたびに業務ボリューム全体をバックアップボ

リュームへコピーする必要がありました。しかし、同じ業務ボリュームとバックアップボリュームのペアを使用する限り、業務ボリューム全

体を毎回物理コピーする必要はなく、前回のバックアップ起動時点からの差分データのみを物理コピーすることによって完全なスナッ

プショットイメージを作成できるため、物理コピー時間の大幅な短縮が可能です。

QuickOPC機能は、前回の物理コピー時点からの差分データのみをコピーする機能です。この機能を利用することによって、物理コ

ピーの短縮を図ることが可能です。

QuickOPC機能を使用したスナップショット型高速バックアップを“差分スナップショット型高速バックアップ”と呼びます。

通常のスナップショット型高速バックアップと差分スナップショット型高速バックアップの比較を以下に示します。

 

 注意

QuickOPC機能を利用した差分スナップショット型高速バックアップを行うには、QuickOPC機能に対応したETERNUS ディスクアレイが

必要です。

SDXオブジェクトを論理ボリューム単位にバックアップする場合は、QuickOPC機能を利用できません。

 

 ポイント

QuickOPC機能では、OPC論理コピーの完了後にコピー元／コピー先に発生した更新をハードウェアが記録しています。ハードウェア

が更新箇所を記録している状態を「トラッキング状態」と言います。
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図7.1 通常のスナップショット型高速バックアップと差分スナップショット型高速バックアップの比較

7.2 バックアップ運用の設計

QuickOPC機能を使用して、差分スナップショット型高速バックアップ運用を行うには、バックアップ管理の4.2 運用設計の内容に加え、

以下の点に留意してバックアップ運用の設計を行ってください。

 

 注意

バックアップポリシーの決定、および、バックアップボリュームの準備では、それぞれ、以下の点に留意してください。
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・ QuickOPCを使ったバックアップ運用では物理コピー後もOPCセッションが存在するため、同一論理ユニットに対して設定可能な最大

OPCセッション数を超えないように保存世代数を設定してください。

・ バックアップボリュームはバックアップ対象の業務ボリュームと同一の筐体に準備してください。

7.3 運用の流れ

QuickOPC機能を使用した一連のバックアップ運用の流れを以下に示します。

図7.2 QuickOPC機能を使用したバックアップの流れ

7.4 事前準備

QuickOPC機能を使用したバックアップ運用の事前準備について説明します。

7.4.1 AdvancedCopy Managerの環境設定

AdvancedCopy Managerのインストールから運用環境の設定については、『ETERNUS SF AdvancedCopy Manager 導入手引書』、

『ETERNUS SF AdvancedCopy Manager運用手引書』にしたがって設定してください。

7.4.2 Storageサーバ構成情報の設定

バックアップ運用を行うStorageサーバの構成情報を設定します。

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「Storageサーバ構成情報の設定」を参

照してください。

コマンドでの操作方法については、10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド)を参照してください。また、設定したStorage
サーバ構成情報は、10.2.1.2 swstsvrdisp(Storageサーバ構成情報表示コマンド)で参照することができます。

7.4.3 デバイス情報の設定

バックアップ元となる業務ボリューム、バックアップ先として使用するバックアップボリュームを登録します。

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「ボリューム種別の設定」を参照してくだ

さい。
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コマンドを使用した業務ボリューム・バックアップボリュームの登録については、10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を参

照してください。また、登録したボリュームの情報は、10.2.1.4 swstdevdisp(デバイス使用状況表示コマンド)で参照することができます。

トラッキング中のボリュームは、10.2.2.13 swsttrkstat(トラッキング実行状況表示コマンド)で確認することができます。

 

 注意

・ トラッキング中の業務ボリュームの設定を変更することはできません

・ トラッキング中のバックアップボリュームの設定を変更することはできません。

 

 ポイント

デバイス使用状況表示コマンドにおいて-bオプションと同時に-uオプションを指定することで、履歴削除されたサスペンド状態またはト

ラッキング状態のバックアップボリュームを確認することができます。

7.4.4 バックアップポリシーの設定

バックアップポリシー設定の際には、指定されたバックアップポリシーに従って運用するために必要な本数の使用可能なバックアップ

ボリュームが登録されている必要があります。

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「バックアップポリシーの設定」を参照し

てください。

コマンドでの操作方法については、以下を参照してください。

・ バックアップポリシーの設定：10.2.1.5 swstbkpolset(バックアップポリシー設定コマンド)

・ 設定したバックアップポリシーの確認：10.2.1.6 swstbkpoldisp(バックアップポリシー表示コマンド)

・ バックアップポリシーの削除：10.2.1.7 swstbkpoldel(バックアップポリシー削除コマンド)

7.4.5 デバイスマップファイルの準備

AdvancedCopy Managerのバックアップ運用では、バックアップボリュームとして登録されているデバイス群から、業務ボリュームの容量

と同一のデバイスを、AdvancedCopy Managerが自動的に選択し、バックアップ先として利用します。

スナップショット型高速バックアップに伴うバックアップ先の選択時に、トラッキング中のバックアップボリュームが存在する場合は、その

デバイスを優先的に選択しバックアップ先として使用します。

運用の都合上、バックアップ先デバイスを意識したい場合は、あらかじめ「デバイスマップファイル」という業務ボリュームとバックアップ

ボリュームの対応ファイルを作成しておく必要があります。デバイスマップファイルの詳細については、「4.4.10 デバイスマップファイル

の準備」を参照してください。このファイルをバックアップ実行時に指定する事で、バックアップ先を指定した運用が可能となります。

 

 ポイント

複数世代管理を行う場合は、デバイスマップファイルを複数用意する必要があります。

7.5 運用

7.5.1 バックアップ実行

差分スナップショット型高速バックアップは、10.2.2.1 swstbackup(バックアップ実行コマンド)に-Tオプションを指定することにより行いま

す。
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-Tオプションを指定してバックアップ実行コマンドを実行すると、QuickOPCが起動されます。QuickOPCが起動されると物理コピーおよ

びトラッキング処理が起動され、物理コピーが完了するとトラッキング処理のみが動作している状態となります。その後、-Tオプションを

指定してバックアップ実行コマンドを実行すると、前回OPC起動時点からの差分データのみが物理コピーされます。

なお、差分スナップショット型高速バックアップは、GUIクライアントによる操作が可能です。詳細については、『ETERNUS SF
AdvancedCopy Manager GUI使用手引書』の「スナップショット型高速バックアップの実行」を参照してください。

通常のスナップショット型高速バックアップと差分スナップショット型高速バックアップの動作を以下に示します。

図7.3 スナップショット型と差分スナップショット型のバックアップ動作

差分スナップショット型高速バックアップでは、履歴情報が削除されると、バックアップボリュームは履歴のないトラッキング状態になりま

す。このとき、新たに差分スナップショット型高速バックアップを開始すると、履歴のないトラッキング状態のバックアップボリュームが優

先的に選択され、差分コピーが開始されます。前回OPC起動時点からの差分データのみをコピーするため、物理コピーを短時間に完

了させることができます。

保存世代数が1の場合の差分スナップショット型高速バックアップ運用の流れを以下に示します。
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図7.4 差分スナップショット型のバックアップ運用の流れ

7.5.2 履歴の管理

バックアップ履歴情報は、10.2.2.6 swsthistdisp(履歴情報表示コマンド)で参照することができます。

バックアップ履歴情報の削除は、10.2.2.7 swsthistdel(履歴情報削除コマンド)で行います。

差分スナップショット型高速バックアップで作成された履歴に対して、履歴の削除を行ってもトラッキング状態は解除されません(物理コ

ピー実行中の場合、物理コピーの停止は行われません)。
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従来のスナップショット型高速バックアップを行った場合、履歴を削除するとバックアップボリュームは開放され、10.2.1.4
swstdevdisp(デバイス使用状況表示コマンド)のDevice-Mode欄には“Backup(free)”と表示されますが、差分スナップショット型高速バッ

クアップを行った場合は履歴削除後もバックアップボリュームは開放されず、デバイス使用状況表示コマンドのDevice-Mode欄に

は“Backup(used)”と表示されます。

トラッキング状態のバックアップボリュームを確認するためには、デバイス使用状況表示コマンドに-uオプションを指定します。-uオプショ

ンを指定した場合、トラッキング状態のバックアップボリュームは、Device-Mode欄に“Backup(used-T)”と表示されます。

従来のスナップショット型高速バックアップと差分スナップショット型高速バックアップの履歴削除の比較を以下に示します。

図7.5 スナップショット型と差分スナップショット型の履歴削除の動作

7.5.3 リストア

リストアは、10.2.2.3 swstrestore(リストア実行コマンド)で行います。

差分スナップショット型高速バックアップ運用では、業務ボリュームからバックアップボリュームへのトラッキング処理が動作しています。

図7.6 差分スナップショット型高速バックアップ運用のリストア前
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リストアを実行すると、業務ボリュームからバックアップボリュームへのトラッキング状態を維持したまま、バックアップボリュームから業務

ボリュームへの(通常の)OPCが起動されます。リストア用のOPCではバックアップ後の更新データのみが物理コピーされるため、バック

アップの物理コピーだけでなく、リストアの物理コピー時間も短縮されます。

図7.7 差分スナップショット型高速バックアップ運用のリストア後

業務ボリュームとバックアップボリュームの間でトラッキング処理が行われている場合、その他のボリュームへのリストアを実行することは

できません。その他のボリュームへリストアを行う前に以下の作業を実施する必要があります。

1. 業務ボリュームからバックアップボリュームへのOPC物理コピーが実行中の場合はその完了を待つ。

2. トラッキング処理を10.2.2.12 swstcanceltrk(トラッキングキャンセルコマンド)によって停止する。

図7.8 トラッキング処理中の場合

 

 注意

トラッキング処理を停止した場合、次回の差分スナップショット型高速バックアップでは業務ボリュームの全データが物理コピーされま

す。
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7.5.4 リストアのキャンセル

リストアのキャンセルは、10.2.2.4 swstcancelrest(リストアキャンセルコマンド)で行います。

 

 ポイント

リストアをキャンセルしても業務ボリュームからバックアップボリュームへのトラッキング状態は解除されません。

7.5.5 トラッキング処理の実行状況の表示

QuickOPC機能のトラッキング処理の実行状況は、10.2.2.13 swsttrkstat(トラッキング実行状況表示コマンド)で確認することができます。

トラッキング中でないOPCセッションの情報は表示されません。また、トラッキング中の場合はUpdate欄にQuickOPC(論理コピー)実行

後の更新済みデータ量をパーセンテージ表示します。

7.5.6 トラッキング処理の停止

トラッキング処理の停止は、10.2.2.12 swstcanceltrk(トラッキングキャンセルコマンド)で行います。

 

 ポイント

物理コピー中かつトラッキング中の場合はトラッキング処理のみが停止され物理コピーは停止されません。
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第8章 レプリケーション運用

本章では、Linuxシステムにおける、AdvancedCopy Managerのレプリケーション運用について説明します。なお、AdvancedCopy Manager
では、レプリケーションの単位は、パーティションまたはLogical Unit(ディスク)となります。本書では、パーティションまたはLogical
Unit(ディスク)を“ボリューム”と記載しています。

8.1 概要

AdvancedCopy Managerのレプリケーション機能について説明します。

AdvancedCopy Managerのレプリケーションは、ETERNUS ディスクアレイのアドバンスト・コピー機能(OPC/EC機能)を使用して、ボリュー

ム容量にかかわらず、ボリューム間のレプリケーション(複製)を高速に行います。

ETERNUS ディスクアレイのOPC(One Point Copy)機能を用いたレプリケーション機能を“スナップショット型レプリケーション”と呼びま

す。また、EC(Equivalent Copy)またはREC(Remote Equivalent Copy)機能を用いたレプリケーション機能を“同期型レプリケーション”と

呼びます。

レプリケーション機能は、ある時点の情報を本来の目的とは別の目的で使用するために、コピー(複製)を作成する機能であり、運用や

目的に合わせてバックアップ機能と使い分け／組み合わせることができます。

バックアップ管理と異なりレプリケーション管理では、Symfowareのデータベースはサポートしていません。

8.1.1 スナップショット型レプリケーションの処理

スナップショット型レプリケーションは、ETERNUS ディスクアレイのOPC機能を用いて、複写元ボリュームから複写先ボリュームに複製

を作成します。

スナップショット型レプリケーションは、以下のように処理が行われます。

1. 10.4.2.2 swsrpmake(複製作成コマンド)で複写元ボリュームから複写先ボリュームへのスナップショット処理(OPC)を起動して複製

を作成します。swsrpmake(複製作成コマンド)では、複写元ボリュームのアンマウント／マウントを行います。これにより複写元デー

タを確定させます。詳細については、「付録C レプリケーションの前後処理」で説明します。(図(1)～(4))

2. 複製を再作成したい場合は、再度、10.4.2.2 swsrpmake(複製作成コマンド)を起動するだけです。以前のスナップショット処理中

の場合は、動作中のスナップショット処理を停止して、新規のスナップショット処理を起動します。
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図8.1 スナップショット型レプリケーションの処理方法

スナップショット型レプリケーションは複製作成実行指示を行った時点で完了します。実際のデータのコピー処理はETERNUS ディス

クアレイのOPC機能によって内部的に行われます。

8.1.1.1 スナップショット型レプリケーションの種類

スナップショット型レプリケーションには使用するアドバンスト・コピー機能により以下の種類があります。

・ 通常のスナップショット型レプリケーション

・ QuickOPC型レプリケーション

・ SnapOPC型レプリケーション

・ SnapOPC+型レプリケーション

 
通常のスナップショット型レプリケーション

ある時点(論理コピー)のデータをすべてコピー先ディスク領域にコピーします。
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図8.2 通常のスナップショット型レプリケーション

 

 ポイント

コピー先ディスク領域は、コピー元のディスク領域と同容量以上が必要です。

コピー時間は、全データのコピー時間です。

 
QuickOPC型レプリケーション

ETERNUS ディスクアレイが、QuickOPC機能に対応している場合は、QuickOPC型レプリケーションを行うことができます。

初回は、ある時点(論理コピー)のデータをすべてコピー先ディスク領域にコピーします。

2回目以降は、前回以降の更新分だけをコピーします。そのため、物理コピー時間の大幅な短縮が可能です。

図8.3 QuickOPC型レプリケーション
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 ポイント

コピー先ディスク領域は、コピー元のディスク領域と同容量以上が必要です。

2回目以降のコピー時間は、差分データのコピー時間です。

 

 注意

QuickOPC型レプリケーションを行うには、QuickOPC機能に対応したETERNUS ディスクアレイが必要です。

SDXオブジェクトを論理ボリューム単位にレプリケーションする場合は、QuickOPC機能を利用できません。

 

 ポイント

QuickOPC機能では、OPC論理コピーの完了後にコピー元／コピー先に発生した更新をハードウェアが記録しています。ハードウェア

が更新箇所を記録している状態を「トラッキング状態」と言います。

 
SnapOPC型レプリケーション

SnapOPC機能は、コピー元となるディスク領域に対し、ある時点(論理コピー)以降に更新されるデータだけをコピー先ディスク領域にコ

ピーする機能です。

図8.4 SnapOPC型レプリケーション
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 ポイント

コピー先ディスク領域は、コピー元のディスク領域より少ない容量になります。

コピー時間は、更新されるデータのコピー時間です。

 

 参考

SnapOPCのコピー先ディスクのことを“Snap Data Volume”と呼びます。

図8.5 SnapOPCの仕組み
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SnapOPCは複製先ボリューム容量の縮小、コピー時間の短縮という点で従来のOPCよりも優れている反面、アクセス性能、コピーデー

タの信頼性の点で問題があります。

・ アクセス性能

SnapOPC中はコピー元からコピー先へのデータコピーが発生するため、コピー先のアクセス性能だけでなく、コピー元のアクセス

性能も劣化する場合があります。

・ コピーデータの信頼性

コピーデータは、「コピー元」＋「コピー元の更新部分」で成り立つため、コピー元がハードウェア障害に陥った場合は、コピーデー

タが失われます。

また、リストアを行った場合、「コピー元」のデータが失われることと等価であることから、複数の「コピー元の更新部分」があったとし

てもリストアを行った時点で無効となります。

上記の点から、SnapOPCは、アクセス性能を重視しないシステム向けのテープバックアップ用一時領域として使用されることを想定して

います。

 
SnapOPC+型レプリケーション

SnapOPC+機能は、データの更新時に、更新されたデータの更新前データのみをコピーし、スナップ世代単位でデータを保存する機

能です。

SnapOPC+機能の処理の流れを以下に示します。

図8.6 SnapOPC+機能の流れ

1. 複製元から複製先へ論理コピーが行われます。

2. 論理コピー後、SnapOPC+セッションが、複製元と複製先の間に設定されます。

3. SnapOPC+セッションの設定後、複製元で更新されたデータの更新前データのみを複製先へコピーします(コピー・オン・ライト処

理)。

4. 次の複製先ボリュームが作成されると、コピー・オン・ライト処理は停止されます。

5. その後、複製元ボリュームと新しい複製先ボリュームとの間にSnapOPC+セッションが設定され、コピー・オン・ライト処理が行われ

ます。

6. 複製先ボリュームが作成されるごとに、そのボリュームに対して、スナップ世代番号が割り当てられます。

(スナップ世代番号は、古いものから順に、1から8まで割り当てられます。)
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このように、SnapOPC+では、コピー・オン・ライト処理が、複製元ボリュームと最新の複製先ボリュームとの間でのみ行われるため、複製

先ボリュームが複数に増えた場合でも、複製元ボリュームのアクセス性能に影響はありません。

また、複製先ボリュームに必要な容量は、直前に更新されたデータの更新前データ分とハードウェアの管理領域だけでよいため、

SnapOPC+を利用すると、保存データ領域を必要最小限に抑えることができます。

このSnapOPC+を利用したスナップショット型レプリケーションを、SnapOPC+型レプリケーションと呼びます。

 

 ポイント

SnapOPC+を利用する場合は、ETERNUS Web GUIでSnap Data Poolを設定することを推奨します。

Snap Data Poolについては、「8.1.1.2 Snap Data Volume、Snap Data Poolについて」を参照してください。

SnapOPC+による、複製元ボリューム(1)と複数のスナップ世代(N:1～8)の間で行われる1対Nのレプリケーション運用について以下に

示します。

- 122 -



図8.7 SnapOPC+による1対3のレプリケーション運用

SnapOPC+は、その仕組みや特性上、オペレーションミスやソフトウェアエラーといった、ソフト障害からの回復に備えたバックアップとし

て利用されることを想定しています。ハード障害にも備える場合には、SnapOPC+と併用して、OPC/QuickOPC/EC/RECを利用して全

データをコピーすることを推奨します。

SnapOPCとSnapOPC+の機能差一覧を以下に示します。
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表8.1 SnapOPCとSnapOPC+の機能差一覧

機能内容 SnapOPC SnapOPC+

コピー方式 コピー・オン・ライト方式 コピー・オン・ライト方式

コピー時間

(論理コピー時間)
瞬時 瞬時

コピー先のボリュームの種類 Snap Data Volume Snap Data Volume

1対Nの運用 ○ ◎

SnapOPCと比較し、複製元ボリュームの

アクセス性能が優れています。また、

SnapOPCと比較し、複製先ボリュームに

必要となる物理容量が少なく済みます。

スナップ世代番号 なし あり

最大セッション数（注1） 8 8

レプリケーション機能を

利用したリストア

○ ○(注2)

使用用途 ・ テープバックアップの一時領域

・ 更新量の少ないファイルサーバな

どのバックアップ

・ テープバックアップの一時領域

・ 更新量の少ないファイルサーバな

どのバックアップ

注1)最大セッション数は、1つの複製元ボリュームに設定できるセッションの最大数です。

注2) レプリケーション機能を利用したリストアをサポートしたディスクアレイ装置に限ります。

8.1.1.2 Snap Data Volume、Snap Data Poolについて
 

Snap Data Volumeについて

Snap OPC、SnapOPC+のコピー先のボリュームをSnap Data Volumeと呼びます。このコピー先のボリューム(Snap Data Volume)は、ホス

トに見える容量を「論理容量」と呼び、物理的に構成された容量を「物理容量」と呼びます。

論理容量は、コピー元容量と等しい、もしくは大きく設定します。

物理容量は、バックアップデータを格納する容量の他に、バックアップデータを管理するための制御情報(変換テーブル)を持ちます。

この制御情報は、論理容量の0.1%の容量になります。

 

 注意

Snap Data Volumeの容量不足が発生すると、コピー先のボリューム(Snap Data Volume)へはアクセスが一切できなくなります。

容量不足が発生した場合は、「9.4.2.3 Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合の対処方法」を参照してく

ださい。

 
Snap Data Poolについて

ETERNUSでは、Snap Data Volumeのプール機能であるSnap Data Poolを設定することができます。

Snap Data Poolを設定した場合は、Snap Data Volumeの容量不足が発生すると、Snap Data Poolから自動的に領域が追加されます。

 

 注意

Snap Data Poolの容量不足が発生すると、Snap Data Volumeの容量不足が発生した場合と同様に、コピー先のボリューム(Snap Data
Volume)へはアクセスが一切できなくなります。

容量不足が発生した場合は、「9.4.2.3 Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合の対処方法」を参照してく

ださい。
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図8.8 Snap Data Volume拡張イメージ

8.1.2 同期型レプリケーションの処理

ETERNUS ディスクアレイのEC/REC機能を用いて、複写元ボリュームから複写先ボリュームに複製を作成します。

同期型レプリケーションの複製作成方法には、全面コピー(差分コピーではなく、コピー元ボリューム全体をコピーする)による方法と差

分コピー(前回の複製作成後の更新分のみコピーする)による方法があります。

・ 全面コピーによる複製作成

レプリケーション運用の最初の複製作成時に使用します。

・ 差分コピーによる複製作成

複製確立状態からの複製作成に使用します。

前回の複製作成(全面コピー・差分コピー)実行後の更新分を反映することによって複製を作成します。

同期型レプリケーションは、次のように処理が行われます。

1. 10.4.2.1 swsrpstartsync(複製開始コマンド)で複写元ボリュームから複写先ボリュームへの同期処理(EC/REC)を開始し、全面コ

ピーを開始します。(図(1))

2. 全面コピーが完了し、複写元ボリュームと複写先ボリュームが等価状態になります。この時点以降、複写元ボリュームに対する更

新が複写先ボリュームに逐次反映され、データの等価性が常に維持される状態(等価性維持状態)になります。(図(2)～(3)の状

態)

3. 10.4.2.2 swsrpmake(複製作成コマンド)で同期処理を一時停止し、複写元ボリュームの複製を作成します。複製作成コマンドで

は、複写元のアンマウント／マウントを行います。これにより複写元データを確定させます。詳細については、「付録C レプリケー

ションの前後処理」で説明します。複製作成コマンド実行後、複製確立状態となり、複写先ボリュームにアクセスできます。(図(3)
～(4)の状態)

4. 再度、複製を作成するためには、一時停止されている同期処理を複製開始コマンドで再開します。この場合、差分コピーにより、

前回の複製作成時から同期処理再開までの間の複写元ボリュームへの更新(差分)データが複写先ボリュームへコピーされま

す。(図(4))
複製作成後に複写先ボリュームの更新を行っている場合、複写先ボリュームの更新内容はクリアされます。

5. 更新(差分)データのコピーが完了すると、再び等価性維持状態になります。(図(5)～(6)の状態)
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6. 等価性維持状態になった後、複製作成コマンドを実行して複製を再作成します。(図(6))

図8.9 同期型レプリケーションの処理方法

 

 注意

・ 同期型レプリケーションでEC/REC機能を使用する場合は、EC/REC機能が動作可能なETERNUS ディスクアレイが必要です。

・ 複写元ボリュームと複写先ボリュームが等価状態になる前に10.4.2.2 swsrpmake(複製作成コマンド)を実行することはできません。

8.2 運用設計

AdvancedCopy Managerのレプリケーション方法を説明します。

レプリケーション運用の設計は、以下の手順で行います。

・ 8.2.1 レプリケーション運用を行うサーバの決定

・ 8.2.2 レプリケーション対象の決定

SnapOPC/SnapOPC+型レプリケーションを運用する場合、「8.2.3 SnapOPC/SnapOPC+運用を行う場合の設計時の注意事項」も参照し

てください。

システムボリュームのバックアップ／リストアを行う場合は、『ETERNUS SF AdvancedCopy Manager 運用手引書 テープバックアップ連

携編』の「システムボリュームのバックアップ／リストア」を参照してください。
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8.2.1 レプリケーション運用を行うサーバの決定

レプリケーション運用を行うサーバを決定します。

レプリケーション運用を行うサーバには、次のものがあります。

・ Storage管理サーバ

複数のStorageサーバを一元管理、集中操作します。Storage管理サーバは、Storageサーバを兼ねることができます。

・ Storageサーバ

AdvancedCopy Managerの運用を行います。

図8.10 レプリケーション運用を行うサーバの構成

 

 注意

ETERNUS ディスクアレイのREC機能を使用して筐体間レプリケーションを実施するには、以下の条件があります。

・ 両筐体にREC機能を導入することが必要です。

・ 両筐体がFCRA(FC Remote Adapter)で接続されていることが必須です。FCRAによる接続ではデータはInitiator側からTarget側へ

しか流れません。双方向コピーを実施するためには、最低2組のFCRA接続が必要です。

8.2.2 レプリケーション対象の決定

レプリケーション対象となる複製元ボリューム／複製先ボリュームを決定します。

 

 ポイント

・ 複製元ボリュームとは、複製対象となるオリジナルデータが格納されているボリュームです。

・ 複製先ボリュームとは、複製元ボリュームのデータを格納するボリュームです。

さらに、複製元ボリューム／複製先ボリュームに与える以下の属性を決定します。
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1. コピー方向

レプリケーション運用で使用するコピー方向を決定します。以下のどちらかを指定します。

－ “双方向コピー”:複製元ボリュームと複製先ボリューム間で双方向のコピーを行います。複製先から複製元へのコピーは、リ

ストア用途に使用できます。

－ “一方向コピー”:複製元ボリュームから複製先ボリュームへのコピーのみを行います。運用上、複製先から複製元へのコピー

を禁止したい場合に使用できます。

2. 操作サーバ(サーバ間レプリケーションの場合のみ)

サーバ間レプリケーションの場合、対象となる複製元ボリューム／複製先ボリュームに対するレプリケーション操作は、複製元

サーバ、複製先サーバのいずれかのみで実行可能とするか、両方サーバで実行可能とするかを設定できます。

－ “複製元サーバ”:複製元ボリュームが接続されているStorageサーバを操作サーバにします。

－ “複製先サーバ”:複製先ボリュームが接続されているStorageサーバを操作サーバにします。

－ “両サーバ”:複製元サーバ、複製先サーバの両方を操作サーバにします。

また、複数の複製元ボリューム／複製先ボリュームから構成されるグループを作成することができます。これにより、複数の複製元ボリューム

／複製先ボリュームの操作をグループ単位でまとめて行うことが可能になります。本機能の詳細については「8.4.7 グループの作成」を

参照してください。

図8.11 レプリケーション操作を行うサーバ

本書ではレプリケーション操作を実施するStorageサーバを操作サーバと呼び、複製元サーバ、複製先サーバのいずれかを指定しま

す。

操作サーバでは、全てのレプリケーション機能が利用可能です。これに対して、操作サーバではないサーバからは、情報表示と運用

解除機能だけが利用可能です。

 

 注意

・ LVM(Logical Volume Manager)の論理ボリュームおよびボリュームグループは、レプリケーション対象としないでください。

・ レプリケーション対象を決定する際に注意する点として、「11.1.1 全般的な注意事項」をご理解ください。

－ バックアップ、レプリケーション対象について

－ パーティションのサイズについて

－ GDSでのミラーについて

－ 同時実行数の上限について
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8.2.2.1 Logical Unit(ディスク)単位の運用

レプリケーション運用では、Logical Unit(ディスク)単位コピーを行うことができます。

Logical Unit(ディスク)単位コピーは、以下のディスク形式をサポートしています。

・ MBRディスク形式(DOS形式)

・ GPTディスク形式

Logical Unit(ディスク)単位コピーを実施する場合は、「Logical Unit(ディスク)単位コピーを実施する場合の注意事項」を参照してくだ

さい。

8.2.3 SnapOPC/SnapOPC+運用を行う場合の設計時の注意事項

8.2.3.1 セッション設定に関する注意事項

SnapOPC/SnapOPC+のコピー先ディスクであるSnap Data Volumeに対して、設定可能なセッションは1つです。

- 129 -



図8.12 Snap Data Volumeに対してセッションを1つ設定した場合

そのため、下図のように1つのSnap Data Volumeに対して複数のセッションを設定することはできません。
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図8.13 Snap Data Volumeに対して複数のセッションを設定した場合

また、以下の制限があります。

・ SnapOPC/SnapOPC+起動中のSnap Data Volumeから、複製元ディスク以外のディスクに対してコピーすることはできません。
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図8.14 Snap Data Volumeから複製元以外のディスクに対してコピーした場合

8.2.3.2 Snap Data Volume作成

Snap Data Volumeの作成は以下の手順で行います。

1. Snap Data Volumeの物理容量の算出

2. Snap Data Volumeの定義と初期化

3. ホストへの接続

4. パーティション作成、ファイルシステム作成

 
Snap Data Volumeの物理容量の算出

Snap Data Volumeの物理容量の見積り式を以下に示します。

物理容量＝(複製元ボリュームに対して発生する更新ブロック数)×(安全係数)

正確にはSnapOPC前にSnap Data Volumeに対して更新されたブロック数およびハードウェアが使用する管理領域(論理容量の0.1%程

度)についても考慮する必要がありますが、安全係数を大きくすることでカバーできます。

複製元ボリュームに対して発生した更新ブロック数の見積りは10.6.1 swstestupdate(更新量測定コマンド)で測定することができます。

測定は以下の手順で行います。

1. 複製元ボリュームに対して擬似セッションを設定することにより、更新量の測定を開始します。

# /opt/FJSVswsts/bin/swstestupdate start /dev/sda1

/dev/sda1 swstestupdate completed

#

2. 業務を開始する。業務によって発生した更新ブロックがハードウェア上に記録されます。
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3. 測定期間が経過した後、更新ブロック数を確認します。

# /opt/FJSVswsts/bin/swstestupdate status /dev/sda1

Volume-Name Update

/dev/sda1   644333

#

4. 測定完了後、擬似セッションを解除します。

# /opt/FJSVswsts/bin/swstestupdate stop /dev/sda1

/dev/sda1 swstestupdate completed

#

 

 注意

擬似セッションの設定中にSnapOPC/SnapOPC+を実施することはできません。

 
Snap Data Volumeの定義と初期化

ETERNUS Web GUIを使用して、Snap Data Volumeの定義と初期化を行います。その際、論理容量は複製元ディスクの容量と同一に

設定します(複製元ディスクと複製先ディスクのパーティション構成を同一にするため)。

 
ホストへの接続

作成したSnap Data Volumeをホストに接続します。手順については、ETERNUS ディスクアレイのマニュアルを参照してください。

 
パーティション作成、ファイルシステム作成

Snap Data Volumeに複製先ボリュームを作成するため、パーティションの作成およびファイルシステムの作成を行います。

 

 注意

Snap Data Volumeの物理容量を無駄に消費することを避けるため、ファイルシステム作成後は複製先ボリュームの更新は極力行わな

いようにしてください。

8.2.3.3 Snap Data Poolの作成

ETERNUS Web GUIを使用してSnap Data Poolを作成します。

Snap Data Poolの作成には、以下の点に注意してください。

 

 注意

・ コピー容量を適切に見積もって算出したSnap Data Volumeの容量内で、コピーが完了できるように運用することが基本になります。

Snap Data Poolはあくまで補助の領域とし、コピー時に、常に、Snap Data PoolからSnap Data Volumeに領域が追加されるような設

計をしないでください。

・ 各コピー元ボリュームの更新量を見積もり、Snap Data Volumeの容量、Snap Data Poolの容量を決めてください。事前の見積りが難

しい場合、Snap Data Volumeの容量＋Snap Data Poolの容量はコピー元総容量の30～50%を推奨します。(あくまで推奨値ですの

で、運用状況に合わせてSnap Data Poolの容量を変更する必要があります。)

8.2.3.4 Snap Data VolumeまたはSnap Data Poolの監視

Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合、コピー先のボリューム(Snap Data Volume)へはアクセスが一切

できなくなります。（コピー先データの読み出し、コピー先へのデータの書き込みが一切できない状態になります。）SnapOPC+の場合、

読み書きができなくなったコピー先だけではなく、それ以前の世代のコピー先の読み書きもできなくなります。
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このため、運用時はSnap Data VolumeまたはSnap Data Poolの容量不足が発生しないように監視する必要があります。

・ Snap Data Volumeのみを使用する場合(Snap Data Poolの設定をしない場合)

10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)のサブコマンドに"stat"を指定し、Snap Data Volumeの容量不足が発生

していないかを定期的に監視します。

・ Snap Data Poolを使用する場合(Snap Data Poolの設定をした場合)

10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)のサブコマンドに"poolstat"を指定し、Snap Data Poolの容量不足が発生

していないかを定期的に監視します。

Snap Data Poolの領域で、暗号化には関係なく、使用率が50%を超える領域が存在した場合は、Snap Data Poolの増設を検討して

ください。また、Snap Data Poolの監視頻度を高くしてください。

Snap Data Poolの領域で、暗号化には関係なく、使用率が70%を超える領域が存在した場合は、直ちにSnap Data Poolを増設して

ください。

なお、Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合は、「9.4.2.3 Snap Data VolumeまたはSnap Data Poolの容

量不足が発生した場合の対処方法」を参照してください。

 
アクセスパスの作成

Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合、コピー先のボリューム(Snap Data Volume)へのアクセスが一切

できなくなります。

また、Snap Data VolumeまたはSnap Data Poolの容量不足以外でも、次のような場合は、Snap Data Volumeへのアクセスができなくな

ります。

・ Snap Data Volumeの初期化後のSnap Data Volumeへのアクセス

・ ディスクの管理情報の初期化後のSnap Data Volumeへのアクセス

このため、事前に、Snap Data Volumeとは別のボリューム(アクセスパス)を準備しておくことを推奨します。

アクセスパスとして利用するボリュームは、Snap Data Volumeと同じETERNUS ディスクアレイ上に作成します。データの格納に使用し

ないため、容量は少なくても問題ありません。任意のサイズで作成してください。

アクセスパスにより、以下の操作が可能となります。

・ Snap Data Volumeの初期化

・ Snap Data Volumeの状態表示

・ Snap Data Poolの状態表示

8.2.3.5 クラスタ運用

Snap Data Volumeをクラスタの共用ディスクにしないでください。物理容量不足が発生した際に、クラスタシステムがフェイルオーバす

る危険性を回避するためです。

クラスタ運用の場合は、以下のいずれかの方法によってSnap Data Volumeを共用ディスクにしない必要があります。

a. Snap Data Volumeをクラスタシステムの全ノードから参照できるようにします

b. クラスタシステムと非クラスタシステムのサーバ間レプリケーション運用にします

8.3 運用の流れ

レプリケーション運用の流れを以下に記述します。
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図8.15 レプリケーション運用の流れ

8.4 事前準備

本節では、レプリケーション運用を行うために必要となる事前準備について説明します。

8.4.1 デーモンの起動

レプリケーション運用を開始するにあたり、事前にStorage管理サーバおよびStorageサーバ上でデーモンを起動する必要があります。

通常、システムの起動時に自動的に立ち上がりますが、何らかの理由で起動に失敗した場合および一度デーモンを停止した場合は、

各サーバでデーモンを起動する必要があります。デーモンの起動については、「第2章 デーモンの起動と停止」を参照してください。

8.4.2 GUIクライアントの起動

GUIクライアントを起動します。詳細については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「GUIクライアントの起

動」を参照してください。

なお、コマンドのみで運用する場合は、本操作を行う必要はありません。

8.4.3 Storageサーバの登録

Storage管理サーバにて、管理するStorageサーバを登録します。なお、Storage管理サーバを兼ねているStorageサーバは、サーバの登

録をする必要はありません。

Storageサーバを登録する処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「新たにStorageサーバを登録する」を参

照してください。
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コマンドでの操作方法については、10.3.4 stgxfwcmaddsrv(サーバ情報追加コマンド)を参照してください。

8.4.4 Storageサーバ配下のデバイス情報の取り込み

この処理は、GUI操作およびコマンド操作で実施することができます。

GUIでの操作方法については、『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「デバイスの管理」を参照してください。

コマンドでの操作方法については、10.3.7 stgxfwcmsetdev(デバイス情報取得／反映コマンド)を参照してください。

 

 注意

・ Storageサーバ上のデバイス情報は、一旦リポジトリに格納する必要があります。

複数のStorageサーバ配下のデバイス情報を取り込む場合、リポジトリ更新時に必要な領域が不足する場合があります。そのため、

デバイス情報を取り込む前に、リポジトリ更新時に必要な領域が不足していないか確認してください。不足している場合は、必要な

領域を確保した後に、デバイス情報を取り込んでください。必要な領域の確認方法については、「9.2.3 リポジトリへのアクセス失敗

時の対処方法」の手順2を参照してください。

・ この操作は、選択したStorageサーバに定義されているデバイスの総数に比例した時間がかかります。デバイス数が多い場合はCPU
負荷やI/O負荷の低い状態で実施してください。目安として、負荷のない状態で、1デバイスあたり約0.5秒かかりますので、参考と

してください。

8.4.5 複製元ボリューム／複製先ボリュームの設定

レプリケーション対象となる複製元ボリューム／複製先ボリュームの設定は、10.4.1.1 swsrpsetvol(複製ボリューム情報設定コマンド)で
行います。登録した複製元ボリューム／複製先ボリュームの情報は、10.4.1.2 swsrpvolinfo(複製ボリューム情報表示コマンド)で参照す

ることができます。

サーバ間レプリケーションを行う場合、他Storageサーバのボリュームを指定する場合は、「ボリューム名＠サーバ名」の形式で指定しま

す。

8.4.6 前後処理スクリプトのカスタマイズ

AdvancedCopy Managerでのレプリケーションは、基本的にボリュームがアンマウントされた状態で処理を行う必要があります。そのた

め、レプリケーション処理の実行時に、前後処理スクリプトを使用してボリュームのアンマウント／マウント操作を行っています。

レプリケーションの実行時にボリュームがアンマウントできない場合は、レプリケーション処理は実行されません。

前後処理スクリプトの詳細については、「付録C レプリケーションの前後処理」を参照してください。

運用が以下のいずれかに該当する場合は、レプリケーション前後処理スクリプトをカスタマイズする必要があります。

・ 運用上の理由により、ファイルシステムが構築されたボリュームのアンマウント／マウント処理を回避したい場合

・ その他、特殊な前後処理を前後処理スクリプト内に追加したい場合

カスタマイズ方法については、「付録C レプリケーションの前後処理」を参照してください。

 

 注意

・ グループ単位でレプリケーションを行う場合、前後処理は行われません。そのため複製作成前にあらかじめにグループ内の全ボ

リュームをアンマウントし、複製作成後アンマウントしたボリュームをマウントする必要があります。

・ Logical Unit(ディスク)単位コピーを実施する場合、Logical Unit(ディスク)に含まれるパーティションに対する前後処理は行われま

せん。そのため、複製作成前にLogical Unit(ディスク)に含まれるパーティションをアンマウントし、複製作成後アンマウントしたパー

ティションをマウントする必要があります。

 

 ポイント

AdvancedCopy Managerをバージョンアップした場合
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バージョンアップ後のスクリプトは更新されている場合があります。そのため、旧バージョンで使用していたシェルスクリプトを再利用す

るのではなく、旧バージョンで使用していたシェルスクリプトに対して実施されていたカスタマイズを、バージョンアップ後のシェルスクリ

プトに対して実施してください。

8.4.7 グループの作成

8.4.7.1 グループを構成する複製ボリューム情報の条件

グループを構成する複製ボリューム情報(複製元ボリューム／複製先ボリュームのペア)は以下の条件を満たしている必要があります

1. 複製元サーバ、複製先サーバがすべて一致している必要があります。

2. 操作サーバ、コピー方向がすべて一致している必要があります。

操作サーバ、コピー方向の値は、10.4.1.2 swsrpvolinfo(複製ボリューム情報表示コマンド)のOp-Server欄、Copy欄で確認できま

す。

3. 登録しようとする複製ボリューム情報は他グループに登録しないでください。

4. グループ内で複製元ボリューム、複製先ボリュームの重複をしないでください。

5. 1つのグループ内にGDS論理ボリュームとそれ以外のボリュームが混在していてはいけません。

6. Logical Unit(ディスク)を指定する場合、Logical Unit(ディスク)に含まれるパーティション(スライス)の複製ボリューム情報を他グ

ループに登録しないでください。

7. Logical Unit(ディスク)を指定する場合、Logical Unit(ディスク)に含まれるパーティション(スライス)の複製ボリューム情報を同一

内グループに登録しないでください。

図8.16 条件1について
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図8.17 条件3について

図8.18 条件4について
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図8.19 条件5について

8.4.7.2 グループの作成方法

グループの作成は10.4.1.1 swsrpsetvol(複製ボリューム情報設定コマンド)で行います。

また、作成したグループの情報は10.4.1.2 swsrpvolinfo(複製ボリューム情報表示コマンド)で参照することができます。

[実行例]

2組の複製元ボリューム／複製先ボリュームからなるグループ:GRP1を作成します。

# /opt/FJSVswsrp/bin/swsrpsetvol -Xgroup GRP1 /dev/sdb1@SRC /dev/sdb1@TARG-1

swsrpsetvol completed

# /opt/FJSVswsrp/bin/swsrpsetvol -Xgroup GRP1 /dev/sdc1@SRC /dev/sdc1@TARG-1

swsrpsetvol completed

# /opt/FJSVswsrp/bin/swsrpvolinfo -L

Server Original-Volume Size     Replica-Volume   Size     Copy         Op-Server Group 

SRC    /dev/sdb1@SRC   4.0Gbyte /dev/sdb1@TARG-1 4.0Gbyte bi-direction both      GRP1

SRC    /dev/sdc1@SRC   4.0Gbyte /dev/sdc1@TARG-1 4.0Gbyte bi-direction both      GRP1

#

8.5 運用

AdvancedCopy Managerのレプリケーションの運用について説明します。

レプリケーション運用を行う前に、「8.4 事前準備」を参照して、レプリケーション運用に必要な環境設定を行ってください。

本節ではコマンドによる操作方法について説明します。GUIクライアントによる操作については、『ETERNUS SF AdvancedCopy Manager
GUI使用手引書』の「レプリケーション機能」を参照してください。
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8.5.1 スナップショット型レプリケーションの実行

スナップショット型レプリケーションは、10.4.2.2 swsrpmake(複製作成コマンド)を用いて行います。スナップ型レプリケーションの説明に

ついては、「8.1.1 スナップショット型レプリケーションの処理」を参照してください。

物理コピーの実行状況は、10.4.2.3 swsrpstat(運用状況表示コマンド)で確認が可能です。

 
QuickOPC型レプリケーション

QuickOPC型レプリケーションは、10.4.2.2 swsrpmake(複製作成コマンド)に-Tオプションを指定して実行します。

複製作成コマンド実行時にOPCセッションが存在していない場合は複写元ボリュームから複写先ボリュームへの全データのスナップ

ショット処理(OPC物理コピー)とトラッキング処理が開始されます。

図8.20 複製作成コマンド実行時(1回目)

物理コピーの実行状況を確認するには、通常のスナップショット型レプリケーションの場合と同様、10.4.2.3 swsrpstat(運用状況表示コ

マンド)を使用します。

スナップショット処理(OPC物理コピー)が完了するとトラッキング処理のみが動作している状態となります。

トラッキング状態を確認するには、10.4.2.3 swsrpstat(運用状況表示コマンド)に-Lオプションを指定します。
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図8.21 スナップショット処理完了時

トラッキング処理が実行されている状態で10.4.2.2 swsrpmake(複製作成コマンド)を-Tオプション指定で実行すると、前回のスナップ

ショット処理時点からの差分データのみが物理コピーされるため、短時間に物理コピーを完了することができます。

図8.22 複製作成コマンド実行時(2回目)

トラッキング処理が実行されている状態でリストアを行う場合はOPCでリストアを行います(-Tオプションを指定せずに複製作成コマンド

を実行)。トラッキング処理が実行されている状態で逆向きのQuickOPCを実行することはできません。すなわち、QuickOPCを利用した

レプリケーション運用は以下のように行います。

[バックアップ(複製の作成)]

/opt/FJSVswsrp/bin/swsrpmake -T <複製元ボリューム名> <複製先ボリューム名>
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[リストア(複製の復元)]

/opt/FJSVswsrp/bin/swsrpmake <複製先ボリューム名> <複製元ボリューム名>

リストアはOPCで実行されますが、全データが物理コピーされるわけではなく、前回の複製作成後の更新済みデータ(swsrpstatのUpdate
欄を参照)のみが物理コピーされるようになっています。したがって、QuickOPCを使ったレプリケーション運用ではバックアップだけで

なく、リストアの物理コピーも短時間で完了するようになっています。

リストアの実行状況は、10.4.2.3 swsrpstat(運用状況表示コマンド)で-Eオプションを指定することにより確認できます。

 
SnapOPC型レプリケーション

SnapOPC型レプリケーションは、10.4.2.2 swsrpmake(複製作成コマンド)に-Cオプションを指定して実行します。

複製作成コマンドを実行すると、複製元ボリュームから複製先ボリュームの間にSnapOPCセッションが設定されます。

[実行例]

# /opt/FJSVswsrp/bin/swsrpmake -C /dev/sda1 /dev/sdc1

FROM=/dev/sda1@SV1,TO=/dev/sdc1@SV1 swsrpmake completed

#
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図8.23 複製作成コマンド実行時

通常のOPCやQuickOPCと異なり、SnapOPCでは複製元ボリュームの全データのコピーは行わず、SnapOPCの開始後に複製元／複製

先で更新されたデータだけが複製先ボリュームにコピーされます。このようなコピー処理を書き込み時コピー(Copy-on-Write)と呼びま

す。
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図8.24 複製元ボリュームの更新時

図8.25 複製先ボリュームの更新時

※ホストのI/O単位とストレージ装置のコピー単位が異なるため(ホストI/O=512byte、ストレージ装置のコピー単位=8Kbyte)、複製先の

更新時にもデータコピーが発生します。

SnapOPCセッションの状態は、10.4.2.3 swsrpstat(運用状況表示コマンド)で確認することができます。
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SnapOPCスナップショット開始直後のswsrpstat(運用状況表示コマンド)の実行例を以下に示します。SnapOPCを行っている場合は、Status
欄に“copy-on-write”と表示され、Update欄に前回の複製作成後の更新済みデータ量がパーセンテージ表示されます。

[実行例]

# /opt/FJSVswsrp/bin/swsrpstat -L /dev/sdb1

Server Original-Volume Replica-Volume Direction Status        Execute Trk  Update Rcv  Split Xfer  Snap-Gen

SV1    /dev/sdb1@SV1   /dev/sbc1@SV1  regular   copy-on-write ----    off  0%     ---- ----  ----  ----

#

SnapOPC処理が実行されている状態で10.4.2.2 swsrpmake(複製作成コマンド)を再実行すると、設定済みのSnapOPCセッションを解除

した後、新規のSnapOPCセッションを設定します。

 

 注意

Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合、SnapOPCの実行状態はエラーサスペンド状態("failed")になり、

複製ボリュームは使用不能となります。

SnapOPCの実行状態は10.4.2.3 swsrpstat(運用状況表示コマンド)の出力結果のStatus欄で確認できます。

[実行例]

# /opt/FJSVswsrp/bin/swsrpstat -L /dev/sdb1

Server Original-Volume Replica-Volume Direction Status Execute Trk  Update Rcv  Split Xfer  Snap-Gen

SV1    /dev/sdb1@SV1   /dev/sdc1@SV1  regular   failed ----    off  ----   ---- ----  ----  ----

#

SnapOPCの実行状態がエラーサスペンド状態("failed")になった場合は、「9.4.2.3 Snap Data VolumeまたはSnap Data Poolの容量不足

が発生した場合の対処方法」を参照してください。

Snap Data Volumeからのリストアは、10.4.2.2 swsrpmake(複製作成コマンド)でOPCを起動することによって行います。

# /opt/FJSVswsrp/bin/swsrpmake /dev/sdc1 /dev/sdb1

FROM=/dev/sdc1@SV1,TO=/dev/sdb1@SV1 swsrpmake completed

#

リストアを実行すると、複製元ボリュームから複製先ボリュームへのSnapOPCセッションを維持したまま、複製先ボリュームから複製元ボ

リュームへの(通常の)OPCが起動されます。このとき、複製作成後の更新データだけが物理コピーされるため、リストアの物理コピー時

間が短縮されます。
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図8.26 リストア実行時

リストアの実行状況の確認は、10.4.2.3 swsrpstat(運用状況表示コマンド)に-Eオプションを指定することにより行います。

# /opt/FJSVswsrp/bin/swsrpstat -E /dev/sda1

Server Original-Volume Replica-Volume Direction Status Execute

SV1    /dev/sda1@SV1   /dev/sdb1@SV1  reverse   snap   80%    

#
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 注意

複製元ボリュームと複製先ボリュームの間でSnapOPCが行われている場合、複製元ボリューム以外のボリュームへのリストアを実行す

ることはできません。複製元ボリューム以外のボリュームへのリストアを行いたい場合は、OSのコピー機能(cp/copyコマンド等)を使用す

る必要があります。

図8.27 複製元ボリューム以外のボリュームへリストアした場合

また、複数の複製先ボリュームに対してSnapOPCを行っている場合は、リストアを行うことはできません。

図8.28 複数の複製先ボリュームに対してSnapOPCを行っている場合

この場合は、ほかのSnapOPCセッションを解除することにより、OPCによるリストアが可能となります。ただし、SnapOPCセッションが解除

された複製先ボリュームのバックアップデータは失われます。
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図8.29 SnapOPCセッションを解除してリストアする場合

SnapOPCセッションを維持したまま、リストアを行いたい場合は、OSのコピー機能(cp/copyコマンド等)でリストアを行う必要があります。

しかし、OS機能によってリストアを行うと複製元ボリュームの更新済みデータ量が増加するため、SnapOPCボリュームの容量不足が発

生する危険性があります。

図8.30 SnapOPCセッションを解除せずにリストアする場合

 
SnapOPC+型レプリケーション

SnapOPC+型レプリケーションは、10.4.2.2 swsrpmake(複製作成コマンド)に-Pオプションを指定して実行します。-Pオプションを指定し

て実行すると、複製元ボリュームから複製先ボリュームの間にSnapOPC+セッションが設定されます。SnapOPC+セッションの設定後、複

製元ボリュームと複製先ボリュームの間で、コピー・オン・ライトが行われます。
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複製作成コマンドの-Pオプションを指定した場合の実行例を以下に示します。

[実行例]

# /opt/FJSVswsrp/bin/swsrpmake -P /dev/sdb1@SV1 /dev/sdc1@SV1

FROM=/dev/sdb1@SV1,TO=/dev/sdc1@SV1 swsrpmake completed

#

このとき、論理的に複製された複製先ボリュームが、スナップ世代番号1として保存されます。

次に、上記の複製元ボリュームに対して、別の複製先ボリュームを指定して複製作成コマンドを実行すると、複製元ボリュームと前のス

ナップ世代の複製先ボリュームとの間で行われていたコピー・オン・ライトが停止されます。その後、複製元ボリュームと新たに指定した

複製先ボリュームとの間に、SnapOPC+セッションが設定され、コピー・オン・ライトが行われます。

新しく指定した複製先ボリュームに対して、複製作成コマンドの-Pオプションを指定した場合の実行例を以下に示します。

[実行例]

# /opt/FJSVswsrp/bin/swsrpmake -P /dev/sdb3@SV1 /dev/sdd3@SV1

FROM=/dev/sdb3@SV1,TO=/dev/sdd3@SV1 swsrpmake completed

#

このとき、論理的に複製された複製先ボリュームが、スナップ世代番号2として保存されます。

このように、複製先ボリュームが最新になると、スナップ世代番号が割り当てられ、最大8世代まで設定することができます。

 

 注意

複製作成コマンド実行時、過去のスナップ世代(最古のスナップ世代を除く)を複製先ボリュームとして指定した場合、複製作成コマン

ドはエラーで終了します。最古のスナップ世代を複製先ボリュームとして指定した場合、そのスナップ世代は自動的に破棄され、最新

のスナップ世代として複製作成が行われます。この場合、次のスナップ世代(2世代目、3世代目)には、1世代前のスナップ世代番号(2
世代目→1世代目、3世代目→2世代目)が割り当てられます。

図8.31 最古のスナップ世代を複製ボリュームに指定した場合

SnapOPC+型レプリケーションの運用状況は、10.4.2.3 swsrpstat(運用状況表示コマンド)に、-Lオプションを指定して実行することで確

認できます。

Status欄には、最新のスナップ世代の場合は“copy-on-write(active)”と表示され、過去のスナップ世代の場合は”  copy-on-
write(inactive)”と表示されます。Update欄には複製作成後の更新済みデータ量がパーセンテージで表示され、Snap-Gen欄にはスナッ

プ世代番号が表示されます。

[実行例]
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# /opt/FJSVswsrp/bin/swsrpstat -L /dev/sdb3

Server Original-Volume  Replica-Volume Direction  Status                  Execute Trk Update Rcv  Split Xfer Snap-

Gen

SV1    /dev/sdb3@SV1    /dev/sdc3@SV1  regular    copy-on-write(inactive) ----    off 0%     ---- ----  ---- 1

SV1    /dev/sdb3@SV1    /dev/sdd3@SV1  regular    copy-on-write(active)   ----    off 5%     ---- ----  ---- 2

#

 

 注意

Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合、SnapOPC+の実行状態はエラーサスペンド状態("failed")にな

り、それ以前に実行したSnapOPC+の実行状態もエラーサスペンド状態("failed")となります。エラーサスペンド状態("failed")となった複

製ボリュームは使用不能となります。

SnapOPC+の実行状態は10.4.2.3 swsrpstat(運用状況表示コマンド)の出力結果のStatus欄で確認できます。

[実行例]

# /opt/FJSVswsrp/bin/swsrpstat -L /dev/sdb3

Server Original-Volume   Replica-Volume Direction Status Execute Trk Update Rcv  Split Xfer Snap-Gen

SV1    /dev/sdb3@SV1     /dev/sdc3@SV1  regular   failed ----    off ----   ---- ----  ---- ----

SV1    /dev/sdb3@SV1     /dev/sdd3@SV1  regular   failed ----    off ----   ---- ----  ---- ----

#

SnapOPC+の実行状態がエラーサスペンド状態("failed")になった場合は、「9.4.2.3 Snap Data VolumeまたはSnap Data Poolの容量不

足が発生した場合の対処方法」を参照してください。

Snap Data Volumeからのリストアは、10.4.2.2 swsrpmake(複製作成コマンド)でOPCを起動することによって行います。

# /opt/FJSVswsrp/bin/swsrpmake /dev/sdd3@SV1 /dev/sdb3@SV1

FROM=/dev/sdd3@SV1,TO=/dev/sdb3@SV1 swsrpmake completed

#

複製作成コマンドは、複製元ボリュームから複製先ボリュームへのSnapOPC+セッションを維持したまま行います。

SnapOPC+セッションを維持したままリストアを実行することで、複製作成後の更新データだけが物理コピーされるため、物理コピーの

時間を短縮できます。
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図8.32 SnapOPC+セッションを維持したリストア

リストアの実行状況の確認は、10.4.2.3 swsrpstat(運用状況表示コマンド)に-Eオプションを指定することにより行います。

# /opt/FJSVswsrp/bin/swsrpstat -E /dev/sdb3

Server Original-Volume Replica-Volume Direction Status Execute

SV1    /dev/sdb3@SV1   /dev/sdc3@SV1  ----      ----   ----

SV1    /dev/sdb3@SV1   /dev/sdd3@SV1  reverse   snap   80%

#
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 注意

リストアにより、コピー・オン・ライトの状態がアクティブである最新のスナップ世代に更新が発生するため、Snap Data Poolの容量不足が

発生する可能性があります。リストアは、Snap Data Poolの使用領域に十分な空き容量があることを確認してから実施してください。

最新のスナップ世代は、リストアによって複製元ボリュームへ書き込まれたデータの、前に存在したデータにより更新されます。リストア

により発生する最新のスナップ世代への更新量は、最新のスナップ世代を除いた、リストア対象以降のスナップ世代のCopy使用量を

合計した値となります。

以下に、スナップ世代(Snap-Gen)が2のデータからリストアする場合の更新量の計算例を説明します。

リストアによる更新量は、次の手順で確認します。

1. 10.4.2.3 swsrpstat(運用状況表示コマンド)を利用して、最新のスナップ世代(以下の例では、Snap-Genが4のデータ)を除いた、リ

ストア対象以降のスナップ世代のデバイス名を確認します。

# /opt/FJSVswsrp/bin/swsrpstat -L /dev/sdb3

Server Original-Volume Replica-Volume Direction Status                  Execute Trk Update Rcv  Split 

Xfer Snap-Gen

SV1    /dev/sdb3@SV1   /dev/sdc3@SV1  regular   copy-on-write(inactive) ----    off 8%     ---- ----  

---- 1

SV1    /dev/sdb3@SV1   /dev/sdd3@SV1  regular   copy-on-write(inactive) ----    off 12%    ---- ----  

---- 2

SV1    /dev/sdb3@SV1   /dev/sde3@SV1  regular   copy-on-write(inactive) ----    off 0%     ---- ----  

---- 3

SV1    /dev/sdb3@SV1   /dev/sdf3@SV1  regular   copy-on-write(active)   ----    off 3%     ---- ----  

---- 4

この例の場合、/dev/sdd3と/dev/sde3が対象となります。

2. 10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)のサブコマンドに"stat"を指定して、1.のデバイスのCopy使用量を合計

します。

Snap Data Poolを利用している場合は、Snap Data Poolの使用量も加えます。

[/dev/sdd3の使用量]

# /opt/FJSVswsts/bin/swstsdv stat /dev/sdd3

BoxID = 00E4000M3#####E450S20A####KD4030639004##

LUN = 110 (0x6E)

Rate Logical(sector) Physical(sector) Used(sector) Copy(sector) Host(sector) Pool(sector)

100% 8388608         1048576          1048576      1048384      192          640

[/dev/sde3の使用量]

# /opt/FJSVswsts/bin/swstsdv stat /dev/sde3

BoxID = 00E4000M3#####E450S20A####KD4030639004##

LUN = 111 (0x6F)

Rate Logical(sector) Physical(sector) Used(sector) Copy(sector) Host(sector) Pool(sector)

4%   8388608         1048576          46928        16           46912        0

この例の場合、リストアによる更新量は、1049040(1048384+640+16)セクタとなります。

Snap Data Poolの総容量と使用領域の容量を10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)のサブコマンドに"poolstat"を
指定して確認します。

Snap Data Volumeが暗号化されていない場合は、Pool-TypeがNormalの総容量と使用領域の容量を確認します。

Snap Data Volumeが暗号化されている場合は、Pool-TypeがEncryptedの総容量と使用領域の容量を確認します。
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# /opt/FJSVswsts/bin/swstsdv poolstat -G /dev/sdb3

BoxID = 00E4000M3#####E450S20A####KD4030639004##

Pool-Type Rate Total(sector) Used(sector) Copy(sector) Host(sector) Free(sector)

Normal    10%  20971520      2097152      0            2097152      18874368

Encrypted 0%   20971520      0            0            0            20971520

この例の場合の使用率は、15％≒（2097152＋1049040）÷20971520 ×100

Snap Data Poolの使用領域の容量とリストアによる更新量を加えた値が、総容量より少ない場合はリストアが可能です。ただし、安全に

リストアを行うために、リストア後の使用率が70%を超えることが予想される場合は、Snap Data Poolを増設してから実施することを推奨

します。

また、使用率が50%を超えることが予想される場合は、実施後にSnap Data Poolの増設を検討し、Snap Data Poolの監視頻度を高くし

てください。

Snap Data Poolの監視については、「8.2.3.4 Snap Data VolumeまたはSnap Data Poolの監視」を参照してください。

 

 注意

複製元ボリュームと複製先ボリュームの間でSnapOPC+が行われている場合、複製元ボリューム以外のボリュームへのリストアを実行す

ることはできません。

 

 ポイント

SnapOPC+では、ハード障害を考慮して、SnapOPC+とOPC/QuickOPC/EC(REC)による全コピーを併用した運用を推奨します。

SnapOPC+とOPC/QuickOPC/EC(REC)を併用した場合も、1つの複製元ボリュームに設定できるセッションは最大8セッションとなりま

す。

次に、日曜日にはQuickOPCを行い、月曜日～土曜日にはSnapOPC+を行う運用例を示します。
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図8.33 SnapOPC+とQuickOPCを利用した運用例

8.5.2 同期型レプリケーションの実行

同期型レプリケーションは、以下の手順で行います。

1. 10.4.2.1 swsrpstartsync(複製開始コマンド)を用いて、同期処理を開始します。開始した同期処理のキャンセルは、10.4.2.4
swsrpcancel(複製解除コマンド)で行います。

2. 10.4.2.3 swsrpstat(運用状況表示コマンド)で等価性維持状態であることを確認した後、10.4.2.2 swsrpmake(複製作成コマンド)で
同期処理を一時停止し、複製元ボリュームの複製を作成します。

3. 更新(差分)データのコピーを行う場合は、再度10.4.2.1 swsrpstartsync(複製開始コマンド)で同期処理を再開します。

8.5.2.1 筐体内同期型レプリケーション

筐体内同期型レプリケーションでは、ETERNUS ディスクアレイのEC機能を用いて、複写元ボリュームから複写先ボリュームに複製を

作成します。

EC機能は、複写元ボリュームへのWriteに同期して複写先ボリュームにコピーするモード(同期Writeモード)で動作します。

また、EC機能では、サスペンド状態からコピー方向の反転を行うことができます。

8.5.2.2 筐体間同期型レプリケーション

筐体間同期型レプリケーションでは、ETERNUS ディスクアレイのREC機能を用いて、複写元ボリュームから複写先ボリュームに複製を

作成します。

REC機能には、コピーの動作モードに以下の3種類があり、運用に合わせて動作モードを指定することができます。
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・ 転送モード

・ Recoveryモード

・ Splitモード

また、REC機能では、サスペンド状態からコピー方向の反転を行うことができます。

 
転送モード

RECのデータ転送方法に関するモードです。

表8.2 転送モードの種類

モード 説明

同期 複写元ボリュームにWriteがあった時、コピーが完了した後、Writeの完了をホストに返す転送モー

ドです。

同期転送モードを使用している場合、Writeのレスポンス性能は筐体間の回線性能に依存するた

め、回線性能の劣化に伴ってWriteのレスポンス性能も劣化します。

非同期

(逐次転送)
複写元ボリュームへのWriteに応答した後、直ちに複写先ボリュームへデータ転送が行われる転送

モードです。Writeの順序性は保証されます。

筐体間の転送性能に比べ複写元ボリュームへの更新量が多い場合は未コピーデータが溜まり、

ある程度コピーされるまでホストWriteが待たされます。非同期モードを使用する場合は、複写元ボ

リュームへの単位時間の更新量と同等以上の回線性能を用意する必要があります。

Stack 未転送のデータを複写元の筐体に蓄積(Stack)して不定期にコピーを行い、複写先筐体への時間

当たりの転送データ量を低く抑える転送モードです。複写元ボリュームの更新データは複写先ボ

リュームに不定期に転送されるため、Writeの順序性は保証されません。

Consistency 複数の同期処理のデータ反映の順序性を保証する転送モードです。複数の同期処理の更新デー

タが定期的にまとめてコピーされるため、複数の同期処理間でのWriteの順序性が保証されます。

StackモードまたはConsistencyモードを使用した同期型レプリケーション運用を行う場合は、10.4.2.1 swsrpstartsync(複製開始コマン

ド)、10.4.2.2 swsrpmake(複製作成コマンド)のほかに10.4.2.5 swsrpchsync(同期処理モード変更コマンド)を使用します。また、実行状

態を確認するために10.4.2.3 swsrpstat(運用状況表示コマンド)を使用します。StackモードまたはConsistencyモードを使用した同期型

レプリケーション運用の流れを以下に示します。

図8.34 同期型レプリケーションの流れ(Stackモード/Consistencyモードの場合)
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 注意

等価性維持状態のRECの動作モード変更を行った場合は、動作モード変更後に再度、等価性維持状態になるのを待ち合わせる必

要があります。

 
Recoveryモード

筐体間パス異常状態(halt状態)から復旧した場合に、コピー処理を再開する動作に関するモードです。
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表8.3 Recoveryモードの種類

モード 説明

Automatic Recovery 筐体間のFCRAパスが正常に復旧した場合、RECセッションがhalt状態から正常な状態に自動

的に遷移し、コピー処理が再開するRecoveryモードです。

Manual Recovery 筐体間のFCRAパスが正常に復旧しても、RECセッションはhalt状態のままでコピー処理が再

開しないRecoveryモードです。コピーの再開は手動で行います。本モードは、スタンバイデー

タベースの運用などで使用されます。

 
Splitモード

同期転送モードでRECを行っている場合に、筐体間パス異常状態(halt状態)が発生した場合のコピー元ボリュームへのWrite動作に

関するモードです。

表8.4 Splitモードの種類

モード 説明

Automatic Split 筐体間のFCRAパスの全閉塞が発生し、halt状態になった場合、複写元ボリュームへのWrite
を通常とおり成功させるSplitモードです。本モードを使用することにより、筐体間のFCRAパス

の全閉塞が発生した場合でも複写元ボリュームへのWriteが問題なく行えるため業務に影響が

ありません。

筐体間のFCRAパスが復旧した場合、Recoveryモードの設定にしたがってコピー処理が再開

されます。

Manual Split 筐体間のFCRAパスの全閉塞が発生してhalt状態になった場合、複写元ボリュームへのWrite
を許可しない(エラーとする)Splitモードです。本モードを使用することにより、FCRAパスの全閉

塞時に場合でも複写元ボリュームと複写先ボリュームの内容を完全に同期させることができま

す。

筐体間のFCRAパスが復旧した場合、Recoveryモードの設定にしたがってコピー処理の再開

が行われます。

 
コピー方向の反転

コピー方向の反転機能を利用することにより、センターのサイト切替えをスムーズに実施できます。

以下に使用例を示します。

1. サイトAで運用が行われており、サイトAからサイトBへのRECが行われているとします。

図8.35 サイトAからサイトBへRECを行っている場合
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2. サイト切替えを行うために、10.4.2.2 swsrpmake(複製作成コマンド)を実行してサイトBに複製を作成します。その後、サイトAの運

用を停止します。

図8.36 複製作成コマンドでサイトBに複製を作成した場合

3. 10.4.2.6 swsrprevsync(同期処理反転コマンド)を実行して、コピー方向を反転させます。

図8.37 同期処理反転コマンドを実行した場合
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4. サイトBの運用を開始します。この段階では同期処理はサスペンド状態なのでサイトBのボリュームに対して行われた更新データ

はサイトAには反映されません。

図8.38 サイトBの運用を開始した場合(同期処理サスペンド状態)

5. サイトBからサイトAの同期処理を開始(再開)します。同期処理のサスペンド中にサイトBのボリュームに対して行われた更新が、サイト

Aへ差分コピーによって反映されます。

図8.39 サイトBの運用を開始した場合(同期処理再開)

8.5.2.2.1 初期コピースキップ機能

初期コピースキップ機能は回線容量不足のため初期コピーの実施ができない場合に使用します。

テープ搬送によって初期コピースキップを行う例を以下に示します。

- 160 -



1. サイトAの運用が停止されているとします。

図8.40 サイトAの運用が停止されている場合

2. 次に初期コピースキップ機能を使って同期処理を開始します。このとき、RECセッションが設定されますが、複製確立状態となり

ます。複写先ボリュームにはデータはコピーされません

図8.41 初期コピースキップ機能による同期処理を開始した場合
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3. 次に複写元ボリュームのデータをテープへバックアップします。

図8.42 複写元のデータをテープへバックアップした場合

4. テープ媒体をサイトBに搬送します。また、サイトAの業務を再開します。

図8.43 サイトAの運用を再開した場合
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5. テープ媒体のデータを複写先ボリュームに復元します。この時点で複写先ボリュームのデータは運用再開前の複写元ボリュー

ムのデータと同一になります。

図8.44 テープを複写先へ復元した場合

6. Remainモードで同期処理を再開します。Remainモードで同期処理を再開することにより、複写元ボリュームの更新データのみ

が複写先ボリュームへ反映されます。Remainモードを使用しない場合は複写元ボリュームの全データがコピーされます。

図8.45 Remainモードで同期処理を再開した場合

8.5.2.3 コンカレントサスペンド機能

コンカレントサスペンド機能とは複数のEC/RECセッションを同時にサスペンドするETERNUS ディスクアレイの機能です。

本機能により複数のボリュームにより構成されたデータベースなどのコピーが整合性のとれた状態で容易に採取できます。

以下に、ETERNUS ディスクアレイ内部で行われる動作を示します。
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図8.46 ETERNUS ディスクアレイ内部の動作

コンカレントサスペンド機能による複製作成は10.4.2.2 swsrpmake(複製作成コマンド)に-Xconcurオプションを指定することにより行いま

す。

また、転送モードがConsistencyモードの場合にコンカレントサスペンドを行う場合は複製作成処理時の一時的なモード変更が不要に

なります。(下図参照)したがって、Consistencyモードでコンカレントサスペンドを使用する場合の操作手順は非同期モード、同期モー

ドと同じ手順となります。
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図8.47 Consistencyモードの場合

8.5.2.3.1 コンカレントサスペンド機能のタイムアウト値の変更

データ量が多い場合や通信回線の状態が良好でない場合に、サスペンドが完了せずにタイムアウトが発生する場合があります。

タイムアウトが発生すると以下のメッセージが出力されます。

swsrp2709 コンカレントサスペンドに失敗しました。セッションID＝[-]、理由＝[timeout]

または

swsrp2709 Concurrent suspend failed. Session ID=[-], Reason=[timeout]

このようなメッセージが出力される場合、コンカレントサスペンド機能のタイムアウト値を設定するファイルを作成して、タイムアウト値を変

更します。コンカレントサスペンド機能のタイムアウト値の設定ファイルは、以下のファイル名で複写元ボリュームが存在するサーバ上

に作成してください。
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・ 通常(非クラスタ)運用の場合

/etc/opt/FJSVswsrp/data/DEFAULT/check.ini

・ クラスタ運用の場合

/etc/opt/FJSVswsrp/<論理ノード名>/data/DEFAULT/check.ini

表8.5 check.iniファイルの形式

セクション名 キー名 値

[check] ConcurCheckTimeout コンカレントサスペンド機能のタイムアウト値を秒単位で設定します。

設定可能範囲：1～2147483647

注記：範囲外の値が設定された場合はデフォルトの60秒になります。

[コンカレントサスペンド機能のタイムアウト値を120秒とした場合の例]

[check]

ConcurCheckTimeout=120

コンカレントサスペンド機能のタイムアウト値の設定ファイルを作成しない場合は、デフォルトの60秒になります。

8.5.3 レプリケーション機能を利用したバックアップ／リストア

10.4.1.1 swsrpsetvol(複製ボリューム情報設定コマンド)の設定で、双方向に定義したボリュームペアに関して、複製先ボリュームから複

製元ボリュームへデータをリストアすることができます。

リストアは以下の手順で実行できます。

1. リストア対象のボリュームにECセションが存在する場合は、10.4.2.4 swsrpcancel(複製解除コマンド)を実施します。

2. 複製元ボリュームと複製先ボリュームの指定をレプリケーション実行時とは反対にして10.4.2.2 swsrpmake(複製作成コマンド)を
実施します。QuickOPC/SnapOPC/SnapOPC+を使用したバックアップ運用の場合は、-Tオプション、-Cオプション、-Pオプション

を指定せずに複製作成コマンドを実行します。

 

 注意

SnapOPC+のリストアをサポートしていないディスクアレイ装置の場合は、レプリケーション機能を利用したリストアができません。

リストアが必要な場合は、複製先ボリュームから手動でコピーしてください。

図8.48 SnapOPC+の手動によるリストア
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8.5.4 同期型反転の実行

10.4.2.6 swsrprevsync(同期処理反転コマンド)を使用することにより、差分データ量が少ない場合はリストア時の物理コピー量が大幅

に削減され、アドバンスト・コピー時間が短縮できます。

また、複数のコピーが組み合わさっている運用においても、他のコピーをキャンセルすることなくリストアを行うことができるため、リストア

後の全面コピーが不要となり、ETERNUSへの負荷を抑えて運用を再開することができます。

図8.49 EC反転の運用例

8.6 設定情報の変更

レプリケーション運用を構成するStorageサーバ／デバイスが変更となった場合、AdvancedCopy Managerの設定情報を変更する必要

があります。本節では、各種変更に伴う、設定情報の変更方法を説明します。

8.6.1 複製元／複製先ボリュームの変更

設定されている複製元／複製先ボリュームの属性値(コピー方向、サーバ間レプリケーションにおける操作サーバ)を変更する場合は、

10.4.1.3 swsrpdelvol(複製ボリューム情報削除コマンド)で登録をいったん削除した後、10.4.1.1 swsrpsetvol(複製ボリューム情報設定コ

マンド)を再度実行してください。

8.6.2 複製元／複製先ボリュームの削除

設定されている複製元／複製先ボリュームの設定の削除は、10.4.1.3 swsrpdelvol(複製ボリューム情報削除コマンド)で行います。

8.6.3 複製元／複製先ボリュームのデバイス情報の変更

複製元／複製先ボリュームに使用しているデバイス情報のサイズや構成変更を行う場合は、複製元／複製先ボリュームの削除処理を

行った後にデバイス構成変更を行い、複製元／複製先ボリュームの設定処理を行います。

本作業は、必ず、複製元／複製先ボリュームのサイズや構成変更を行う前に実施してください。本作業を行わない場合、デバイス構

成変更後の複製元／複製先ボリュームの削除ができない場合があります。

1. デバイスの変更対象の複製元／複製先ボリュームに対して削除処理を行います。詳細については、「8.6.2 複製元／複製先ボ

リュームの削除」を参照してください。

2. デバイスの構成変更を行います。

3. デバイスの追加処理を行います。詳細については、「8.4.4 Storageサーバ配下のデバイス情報の取り込み」を参照してください。

4. 複製元／複製先ボリュームの設定を行います。

8.7 運用の停止

動作中のレプリケーション処理を停止したい場合、動作中のコピーの停止、同期型レプリケーション運用をスナップショット型レプリケー

ションに変更する場合は、10.4.2.4 swsrpcancel(複製解除コマンド)で行います。
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 注意

SnapOPC+による複製処理を停止したい場合は、最も古いスナップ世代から停止する必要があります。

2世代目以降のスナップ世代を強制的に停止する場合は、10.4.2.4 swsrpcancel(複製解除コマンド)で-Xforceオプションを指定してくだ

さい。ただし、この場合、指定したスナップ世代とそれ以前のスナップ世代がすべて停止されます。

-Xforceオプションと-Xgroupオプションを同時に指定した場合、グループ内のSnapOPC+のセッションが停止され、グループ内のスナッ

プ世代とそれ以前のスナップ世代もすべて停止されます。

レプリケーション運用を停止する場合、Storageサーバ上のデーモンを停止します。通常、システムの停止時に自動的に停止します。

何らかの理由でデーモンを停止したい場合は、個別に停止させる事も可能です。詳細については、「第2章 デーモンの起動と停止」を

参照してください。

 

 注意

デーモンを停止すると、Storageサーバ上で動作しているAdvancedCopy Managerのすべての機能が停止します。

Storage管理サーバのサービスを停止する場合、管理しているすべてのStorageサーバの運用が停止している事を確認後、Storage管
理サーバのサービスを停止してください。

8.8 SDXオブジェクトの運用

SDXオブジェクトのレプリケーション運用について説明します。

通常ボリュームの基本的運用を理解した上でご利用ください。

GDSの詳細については、『PRIMECLUSTER(TM) Global Disk Services 説明書 (Linux版)』を参照してください。

なお、インストール先のシステム環境により、ソフトウェアのバージョンレベルは異なります。詳細は関連するソフトウェアのマニュアルな

どを参照してください。

8.8.1 SDXオブジェクトの運用単位

運用には次の2種類の方法があります。コピー単位はそれぞれ異なります。

・ 論理ボリューム単位のレプリケーション運用(GDS Snapshotを使用する方式)

・ スライス単位のレプリケーション運用(GDS Snapshotを使用しない方式)

運用の選択は、「4.8.1.1 SDXオブジェクトの運用単位の設定」を確認してください。

論理ボリューム単位のレプリケーション運用(GDS Snapshotを使用する方式)は、サーバ内レプリケーションに限ります。

サーバ間レプリケーションを実施する場合は、スライス単位を使用してください。

 

 注意

一つのStorageサーバ内で、両方の運用を混在して運用することはできません。

8.8.2 論理ボリューム単位のレプリケーション運用(GDS Snapshotを使用する方式)
GDSのSDXオブジェクトを論理ボリューム単位で複製することが可能です。

GDS Snapshotと連携した複製が行われます。

対象ボリュームとしてGDSの論理ボリューム名を指定できるため、SDXオブジェクトの物理ディスク構成を意識する必要はありません。

スライス単位運用では、ミラーボリュームを構成する全ての物理スライスを指定しなければならないので、物理構成を意識した設計、運

用が必要です。
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図8.50 論理ボリューム単位のバックアップ運用

GDSの論理ボリュームをAdvancedCopy Managerコマンドに指定する場合は、GDS論理ボリューム名を指定します。

/dev/sfdsk/クラス名/dsk/ボリューム名

 

 注意

運用できないSDXオブジェクトの構成や条件

運用可能なボリュームは、シングルボリューム、ミラーボリュームです。

次のSDXオブジェクト(ボリューム)はAdvancedCopy Managerで運用することができません。

・ シャドウクラスのボリューム

・ ストライプボリューム

・ スイッチボリューム

・ コンカチネーショングループ内のボリューム

ただし、ミラーグループの下位グループとして、ストライプグループおよびコンカチネーショングループを使用することは可能です。

同期型レプリケーションの開始や、スナップショット型レプリケーションの開始において、「複写元ボリュームを構成するスライス数」と「複

写元ボリュームに関連付けられている全ての複写先ボリュームを構成するスライス数」の合計が、33個以上になる場合はコピー処理を

実行できません。

また、複写元ボリュームがINVALID状態である場合はコピー処理を実行できません。

 

 ポイント

使用しているボリュームが、シングル、ミラー、ストライプ、コンカチネーション、スイッチのうち、どれに該当するかは、“sdxinfo -e long”
を実行したときに表示されるボリュームのタイプ属性(OBJ欄にvolumeと表示されている行のTYPE欄の値)で判断できます。
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【ボリュームオブジェクトのタイプ属性】

・ single:シングルボリューム(運用可能)

・ mirror:ミラーボリューム(運用可能)

・ stripe:ストライプボリューム(運用不可)

・ concat:コンカチネーショングループ内のボリューム(運用不可)

・ switch:スイッチボリューム(運用不可)

8.8.2.1 レプリケーション運用の設計

レプリケーション運用では、以下の点に留意して設計を行ってください。

GDS Snapshot連携機能では、AdvancedCopy ManagerがGDS Snapshot機能を使用してボリュームの結合・分離操作を行うことにより、

レプリケーションを実施します。

そのため、複製元／複製先ボリュームはGDS Snapshotのマスタオブジェクト／プロキシオブジェクトとして利用可能なSDXオブジェクト

でなければなりません。

複写元ボリュームはマスタオブジェクト、複写先ボリュームはプロキシオブジェクトとして運用します。

GDSのボリューム構成の設定は、AdvancedCopy Managerに登録する前に行ってください。

よって、物理スライス単位のレプリケーション運用と異なり、以下の点に留意する必要があります。(マスタ・プロキシボリュームを構成す

るための詳細な条件については、『PRIMECLUSTER(TM) Global Disk Services 説明書 (Linux版)』の「留意事項」の「プロキシ構成の

前提条件」を参照してください)

・ 複製元／複製先ボリュームは同一種別のSDXオブジェクトでなければなりません。論理ボリュームとスライス、または、論理ボリュームと他

OSのボリュームを組み合わせて複製ボリューム情報を設定することはできません。論理ボリュームの場合は、複製元／複製先ボ

リュームは同一サイズでなければなりません。

また、AdvancedCopy Managerでは、ボリュームが分離状態かつコピーセッションがない場合、複製未実施状態とみなします。以下の

運用を行った場合に、この状態へ移行します。

・ 10.4.2.2 swsrpmake(複製作成コマンド)でOPCを開始し、コピー処理が完了した場合。

・ 10.4.2.1 swsrpstartsync(複製開始コマンド)をソフトコピー指定で実行し、その後、10.4.2.2 swsrpmake(複製作成コマンド)で同期処

理をサスペンドした場合。

10.4.2.1 swsrpstartsync(複製開始コマンド)、10.4.2.2 swsrpmake(複製作成コマンド)、10.4.1.3 swsrpdelvol(複製ボリューム情報削除コ

マンド)は、指定された複製ボリュームのペアがこの分離状態であった場合、自動的に解除します。

運用上、このコピーセッションがない分離状態を解除する必要がある場合は、10.4.1.3 swsrpdelvol(複製ボリューム情報削除コマンド)
で複製ボリューム情報を削除するか、『PRIMECLUSTER(TM) Global Disk Services 説明書 (Linux版)』を参照して、sdxproxyコマンド

で解除してください。

8.8.2.2 複製ボリューム

アドバンスト・コピーを使用するためには、複製先ボリューム、複製元ボリュームのボリューム構成に関して以下の条件を満足する必要

があります。

 
複写元ボリュームのボリューム構成

アドバンスト・コピーを使用するためには、複写元ボリュームは以下のいずれかのボリューム構成を満足する必要があります。

・ シングルボリュームである。

・ ルートクラスではない。

・ ミラーボリュームであり、かつ、そのボリュームが属しているミラーグループに下位グループが接続されていない。

したがって、下位グループが接続されているミラーグループ内のミラーボリュームに対しては、ソフトコピーのみが起動可能です。

次のSDXオブジェクト(ボリューム)は、AdvancedCopy Managerで運用することができません。

・ シャドウクラスのボリューム
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・ ストライプボリューム

・ スイッチボリューム

・ コンカチネーショングループ内のボリューム

ただし、ミラーグループの下位グループとして、ストライプグループおよびコンカチネーショングループを使用することは可能です。

同期処理の開始やスナップショット型レプリケーションの開始において、「複写元ボリュームを構成するスライス数」と「複写元ボリューム

に関連付けられている全ての複写先ボリュームを構成するスライス数」の合計が、33個以上になる場合はコピー処理を実行できませ

ん。

また、複写元ボリュームがINVALID状態である場合はコピー処理を実行できません。

図8.51 アドバンスト・コピー可能な複写元ボリューム構成

 
複写先ボリュームのボリューム構成

アドバンスト・コピーを使用するためには、複写先ボリュームは以下のボリューム構成を満足する必要があります。

・ シングル構成である。

すなわち、ボリュームのTYPE属性が“single”であるか、または、TYPE属性が“mirror”かつ、ディスクグループを構成するディスク数が

1である。

・ ルートクラスではない。

したがって、複写先ボリュームがミラーボリュームである場合は、ソフトコピーのみ起動可能になります。双方向でアドバンスト・コピーを

実施するためには、両ボリューム共シングル構成である必要があります。ストライプ、コンカチネーションは、複写先として運用すること

はできません。
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図8.52 アドバンスト・コピー可能な複写先ボリューム構成

8.8.2.3 GDS構成別使用可能なコピー機能

GDS Snapshotのコピー動作には次の2種類があり、SDXオブジェクトの構成により、使用される機能が異なります。

・ アドバンスト・コピー:富士通ストレージシステムETERNUSのハードウェア機能によるコピー

・ ソフトコピー:PRIMECLUSTER GDSのディスクドライバによるコピー

SDXオブジェクトの構成と使用可能なコピー機能の関係は以下のとおりです。

表8.6 SDXオブジェクトの構成と使用可能なコピー機能

レプリケーショ

ン構成
単位

コピー元／コ

ピー先

SDXオブジェクト構成

ストライプ／コンカチネーション／スイッチタ

イプのオブジェクトはコピーできません

使用可能コピー機能

サーバ内 論理ボリューム

コピー元

シングル
アドバンスト・コピー

ソフトコピー

ミラー
下位グループがない

アドバンスト・コピー

ソフトコピー

下位グループがある ソフトコピー

コピー先

シングル
アドバンスト・コピー

ソフトコピー

ミラー

1つのディスクで構成されて

いる

アドバンスト・コピー

ソフトコピー

2つ以上のディスクで構成さ

れている
ソフトコピー
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8.8.2.4 Storageサーバ配下のデバイス情報の取り込み

レプリケーション運用を行うサーバをStorageサーバとして登録し、Storageサーバ配下のデバイスの情報を取得します。

デバイスの情報の取得については、「8.4.4 Storageサーバ配下のデバイス情報の取り込み」を参照してください。

8.8.2.5 複製ボリュームの設定

複製元／複製先ボリュームを設定する際は、以下の点に留意してください。

・ 「8.8.3.1.1 運用可能なボリューム構成」で説明されているボリューム構成であることを確認してください。

・ 複製元／複製先ボリュームがマスタボリューム、プロキシボリュームになっていないことを確認してください。

GDSの論理ボリュームを複製元／複製先として登録します。

# /opt/FJSVswsrp/bin/swsrpsetvol -h SRC-SV /dev/sfdsk/CLS1/dsk/VOL1 /dev/sfdsk/CLS1/dsk/VOL2

swsrpsetvol completed

#

8.8.2.6 レプリケーションの実行

SDXオブジェクトのレプリケーションを実行する場合、以下の点に留意する必要があります。

同期処理の開始・再開(10.4.2.1 swsrpstartsync(複製開始コマンド))やスナップショット処理の開始(10.4.2.2 swsrpmake(複製作成コマ

ンド))を行うためには、コピー先論理ボリュームは停止状態である必要があります。

コマンド実行時にコピー先論理ボリュームが起動中の場合は、コマンド内でボリューム停止処理を行います。コピー先ボリュームがファ

イルシステムボリュームの場合は、レプリケーション前処理によってファイルシステムのアンマウントを行った後、ボリュームを停止しま

す。

このボリューム停止処理に失敗した場合(たとえば、ボリュームがアプリケーションなどからアクセスされている場合に失敗します)は、コ

マンドは異常終了します。

[同期型レプリケーションの例]

# /opt/FJSVswsrp/bin/swsrpstartsync -h SRC-SV /dev/sfdsk/CLS1/dsk/VOL1 /dev/sfdsk/CLS1/dsk/VOL2

FROM=/dev/sfdsk/CLS1/dsk/VOL1, TO=/dev/sfdsk/CLS1/dsk/VOL2 swsrpstartsync completed

等価性維持状態後

# /opt/FJSVswsrp/bin/swsrpmake -h SRC-SV /dev/sfdsk/CLS1/dsk/VOL1 /dev/sfdsk/CLS1/dsk/VOL2

FROM=/dev/sfdsk/CLS1/dsk/VOL1, TO=/dev/sfdsk/CLS1/dsk/VOL2 swsrpmake completed

[スナップショット型レプリケーションの例]

# /opt/FJSVswsrp/bin/swsrpmake -h SRC-SV /dev/sfdsk/CLS1/dsk/VOL1 /dev/sfdsk/CLS1/dsk/VOL2

FROM=/dev/sfdsk/CLS1/dsk/VOL1, TO=/dev/sfdsk/CLS1/dsk/VOL2 swsrpmake completed

#

8.8.2.7 運用中の注意事項

sdxproxyコマンドを直接使用してレプリケーション機能に登録されているボリュームの状態変更操作を行わないでください。

レプリケーション機能の管理情報と実際のボリューム状態が、不整合な状態になる可能性があります。sdxproxyコマンドを直接使用し

て不整合な状態になった場合は、10.4.2.4 swsrpcancel(複製解除コマンド)を使用して複製運用を解除してください。

8.8.3 スライス単位のレプリケーション運用(GDS Snapshotを使用しない方式)
GDSのSDXオブジェクトをスライス単位で複製することが可能です。

GDS Snapshotとは連携しない複製が行われます。

GDSの論理ボリュームを構成する物理ディスクを指定しなければなりません。
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GDSの詳細については、『PRIMECLUSTER(TM) Global Disk Services 説明書 (Linux版)』を参照してください。

図8.53 スライス単位のレプリケーション運用

 

 注意

・ 筐体間ミラーを行っている場合、筐体障害の場合もOPCにより複製元へコピーをする必要がある場合は、ミラーの両系を複写する

必要があります。この場合、複製先ボリュームは論理ボリュームの容量ではなく、物理ボリュームの容量分が必要です。

・ スライス単位の運用において、使用可能なSDXオブジェクトは以下の通りです。

－ シングルボリューム

－ 階層化されていないミラーボリューム

 

 ポイント

使用しているボリュームが、シングル、ミラー、ストライプ、コンカチネーション、スイッチのうち、どれに該当するかは、“sdxinfo -e long”
を実行したときに表示される、ボリュームのタイプ属性(OBJ欄にvolumeと表示されている行のTYPE欄の値)で判断できます。

【ボリュームオブジェクトのタイプ属性】

・ single : シングルボリューム(運用可能)

・ mirror : ミラーボリューム(運用可能)

・ stripe : ストライプボリューム(運用不可)

・ concat : コンカチネーショングループ内のボリューム(運用不可)

・ switch : スイッチボリューム(運用不可)

AdvancedCopy Managerコマンドに指定する場合は、論理ボリューム名とAdvancedCopy Managerデバイス名を組み合わせた以下の形

式の名前を使用します。詳細については、「1.5.2 PRIMECLUSTER GDSのSDXオブジェクト」を参照してください。
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/dev/sfdsk/クラス名/dsk/ボリューム名:(ボリュームを構成するデバイス名)

 

 注意

デバイス名ずれ対策としてsdxinfoのDEVNAMの値の代わりに、udev名を使用する場合、かつ、サーバ間運用を行う場合、両サーバが

AdvancedCopy Manager 13.3以降である必要があります。

8.8.3.1 レプリケーション運用の設計

レプリケーション運用の設計を行う場合の注意事項については、「11.1.6 SDXオブジェクト運用の注意(レプリケーション管理)」を参照

してください。

8.8.3.1.1 運用可能なボリューム構成

ミラースライスをコピー先ボリュームとするレプリケーションは、現在サポートされていません。したがって、複製元ボリューム、複製先ボ

リュームのどちらか一方がミラースライスの場合は、ミラースライスから物理スライスへのレプリケーションのみが利用可能です。

ミラースライスへデータをコピーする際はddコマンドを使用してください。論理ボリュームを構成する全てのミラースライスに対してコピー

を実施する必要があります。

8.8.3.2 Storageサーバ配下のデバイス情報の取り込み

レプリケーション運用を行うサーバをStorageサーバとして登録し、Storageサーバ配下のデバイスの情報を取得します。

デバイスの情報の取得については、「8.4.4 Storageサーバ配下のデバイス情報の取り込み」を参照してください。

8.8.3.3 複製ボリュームの設定

GDS/SafeDISKのミラーボリュームを構成するミラースライスを複製ボリュームとして登録します。

# /opt/FJSVswsrp/bin/swsrpsetvol /dev/sfdsk/CLS1/dsk/VOL1:sda /dev/sfdsk/CLS1/dsk/VOL2:sdb

swsrpsetvol completed

#

8.8.3.4 レプリケーションの実行

[スナップショット型レプリケーションの例]

# /opt/FJSVswsrp/bin/swsrpmake /dev/sfdsk/CLS1/dsk/VOL1:sda /dev/sfdsk/CLS1/dsk/VOL2:sdb

FROM=/dev/sfdsk/CLS1/dsk/VOL1:sda, TO=/dev/sfdsk/CLS1/dsk/VOL2:sdb swsrpmake completed

#

 
複製作成時のオブジェクトの状態

複製作成を実行できるのは、論理ボリュームを構成するSDXオブジェクトの状態が以下の状態になっている場合です。これ以外の状

態になっている場合は、複製作成を実行することはできません(SDXオブジェクトの状態は、GDSのsdxinfoコマンドを用いてAdvancedCopy
Managerが確認します）。

1. ミラーボリュームの状態が、“ACTIVE(起動中)”またはSTOP(停止)のとき

2. 物理ディスクの状態が、“ENABLE(動作可)”のとき

3. ミラースライスの状態が、“ACTIVE(起動中)”または“TEMP(切り離し中)”のとき

 
レプリケーションの前後処理

次のような場合、前後処理スクリプトは実行されません。

・ SDXオブジェクトのスライスがTEMP
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第9章 運用保守

本章では、データベースの保守方法やトラブルが発生した場合の対処方法を記述しています。

9.1 データベースの保守

AdvancedCopy Managerは、運用情報として各種リポジトリや管理情報を保持しています。それらを総称しこの章ではデータベースと呼

びます。データベースは大切な情報であり、長期運用によるリポジトリの容量が不足した場合、運用状況が導入当初と大幅に異なって

きた際にリポジトリの容量が不足した場合、および不慮の事故に備え定期的なデータベースのバックアップの実施をお勧めします。

(ORACLEのデータベースなどの業務に利用されるデータベースとは異なります。)

以下に種別と取得タイミングについて記述します。

表9.1 Storage管理サーバのデータベース

種類 契機 取得方法 容量

データベース Storageサーバの追加やデバイ

ス情報の取り込みなど構成情

報に変化が生じた時、あるい

は、バックアップ管理やレプリ

ケーション管理の運用情報に

変化が生じた時

9.1.1.3.1 データベースの退避

方法

または

9.1.2 データベースを一括して

バックアップする場合

9.1.1.3.1 データベースの

退避方法を参照してくださ

い。

認証管理簿 認証の設定後 9.1.1.4.1 認証管理簿のバック

アップ

または

9.1.2 データベースを一括して

バックアップする場合

9.1.1.4.1 認証管理簿の

バックアップを参照してく

ださい。

レジストリ Storage管理サーバでDBセット

アップ（クラスタの場合はStorage
管理サーバ業務構築）後や

Storage管理サーバのサーバ情

報(サーバ名、IPアドレス、ポー

ト番号)を変更した場合

9.1.1.5.1 レジストリのバックアッ

プ

または

9.1.2 データベースを一括して

バックアップする場合

9.1.1.5.1 レジストリのバック

アップを参照してください。

表9.2 Storageサーバのデータベース

種類 契機 取得方法 容量

レジストリ Storageサーバの追加や

Storage管理サーバのサーバ情

報(サーバ名、IPアドレス、ポー

ト番号)を変更した場合

9.1.1.5.1 レジストリのバックアッ

プ

または

9.1.2 データベースを一括して

バックアップする場合

9.1.1.5.1 レジストリのバック

アップを参照してください。

バックアップ管理簿 バックアップ業務終了後 9.1.1.1.1 バックアップ管理簿

とリカバリ制御ファイルのバッ

クアップ

9.1.2 データベースを一括して

バックアップする場合

9.1.1.1.1 バックアップ管理

簿とリカバリ制御ファイル

のバックアップを参照して

ください。

バックアップ管理の前後処

理スクリプト

前後処理スクリプトを変更した

とき

copyコマンドで個別にバック

アップ

または

9.1.2 データベースを一括して

バックアップする場合

バックアップ管理の前後処

理スクリプトファイルのサイ

ズを確認してください。
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種類 契機 取得方法 容量

テープコピーの前後処理

スクリプト

前後処理スクリプトを変更した

とき

copyコマンドで個別にバック

アップ

または

9.1.2 データベースを一括して

バックアップする場合

テープコピーの前後処理

スクリプトファイルのサイズ

を確認してください。

レプリケーション管理簿 レプリケーション業務終了後 9.1.1.2.1 レプリケーション管理

簿のバックアップ

または

9.1.2 データベースを一括して

バックアップする場合

9.1.1.2.1 レプリケーション

管理簿のバックアップを参

照してください。

レプリケーション管理の前

後処理スクリプト

前後処理スクリプトを変更した

とき

copyコマンドで個別にバック

アップ

または

9.1.2 データベースを一括して

バックアップする場合

レプリケーション管理の前

後処理スクリプトファイルの

サイズを確認してください。

管理情報一括バックアッ

プのポリシーファイル

ポリシーファイルを変更したとき copyコマンドで個別にバック

アップ

または

9.1.2 データベースを一括して

バックアップする場合

管理情報一括バックアッ

プのポリシーファイルのサ

イズを確認してください。

表9.3 テープサーバのデータベース

種類 契機 取得方法 容量

レジストリ テープサーバの追加やStorage
管理サーバのサーバ情報(サー

バ名、IPアドレス、ポート番号)
を変更した場合

9.1.1.5.1 レジストリのバックアッ

プ

または

9.1.2 データベースを一括して

バックアップする場合

9.1.1.5.1 レジストリのバック

アップを参照してください。

テープ管理情報 テープバックアップ業務終了後 テープ管理情報バックアップ

コマンド

または

9.1.2 データベースを一括して

バックアップする場合

『ETERNUS SF
AdvancedCopy Manager
運用手引書 テープバック

アップ連携編』の「テープ

管理情報のバックアップ」

を参照してください。

 

 ポイント

データベースをバックアップする場合、それぞれ個別にバックアップする方法と、すべてのデータベースを一括してバックアップする方

法があります。

StorageサーバがStorage管理サーバを兼ねている場合は、Storage管理サーバのデータベースとStorageサーバのデータベースの両方

が存在しています。

9.1.1 データベースを個別にバックアップする場合

9.1.1.1 バックアップ管理簿の保守方法

バックアップ管理簿の保守方法について説明します。バックアップ運用を実施しているサーバで実行します。
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9.1.1.1.1 バックアップ管理簿とリカバリ制御ファイルのバックアップ

バックアップ管理簿とSymfowareのデータベーススペースをバックアップしたときに作成されるリカバリ制御ファイルをバックアップしま

す。

詳細については、「10.2.3.2 swstresback(資源バックアップコマンド)」を参照してください。

 
バックアップ管理簿のバックアップデータの容量

以下のディレクトリ配下のサイズを確認してください。

/etc/opt/FJSVswsts/data

クラスタ運用している場合は、以下のディレクトリ配下のサイズを確認してください。

/etc/opt/FJSVswsts/<論理ノード名>/data

Symfowareのデータベースをバックアップしている場合は、以下のディレクトリ配下のサイズも確認してください。

リカバリ制御ファイル出力先ディレクトリ

 

 ポイント

退避先として以前に退避したディレクトリを使用する場合は、上記サイズの3倍の容量が必要になります。

9.1.1.1.2 バックアップ管理簿とリカバリ制御ファイルのリストア

バックアップ管理簿とSymfowareのデータベーススペースをバックアップしたときに作成されるリカバリ制御ファイルをリストアします。

詳細については、「10.2.3.3 swstresrst(資源リストアコマンド)」を参照してください。

9.1.1.2 レプリケーション管理簿の保守方法

レプリケーション管理簿の保守方法について説明します。

9.1.1.2.1 レプリケーション管理簿のバックアップ

レプリケーション管理簿のバックアップは、Storage管理サーバのリポジトリをバックアップすることによって実施します。リポジトリのバック

アップ方法については、「9.1.1.3.1 データベースの退避方法」を参照してください。

 

 ポイント

レプリケーション管理の運用情報は、リポジトリに格納されています。

レプリケーション管理簿のバックアップは、10.4.1.1 swsrpsetvol(複製ボリューム情報設定コマンド)や10.4.1.3 swsrpdelvol(複製ボリュー

ム情報削除コマンド)によってレプリケーション管理の運用情報が変更された場合に実行することをお勧めします。

9.1.1.2.2 レプリケーション管理簿のリストア

レプリケーション管理簿のリストアは以下の手順で実施します。

1. Storage管理サーバのリポジトリをリストアします。リポジトリのリストア方法については、Storage管理サーバのOSに対応した

『ETERNUS SF AdvancedCopy Manager 運用手引書』の「9.1.1.3.3 データベースの復旧方法」を参照してください。

－ Storage管理サーバがLinux版／Solaris版の場合

復旧方法では、stgdbrcvコマンドの -mオプション（復旧モード）に0を指定してください。
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－ Storage管理サーバがWindows版の場合

復旧方法では、"RDBディクショナリおよびDSIの復旧(LOADモード)"を選択してください。

2. Storageサーバで10.4.3.1 swsrprecoverres(資源整合コマンド)を-rオプションを指定して実行します。資源整合コマンドの詳細に

ついては、「10.4.3.1 swsrprecoverres(資源整合コマンド)」を参照してください。

 

 ポイント

上記の手順によって、リポジトリのレプリケーション管理の運用情報がStorageサーバへコピーされ、運用可能な状態になります。

リポジトリに存在するレプリケーション管理の運用情報に変更がなく、Storageサーバに存在するレプリケーション管理の運用情報のみ

が何らかの理由によって不正な状態になってしまった場合は、上記の手順を実行してください。

9.1.1.3 データベースの保守方法

Storage管理サーバで使用しているデータベースの保守方法について説明します。

9.1.1.3.1 データベースの退避方法

データベース領域の退避を行うには、データベース退避コマンドを使用します。

本コマンドは、Storage管理サーバ上で実行します。

 

 注意

・ データベース退避コマンドを実行する際は、rootユーザーでログインしてください。

・ Storage管理サーバ導入時に指定した(事前にSymfowareが導入されていた場合には、Symfoware導入時の)ロケールで実行して

ください。

・ 本コマンド実行時に画面やコマンドを使用している場合、処理が正常に終了しない場合があります。しばらく待ってから再実行し

てください。

・ 本コマンドで退避したデータがないと、データベース領域に入出力障害等の障害が発生した場合に、9.1.1.3.3 データベースの復

旧方法を使用して復旧することができません。

・ Storage管理サーバをクラスタ運用している場合は、退避するディレクトリを共用ディスク上に用意することをお勧めします。

a. 指定方法

# /opt/swstorage/bin/stgdbdmp -d Backup-Directory [ -y ]

b. オプションの説明

オプション 説明

-d データベース領域を退避するディレクトリ名を絶対パスで指定します。

このディレクトリは事前に作成しておく必要があります。

-y 以前退避した内容が指定したディレクトリに既に存在した場合、強制的に上書きして退避しま

す。

本オプションを省略した場合で以前退避した内容が指定したディレクトリに既に存在した場合、

退避処理を行わずに処理を終了します。

c. 終了ステータス

=0:正常終了

>0:異常終了
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d. 実行例

# /opt/swstorage/bin/stgdbdmp -d /storage/dmpdir -y

////////// AdvancedCopy Manager データベース退避実行 //////////

==================================================================

DBデータの退避を開始します。

==================================================================

退避用作業ファイルの編集が完了しました。

.

DBスペース更新抑止が完了しました。

アーカイブログファイルの強制切替えが完了しました。

.........................

DSIデータの退避が完了しました。

アーカイブログファイルの破棄が完了しました。

RDBディクショナリデータの退避が完了しました。

DBスペース更新抑止解除が完了しました。

==================================================================

DBデータの退避が完了しました。

==================================================================

データベース退避は正常終了しました。

#

 

 ポイント

・ 主にStorageサーバの追加やデバイス情報の取り込みなど構成情報に変化が生じた際に使用しますが、それ以外に一日一回など

定期的に実行することをお勧めします。

・ 退避データ取得中の外部ファイルの入出力障害に備えるために、退避データは最低でも2世代管理しておくことをお勧めします。

 
データベースのバックアップデータの容量

以下の計算式で算出します。

60+(管理するデバイス数×0.001)メガバイト

9.1.1.3.2 データベースの障害箇所の把握

以下のファイルを最終行から順に参照し、「rdb:ERROR:qdgXXXXX～」と記述されたメッセージ(同時刻に出力されているメッセージも

確認してください)を検索して「qdgXXXXX」を取得し、復旧モードを決定します。

(クラスタ運用しない場合)/var/opt/FJSVswstf/log/RDBSWSTF.log

(クラスタ運用する場合)/var/opt/FJSVswstf/論理ノード名/log/RDBSWSTF.log

表9.4 qdgメッセージと復旧モードの関係

qdgメッセージ 障害内容 確認対象 復旧モード

qdg13039u 入出力障害、破壊検出 リポジトリデータ格納DBスペース用ディ

レクトリ/hdrdb_rep1
1

qdg12079e ファイル削除

qdg03400u ロールバック不可 －

qdg03401u

qdg03121u 入出力障害 RDBディクショナリ用ディレクトリ/hdrdic 2

qdg12078u ファイル削除
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qdgメッセージ 障害内容 確認対象 復旧モード

qdg03420u 入出力障害、破壊検出等 DBファイル用ディレクトリ/SWSTFDB/
rdbdir/DIR_FILE1

DBファイル用ディレクトリ/SWSTFDB/
rdbdir/DIR_FILE2

qdg12150u ファイルオープンエラー

qdg12151u

qdg12251e 入出力障害 DBファイル用ディレクトリ/SWSTFDB/
rdbdir/rdblogmanage

3

qdg12443u

qdg12434u ファイル異常

qdg02290u ファイル削除

qdg12111u 入出力障害 RDBログファイル用ディレクトリ/hdrlog 4

qdg12440u

qdg12441u

qdg12442u

qdg02296u ファイル削除

qdg03815u システムコールエラー DBファイル用ディレクトリ/SWSTFDB/
rdbdir/archive1

DBファイル用ディレクトリ/SWSTFDB/
rdbdir/archive2

5

qdg12275W

qdg12250u 破壊検出

qdg12483u ファイル読み込みエラー

 

 注意

・ 複数の障害が同時に発生した場合は、復旧モード1～5を使用しても復旧できない場合があります。その際は、データベースを再

作成した後、復旧モード0を使用することにより、データベース退避コマンドを実行して退避した時点の状態まで復旧することがで

きます。詳細については、「9.1.1.3.1 データベースの退避方法」を参照してください。(退避後に反映されたデータは復旧できませ

ん。)

・ その際、バックアップ運用を行っているすべてのStorageサーバ上で資源整合コマンド(10.2.3.1 swstsrsemtch(資源整合コマンド)」
を参照)にオプション-xを付けて実行してください。また、レプリケーション運用を行っているすべてのStorageサーバ上で資源整合

コマンド(「10.4.3.1 swsrprecoverres(資源整合コマンド)」を参照)にオプション-rを付けて実行してください。

9.1.1.3.3 データベースの復旧方法

データベース領域に入出力障害等の障害が発生した場合、復旧を行うためには、データベース復旧コマンドを使用します。

本コマンドは、Storage管理サーバ上で実行します。

 

 注意

・ データベース復旧コマンドを実行する際は、rootユーザーでログインしてください。

・ Storage管理サーバ導入時に指定した(事前にSymfowareが導入されていた場合には、Symfoware導入時の)ロケールで実行して

ください。

・ データベース復旧コマンドが正常終了した後、9.1.1.3.1 データベースの退避方法に従って、最新の退避データを取得してくださ

い。なお、その際の退避データ格納ディレクトリは、復旧コマンドで使用した退避データ格納ディレクトリとは異なるディレクトリを指

定することをお勧めします。

・ データベース復旧コマンドが正常終了した後、「第2章 デーモンの起動と停止」を参照し、AdvancedCopy Managerのデーモンを再起動

(停止後、起動)してください。
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a. 指定方法

# /opt/swstorage/bin/stgdbrcv -m mode [-d Backup-Directory]

b. オプションの説明

オプション 説明

-m データベース領域に発生した障害内容に応じた、復旧モードを指定します。

障害内容と復旧モードの関係については、「表9.4 qdgメッセージと復旧モードの関係」を参照

してください。

-d 事前に退避したデータが格納されているディレクトリ名を絶対パスを指定します。

オプション-mで0、1、2、4を指定した際に必須です。

c. 終了ステータス

=0:正常終了

>0:異常終了

d. 実行例

# /opt/swstorage/bin/stgdbrcv -m 1 -d /storage/dmpdir

////////// AdvancedCopy Manager データベース復旧実行 //////////

==================================================================

DSIの復旧( FWモード )を開始します。

==================================================================

復旧用作業ファイルの編集が完了しました。

DSIアクセス禁止が完了しました。

.........................

DSIデータの復旧が完了しました。

==================================================================

DSIの復旧( FWモード )が完了しました。

==================================================================

データベース復旧は正常終了しました。

#

9.1.1.4 認証管理簿の保守方法

認証機構の保守方法について説明します。認証機構を実施しているサーバ(Storage管理サーバ)で実行します。

9.1.1.4.1 認証管理簿のバックアップ

Storage管理サーバにおいて、/opt/FJSVswssc/bin/smmkbatコマンドを実行して認証管理情報を抽出します。本コマンドはrootユーザー

で行う必要があります。

# /opt/FJSVswssc/bin/smmkbat -f 定義情報出力シェルスクリプト名 (例:/opt/FJSVswssc/bin/smmkbat -f acldata.sh)

定義情報出力シェルスクリプトは、定義情報を反映するコマンド例を記述したシェルスクリプトとして抽出されます。

 
認証管理簿のバックアップデータの容量

以下の計算式で算出します。

400+(アクセス権設定したアカウント名の長さ+29(*1)・・・) バイト
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*1 アクセス権を設定したアカウントの数分だけ加算します。

9.1.1.4.2 認証管理簿のリストア

定義情報出力シェルスクリプトを実行します。この場合、rootユーザーで行う必要があります。

9.1.1.5 レジストリの保守方法

レジストリの保守方法について説明します。Storage管理サーバおよびStorageサーバで実施します。

9.1.1.5.1 レジストリのバックアップ

以下のファイルを、cpコマンド等を使用してバックアップします。

a. ファイル名

－ 非クラスタの場合

/etc/opt/swstorage/swnode.ini

－ クラスタの場合

/etc/opt/swstorage/論理ノード名/swnode.ini

b. 実施例

/backupディレクトリに退避します。

# cp /etc/opt/swstorage/swnode.ini /backup

 
レジストリのバックアップデータの容量

バックアップするファイルのサイズを確認してください。

9.1.1.5.2 レジストリのリストア

以下のファイルを、cpコマンド等を使用して復元します。

a. ファイル名

－ 非クラスタの場合

/etc/opt/swstorage/swnode.ini

－ クラスタの場合

/etc/opt/swstorage/論理ノード名/swnode.ini

b. 実施例

/backupディレクトリに退避したファイルを復元します。

# cp /backup/swnode.ini /etc/opt/swstorage

9.1.2 データベースを一括してバックアップする場合

AdvancedCopy Managerの管理情報(データベース等)を1つのStorageサーバまたはStorage管理サーバまたはテープサーバにてバッ

クアップする機能について説明します。

管理情報一括バックアップを使用することにより、1つのStorageサーバまたはStorage管理サーバまたはテープサーバにて全てのStorage
サーバとStorage管理サーバとテープサーバの管理情報をバックアップすることができます。1つのStorageサーバまたはStorage管理
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サーバまたはテープサーバにて管理情報一括バックアップを実行することにより、他のStorageサーバ/Storage管理サーバ／テープサー

バのデータベースのバックアップコマンド(バックアップ管理の資源バックアップコマンドやデータベースのデータベース退避コマンド

等)を実行し、各バックアップコマンドで作成したバックアップデータや管理情報を収集します。

管理情報一括バックアップを実行する1つのStorageサーバまたはStorage管理サーバまたはテープサーバを管理情報一括バックアッ

プ実行サーバ、バックアップ対象となるStorageサーバまたはStorage管理サーバまたはテープサーバを管理情報一括バックアップ対

象サーバといいます。

図9.1 Storage管理サーバとStorageサーバ

例:管理情報一括バックアップを使用して上図のStorageサーバBに、Storage管理サーバ、StorageサーバA、StorageサーバBの管理情

報をバックアップします。この場合、StorageサーバBが管理情報一括バックアップ実行サーバとなります。Storage管理サーバ、Storage
サーバA、StorageサーバBが管理情報一括バックアップ対象サーバとなります。StorageサーバBは管理情報一括バックアップ実行サー

バでもあるため、管理情報一括バックアップ実行サーバ兼管理情報一括バックアップ対象サーバとなります。

以下に管理情報一括バックアップでバックアップする管理情報の種別を記述します。

表9.5 管理情報一括バックアップでバックアップする管理情報の種別

機能 データ種別

データベース データベース

認証機構 認証管理簿

レジストリ レジストリ

バックアップ管理 バックアップ管理簿、またはバックアップ管理簿とリカバリ制御ファイル

前後処理スクリプト

テープコピーの前後処理スクリプト

バックアップ用業務ボリュームロック動作指定ファイル

バックアップ用バックアップボリュームロック動作指定ファイル

リストア先ボリュームロック動作指定ファイル

テープコピー用バックアップボリュームロック動作指定ファイル

レプリケーション管理 前後処理スクリプト

複写元ボリュームロック動作指定ファイル

複写先ボリュームロック動作指定ファイル

管理情報一括バックアップ ポリシーファイル

テープバックアップ管理 テープ管理情報

 

 注意

Softek AdvancedCopy Manager 10.4(V10.0L50)以前のバージョンのStorageサーバの管理情報は、管理情報一括バックアップでバッ

クアップできません。Storageサーバのバージョンに対応した運用手引書の「データベースの保守」を参照して個別にバックアップしてく

ださい。
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9.1.2.1 事前準備

管理情報一括バックアップにてバックアップを実施するにあたり、以下の事前準備が必要です。

1. 管理情報一括バックアップ対象サーバとバックアップする管理情報の種別を決定します。

2. 管理情報一括バックアップ実行サーバを決定します。

3. 管理情報一括バックアップ実行サーバでバックアップしたデータを格納するディレクトリを作成します。必要な容量は、以下の容

量の合計値です。

－ データベースで必要な容量は、データベースのバックアップデータの容量の1.2倍になります。

バックアップデータの容量については、Storage管理サーバのOSに対応した『ETERNUS SF AdvancedCopy Manager 運用

手引書』の「データベースの保守」を参照してください。

－ 認証管理簿で必要な容量は、認証管理簿のバックアップデータの容量になります。

バックアップデータの容量については、Storage管理サーバのOSに対応した『ETERNUS SF AdvancedCopy Manager 運用

手引書』の「データベースの保守」を参照してください。

－ レジストリで必要な容量は、管理情報一括バックアップ対象サーバごとにレジストリのバックアップデータの容量の合計値に

なります。

バックアップデータの容量については、管理情報一括バックアップ対象サーバのOSに対応した『ETERNUS SF AdvancedCopy
Manager 運用手引書』の「データベースの保守」を参照してください。

－ バックアップ管理で必要な容量は、管理情報一括バックアップ対象サーバ毎に以下の容量の合計値になります。

それぞれのバックアップデータの容量については、管理情報一括バックアップ対象サーバのOSに対応した『ETERNUS SF
AdvancedCopy Manager 運用手引書』の「データベースの保守」を参照してください。

- バックアップ管理簿のバックアップデータの容量(バックアップ管理簿とリカバリ制御ファイルのバックアップデータの容

量)の1.2倍

- バックアップ管理の前後処理スクリプトのサイズ

- テープコピーの前後処理スクリプトのサイズ

- バックアップ管理のバックアップ用業務ボリュームロック動作指定ファイルのサイズ

- バックアップ管理のバックアップ用バックアップボリュームロック動作指定ファイルのサイズ

- バックアップ管理のリストア先ボリュームロック動作指定ファイルのサイズ

- テープコピー用バックアップボリュームロック動作指定ファイルのサイズ

－ レプリケーション管理で必要な容量は、管理情報一括バックアップ対象サーバ毎に以下の容量の合計値になります。

- レプリケーション管理の前後処理スクリプトのサイズ

- レプリケーション管理の複写元ボリュームロック動作指定ファイルのサイズ

- レプリケーション管理の複写先ボリュームロック動作指定ファイルのサイズ

－ 管理情報一括バックアップのポリシーファイルで必要な容量は、管理情報一括バックアップのポリシーファイルのサイズにな

ります。

－ テープ管理情報で必要な容量は、テープ管理情報のバックアップデータの容量の1.2倍になります。

テープ管理情報の容量については、『ETERNUS SF AdvancedCopy Manager 運用手引書 テープバックアップ連携編』の

「データベースの保守」を参照してください。

4. 管理情報一括バックアップ対象サーバの作業用ディレクトリ(クラスタ運用の場合は、AdvancedCopy Manager用共有データ用共

有ディスク)の容量を確認します。下記容量は、管理情報一括バックアップを実行している間のみ必要とします。各管理情報一

括バックアップ対象サーバにてバックアップするデータベースの中で、最大値の容量を必要とします。必要な容量は以下のとお

りです。

－ データベースで必要な容量は、データベースのバックアップデータの容量の2.2倍になります。

バックアップデータの容量については、Storage管理サーバのOSに対応した『ETERNUS SF AdvancedCopy Manager 運用

手引書』の「データベースの保守」を参照してください。
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－ 認証管理簿で必要な容量は、認証管理簿のバックアップデータの容量になります。

バックアップデータの容量については、Storage管理サーバのOSに対応した『ETERNUS SF AdvancedCopy Manager 運用

手引書』の「データベースの保守」を参照してください。

－ バックアップ管理で必要な容量は、バックアップ管理簿のバックアップデータの容量(バックアップ管理簿とリカバリ制御ファ

イルのバックアップデータの容量)の2.2倍になります。

バックアップデータの容量については、管理情報一括バックアップ対象サーバのOSに対応した『ETERNUS SF AdvancedCopy
Manager 運用手引書』の「データベースの保守」を参照してください。

－ レジストリ、レプリケーション管理、ポリシーファイルのバックアップでは必要ありません。

5. 管理情報一括バックアップ実行サーバ(2で決定したStorageサーバ）にて10.3.13 stgmgrinfoset(管理情報一括バックアップサー

バ登録／削除コマンド)を実行します。

6. 管理情報一括バックアップ実行サーバでポリシーファイルを作成します。

表9.6 管理情報一括バックアップの実行サーバ環境とポリシーファイルのパス

管理情報一括バックアップ実行サーバ
ポリシーファイルのパス

OS種別 運用種別

Windows 非クラスタ 環境設定ディレクトリ\etc\stgmgrinfo_policy.ini

クラスタ <AdvancedCopy Manager共有データ>:\etc\opt\swstorage\etc
\stgmgrinfo_policy.ini

Solaris

HP-UX

Linux

AIX

非クラスタ /etc/opt/FJSVswstf/stgmgrinfo_policy.ini

クラスタ /etc/opt/FJSVswstf/<論理ノード名>/stgmgrinfo_policy.ini

 

 注意

・ 複数のStorageサーバを管理情報一括バックアップ実行サーバとしないでください。

・ 管理情報一括バックアップ実行サーバがクラスタ運用のStorageサーバ業務の場合、バックアップしたデータを格納するディレクト

リは共有ディスク上に作成してください。

・ データベース、バックアップ管理、認証管理簿、テープバックアップ管理では、管理情報一括バックアップ対象サーバにて各機能

のバックアップコマンドを実行します。また、データベースのバックアップ、バックアップ管理(バックアップ管理簿)、テープバックアッ

プ管理のバックアップでは、作成したバックアップデータをアーカイブファイルにまとめるため一時的に約2.2倍の容量を必要としま

す。

表9.7 ポリシーファイルの設定内容

セクション

名

キー名 内容 指定の可否

Storage管理

サーバ

Storage
サーバ

テープ

サーバ

サーバ名 DBData データベースのバックアップの有無を指定します。

Yes:データベースのバックアップを実施する

No:データベースのバックアップを実施しない

キーが設定されていないまたは“Yes”(大文字Y
+小文字es)以外が指定された場合は、“No”が指

定されたものとみなします

○ × ×

AuthData 認証機構のバックアップの有無を指定します。

Yes:認証機構のバックアップを実施する

No:認証機構のバックアップを実施しない

○ × ×
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セクション

名

キー名 内容 指定の可否

Storage管理

サーバ

Storage
サーバ

テープ

サーバ

キーが設定されていないまたは“Yes”(大文字Y
+小文字es)以外が指定された場合は、“No”が指

定されたものとみなします

BkupData バックアップ管理のバックアップの有無を指定しま

す。

Yes:バックアップ管理のバックアップを実施する

No:バックアップ管理のバックアップを実施しない

キーが設定されていないまたは“Yes”(大文字Y
+小文字es)以外が指定された場合は、“No”が指

定されたものとみなします

△ △ ×

ReplData レプリケーション管理のバックアップの有無を指定

します。

Yes:レプリケーション管理のバックアップを実施す

る

No:レプリケーション管理のバックアップを実施し

ない

キーが設定されていないまたは“Yes”(大文字Y
+小文字es)以外が指定された場合は、“No”が指

定されたものとみなします

△ △ ×

TapeData テープバックアップ管理のバックアップの有無を

指定します。

Yes:テープバックアップ管理のバックアップを実施

する

No:テープバックアップ管理のバックアップを実施

しない

キーが設定されていない、または“Yes”(大文字Y
+小文字es)以外が指定された場合は、“No”が指

定されたものとみなします。

× × △

○:指定可能、△:対象サーバで該当機能を運用している場合に指定可能、×:指定不可

例:ポリシーファイルの設定は以下のようになります。

・ Storage管理サーバ(サーバ名:ACMMGR)は、データベース、認証機構、バックアップ管理のバックアップを実施します。

・ Storageサーバ(サーバ名:ACMAGT1)は、バックアップ管理のバックアップを実施します。

・ Storageサーバ(サーバ名:ACMAGT2)は、レプリケーション管理のバックアップを実施します。

・ テープサーバ(サーバ名:ACMTAPE)は、テープバックアップ管理バックアップを実施します。

[ACMMGR]

DBData=Yes

AuthData=Yes

BkupData=Yes

[ACMAGT1]

BkupData=Yes

[ACMAGT2]

ReplData=Yes

[ACMTAPE]

TapeData=Yes
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 注意

・ ポリシーファイルを使用しない場合、ポリシーファイルを作成する必要はありません。

・ ポリシーファイルはSJISコードで作成してください。

・ レジストリ、管理情報一括バックアップのポリシーファイルのバックアップは、ポリシーファイルにて設定できません。

9.1.2.2 バックアップ運用

管理情報一括バックアップ実行サーバにて10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)を実行すると、以下のディレク

トリ構成でバックアップしたデータを保持します。

表9.8 管理情報一括バックアップ実行時のディレクトリ構成

ディレクトリ データ種別

*1 サーバ名 DBData データベース

AuthData 認証管理簿

RegiData レジストリ

BkupData FJSVswsts バックアップ管理簿、またはバックアップ管理簿とリカバリ制御ファイ

ル

Scripts バックアップ管理の前後処理スクリプト

テープコピーの前後処理スクリプト

data バックアップ管理のバックアップ用業務ボリュームロック動作指定ファ

イル

バックアップ管理のバックアップ用バックアップボリュームロック動作

指定ファイル

バックアップ管理のリストア先ボリュームロック動作指定ファイル

テープコピー用バックアップボリュームロック動作指定ファイル

ReplData Scripts レプリケーション管理の前後処理スクリプト

data レプリケーション管理の複写元ボリュームロック動作指定ファイル

レプリケーション管理の複写先ボリュームロック動作指定ファイル

MgrInfoData 管理情報一括バックアップのポリシーファイル

TapeData テープ管理情報

*1は、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)で指定したバックアップデータの格納ディレクトリ

になります。

例:*1が「/ACMBkupData」でサーバ名が「ACMAGT1」のバックアップ管理の前後処理スクリプトは、以下のディレクトリ配下に保持しま

す。

/ACMBkupData/ACMAGT1/BkupData/Scripts

 

 注意

Solaris版、HP-UX版、Linux版、AIX版の場合、ディレクトリ内のサーバ名はEUCコードです。

 
初回の操作

初回の操作を以下に示します。
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1. 管理情報一括バックアップ実行サーバにて、10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)で全Storageサーバの

レジストリのバックアップを実施します。

2. 管理情報一括バックアップ実行サーバにて、10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)でポリシーファイルの

バックアップを実施します。

 
通常時の運用

通常時の運用を以下に示します。

データのバックアップ契機に合わせて、管理情報一括バックアップ実行サーバにて、10.3.14 stgmgrinfobkup(管理情報一括バックアッ

プコマンド)で対象データのバックアップを実施します。

バックアップ契機については、各OSに対応した『ETERNUS SF AdvancedCopy Manager 運用手引書』の「データベースの保守」を参

照してください。

 
サーバ追加/削除時の操作

【Storageサーバを追加した場合】

1. 管理情報一括バックアップ実行サーバにて、ポリシーファイルに追加したStorageサーバのポリシー情報を設定します。

2. 管理情報一括バックアップ実行サーバにて、10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)で追加したStorageサー

バのレジストリのバックアップを実施します。

3. 管理情報一括バックアップ実行サーバにて、10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)でポリシーファイルの

バックアップを実施します。

【Storageサーバを削除した場合】

1. 管理情報一括バックアップ実行サーバにて、ポリシーファイルから削除したStorageサーバのポリシー情報を削除します。

2. 管理情報一括バックアップ実行サーバのバックアップデータを格納しているディレクトリ配下で、削除したStorageサーバのサー

バ名のディレクトリを削除します。

3. 管理情報一括バックアップ実行サーバにて、10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)でポリシーファイルの

バックアップを実施します。

 
サーバ名を変更した時の操作

1. 管理情報一括バックアップ実行サーバにて、ポリシーファイルから変更前のStorageサーバのポリシー情報を削除します。

2. 管理情報一括バックアップ実行サーバのバックアップデータを格納しているディレクトリ配下で、変更前のStorageサーバのサー

バ名のディレクトリを削除します。

3. 管理情報一括バックアップ実行サーバにて、ポリシーファイルに変更後のStorageサーバのポリシー情報を設定します。

4. 管理情報一括バックアップ実行サーバにて、10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)で変更したStorageサー

バのレジストリのバックアップを実施します。

5. 管理情報一括バックアップ実行サーバにて、10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)でポリシーファイルの

バックアップを実施します。

9.1.2.3 リストア運用

10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)で採取したバックアップデータを使用してリストアする方法を以下に示しま

す。

以下の操作は、rootユーザーまたはAdministratorsグループに所属するアカウントで実施してください。

 
レジストリのリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下からレジストリのバックアップデータをコピーします。

Windows版の場合:1で確認したディレクトリ\<リストアするサーバ名>\RegiData
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Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ<リストアするサーバ名>/RegiData

3. 2でコピーしたレジストリをリストアするサーバにバイナリモードで転送します。

4. リストアするサーバにて、レジストリのリストアを実施します。レジストリのリストアについては、リストアするサーバのOSに対応した

『ETERNUS SF AdvancedCopy Manager 運用手引書』の「レジストリのリストア」を参照してください。

 
データベースのリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下からデータベースのバックアップデータをコピーします。

Windows版:1で確認したディレクトリ\<Storage管理サーバ名>\DBData

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/<Storage管理サーバ名>/DBData

3. 2でコピーしたデータベースのバックアップデータをStorage管理サーバにバイナリモードで転送します。

4. Storage管理サーバにて、3で転送したデータベースのバックアップデータを展開します。

Storage管理サーバがWindows版の場合、バックアップデータ展開コマンドを実行してデータベースのバックアップデータを展開

します。バックアップデータ展開コマンドについては、『ETERNUS SF AdvancedCopy Manager 運用手引書(Windows版)』の
「stgarcext(バックアップデータ展開コマンド)」を参照してください。Storage管理サーバがSolaris版、Linux版の場合、OSのtarコマ

ンドを使用してデータベースのバックアップデータを展開します。

5. Storage管理サーバにて、データベースの復旧を実施します。データベースの復旧方法については、Storage管理サーバのOSに
対応した『ETERNUS SF AdvancedCopy Manager 運用手引書』の「データベースの復旧方法」を参照してください。

－ データベースの復旧方法で指定する退避データの格納先ディレクトリは、4で展開したディレクトリになります。

－ 復旧モードには、Windows版の場合”RDBディクショナリ,DSI(LOADモード)”、Windows版以外の場合“0”を指定します。

 
認証機構のリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下から認証管理簿のバックアップデータをコピーします。

Windows版の場合:1で確認したディレクトリ\< Storage管理サーバ名>\AuthData

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/< Storage管理サーバ名>/AuthData

3. 2でコピーした認証管理簿のバックアップデータをStorage管理サーバにバイナリモードで転送します。

4. Storage管理サーバがSolaris版、Linux版の場合、Storage管理サーバにて、3で転送した認証管理簿のバックアップデータのア

クセス権をOSのchmodコマンド使用して変更します。所有者であるrootユーザーに実行権をつけてください。

5. Storage管理サーバがWindows版の場合、3で転送された認証管理簿のバックアップデータをAdvancedCopy Managerのプログ

ラムディレクトリ\bin配下にコピーします。

6. Storage管理サーバにて、認証管理簿のリストアを実施します。認証管理簿のリストア方法については、Storage管理サーバのOS
に対応した『ETERNUS SF AdvancedCopy Manager 運用手引書』の「認証管理簿のリストア」を参照してください。定義情報出力

バッチファイル、定義情報出力シェルスクリプトとは、4または5で操作した認証管理簿のバックアップデータになります。

 
バックアップ管理簿／バックアップ管理簿とリカバリ制御ファイルのリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下からバックアップ管理簿／バックアップ管理簿とリカバリ制御

ファイルのバックアップデータをコピーします。

Windows版の場合:1で確認したディレクトリ\<リストアするサーバ名>\BkupData\FJSVswsts

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/<リストアするサーバ名>BkupData/FJSVswsts
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3. 2でコピーしたバックアップ管理簿／バックアップ管理簿と、リカバリ制御ファイルのバックアップデータをリストアするサーバにバ

イナリモードで転送します。

4. リストアするサーバにて、3で転送したバックアップ管理簿／バックアップ管理簿とリカバリ制御ファイルのバックアップデータを展

開します。リストアするサーバがWindows版の場合、バックアップデータ展開コマンドを実行して、バックアップ管理簿のバックアッ

プデータを展開します。バックアップデータ展開コマンドについては、『ETERNUS SF AdvancedCopy Manager 運用手引書

(Windows版)』の「stgarcext(バックアップデータ展開コマンド)」を参照してください。リストアするサーバがSolaris版、Linux版、HP-UX
版、AIX版の場合、OSのtarコマンドを使用してバックアップ管理簿／バックアップ管理簿とリカバリ制御ファイルのバックアップ

データを展開します。

5. リストアするサーバにて、バックアップ管理簿／バックアップ管理簿とリカバリ制御ファイルのリストアを実施します。リストア方法に

ついては、リストアするサーバのOSに対応した『ETERNUS SF AdvancedCopy Manager 運用手引書』の「バックアップ管理簿の

リストア」または「バックアップ管理簿とリカバリ制御ファイルのリストア」を参照してください。資源リストアコマンドに指定するBackup-
Directoryは、4で展開したディレクトリになります。

 
バックアップ管理の前後処理スクリプト／テープコピーの前後処理スクリプトのリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下からバックアップ管理の前後処理スクリプト／テープコピー

の前後処理スクリプトのバックアップデータをコピーします。

Windows版の場合：1で確認したディレクトリ\<リストアするサーバ名>\BkupData\Scripts

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/<リストアするサーバ名>/BkupData/Scripts

3. 2でコピーしたバックアップ管理の前後処理スクリプト／テープコピーの前後処理スクリプトのバックアップデータをリストアするサー

バにバイナリモードで転送します。

4. リストアするサーバにて、3で転送したバックアップ管理の前後処理スクリプトを運用するディレクトリにコピーします。運用するディ

レクトリ(バックアップ管理の前後処理スクリプトのコピー先)については、リストアするサーバのOSに対応した『ETERNUS SF
AdvancedCopy Manager 運用手引書』の「バックアップ／リストアの前後処理」を参照してください。

5. リストアするサーバがSolaris版、Linux版、HP-UX版、AIX版の場合、リストアするサーバにて4でコピーした前後処理スクリプトの

アクセス権をOSのchmodコマンド使用して変更します。所有者であるrootユーザーに実行権をつけてください。

 
バックアップ管理の各種ロック動作指定ファイルのリストア方法

1. 管理情報一括バックアップ実行サーバにて、「10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)」を
実行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下からバックアップ管理の各種ロック動作指定ファイルのバッ

クアップデータをコピーします。

Windows版の場合:1で確認したディレクトリ\<リストアするサーバ名>\BkupData\data

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/<リストアするサーバ名>/BkupData/data

3. 2でコピーしたバックアップ管理の各種ロック動作指定ファイルのバックアップデータをリストアするサーバにバイナリモードで転

送します。

4. リストアするサーバにて、3で転送したバックアップ管理の各種ロック動作指定ファイルを運用するディレクトリにコピーします。運

用するディレクトリ(バックアップ管理の各種ロック動作指定ファイルのコピー先)については、の『ETERNUS SF AdvancedCopy
Manager 運用手引書(Windows版)』の「バックアップ／リストアの前後処理」を参照してください。

 
レプリケーション管理の前後処理スクリプトのリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下からレプリケーション管理の前後処理スクリプトのバックアッ

プデータをコピーします。

Windows版の場合：1で確認したディレクトリ\<リストアするサーバ名>\ReplData\Scripts

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/<リストアするサーバ名>/ReplData/Scripts

- 191 -



3. 2でコピーしたレプリケーション管理の前後処理スクリプトのバックアップデータをリストアするサーバにバイナリモードで転送しま

す。

4. リストアするサーバにて、3で転送したレプリケーション管理の前後処理スクリプトを運用するディレクトリにコピーします。運用する

ディレクトリ(レプリケーション管理の前後処理スクリプトのコピー先)については、リストアするサーバのOSに対応した『ETERNUS
SF AdvancedCopy Manager 運用手引書』の「レプリケーションの前後処理」を参照してください。

5. リストアするサーバがSolaris版、Linux版、HP-UX版、AIX版の場合、リストアするサーバにて4でコピーした前後処理スクリプトの

アクセス権をOSのchmodコマンド使用して変更します。所有者であるrootユーザーに実行権をつけてください。

 
レプリケーション管理の各種ロック動作指定ファイルのリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下からレプリケーション管理の各種ロック動作指定ファイルの

バックアップデータをコピーします。

Windows版の場合:1で確認したディレクトリ\<リストアするサーバ名>\ReplData\data

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/<リストアするサーバ名>/ReplData/data

3. 2でコピーしたレプリケーション管理の各種ロック動作指定ファイルのバックアップデータをリストアするサーバにバイナリモードで

転送します。

4. リストアするサーバにて、3で転送したレプリケーション管理の各種ロック動作指定ファイルを運用するディレクトリにコピーします。

運用するディレクトリ(レプリケーション管理の各種ロック動作指定ファイルのコピー先)については、『ETERNUS SF AdvancedCopy
Manager 運用手引書(Windows版)』の「レプリケーションの前後処理」を参照してください。

 
管理情報一括バックアップのポリシーファイルのリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップを実行するサーバにて、以下のディレクトリ配下のポリシーファイルを管理情報一括バックアップコマ

ンドのポリシーファイルにコピーします。

Windows版の場合:1で確認したディレクトリ\<リストアするサーバ名>\MgrInfoData

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/<リストアするサーバ名>/MgrInfoData

管理情報一括バックアップコマンドのポリシーファイルのディレクトリについては、「9.1.2.1 事前準備」の手順6を参照してください

 
テープ管理情報のリストア方法

1. 管理情報一括バックアップ実行サーバにて、10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)を実

行し、バックアップデータを格納しているディレクトリを確認します。

2. 管理情報一括バックアップ実行サーバにて、以下のディレクトリ配下からテープ管理情報のバックアップデータをコピーします。

Windows版の場合:1で確認したディレクトリ\<リストアするサーバ名>\TapeData

Solaris版、Linux版、HP-UX版、AIX版の場合:1で確認したディレクトリ/<リストアするサーバ名>/TapeData

3. 2でコピーしたテープ管理情報のバックアップデータをリストアするサーバにバイナリモードで転送します。

4. リストアするサーバにて、3で転送したテープ管理情報を展開します。リストアするサーバがSolaris版、Linux版の場合、OSのtar
コマンドを使用してテープ管理情報のバックアップデータを展開します。

5. リストアするサーバにて、テープ管理情報のリストアを実施します。リストア方法については、『ETERNUS SF AdvancedCopy Manager
運用手引書 テープバックアップ連携編』の「テープ管理情報のリストア」を参照してください。
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9.2 トラブル発生時の対処

9.2.1 リポジトリの容量不足時の対処方法

Storage管理サーバで使用しているリポジトリの容量が不足した場合の対処方法について説明します。

本作業は、Storage管理サーバにて行います。

 

 ポイント

この対処方法は、リポジトリの容量が不足した場合以外にも、運用状況が導入当初と大幅に異なってきた際にリポジトリの容量不足を

事前に防ぐ場合にも使用することができます。

リポジトリ容量の拡張処理手順を以下に示します。

1. Storage管理サーバのレジストリの退避(「9.1.1.5.1 レジストリのバックアップ」参照)

2. 格納データの退避処理(「9.2.1.1 データベースバックアップ」参照)

3. リポジトリの解除(『ETERNUS SF AdvancedCopy Manager 導入手引書』の「リポジトリの設定の解除」参照)

4. データベース容量の再見積り(『ETERNUS SF AdvancedCopy Manager 導入手引書の「データベース領域の見積り」参照)

5. ディレクトリの作成(『ETERNUS SF AdvancedCopy Manager 導入手引書』の「ディレクトリの作成」参照)

6. リポジトリの作成(『ETERNUS SF AdvancedCopy Manager 導入手引書』の「データベース作成」参照)

7. RDBデーモンの起動(「10.5.3 RDBデーモンの起動と停止」参照)

8. 退避データの復元処理(「9.2.1.2 データベースリストア」参照)

9. Storage管理サーバのレジストリの復元(「9.1.1.5.2 レジストリのリストア」参照)

9.2.1.1 データベースバックアップ

データベースに格納されているデータを、指定したディレクトリへ一括して退避します。

この方法は主にデータの移行時に使用するものであり、通常運用でのデータを退避するには、9.1.1.3.1 データベースの退避方法を

使用します。

 

 注意

・ データを退避するためのディレクトリを事前に作成しておく必要があります。

・ データベースバックアップを起動する際は、rootユーザーでログインしてください。

・ Storage管理サーバ導入時に指定した(事前にSymfowareが導入されていた場合には、Symfoware導入時の)ロケールで実行して

ください。

データベースバックアップ手順を以下に示します。

1. データベースバックアップを起動します。

以下のコマンドを入力し、データベースバックアップを起動します。

# /opt/swstorage/bin/stgdbbackup

2. 処理続行確認を行います。

処理を続行する場合は“y”、続行しない場合は“n”を入力します。

////////////////////////////////////////////////////////////////////
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           AdvancedCopy Manager Storage管理サーバ ( kiku )

                     データベースバックアップ

////////////////////////////////////////////////////////////////////

  +----------------------------------------------------------------+

  |                                                                |

  |  全ての格納データを外部ファイルへ退避します。                  |

  |                                                                |

  | [注意]                                                         |

  |    退避データを格納するディレクトリを用意して下さい。          |

  |                                                                |

  +----------------------------------------------------------------+

          処理を続けますか? [y/n] ==> y

3. 退避データ格納ディレクトリを入力します。

退避データを格納するディレクトリ名を絶対パスで入力します。

 

 注意

ディレクトリ内に退避データがすでに存在した場合、処理は実行されません。

ディレクトリ内の退避データを削除するか、他のディレクトリを指定して再実行してください。

////////////////////////////////////////////////////////////////////

           AdvancedCopy Manager Storage管理サーバ ( kiku )

                     データベースバックアップ

////////////////////////////////////////////////////////////////////

            退避データを格納するディレクトリを絶対パスで

            入力して下さい。

                   Enter ==> /storage/backdir

4. データベースバックアップの処理続行最終確認を行います。

データベースバックアップを続行する場合は“y”、中止する場合は“n”を入力します。

“n”を入力した場合は、2.の手順に戻ります。

////////////////////////////////////////////////////////////////////

           AdvancedCopy Manager Storage管理サーバ ( kiku )

                     データベースバックアップ

////////////////////////////////////////////////////////////////////

          退避データ格納ディレクトリ : /storage/backdir

          処理を続けますか? [y/n] ==> y

5. データベースバックアップが実行されます。

データベースバックアップが実行され、実行結果が随時画面に表示されます。実行結果例を以下に示します。

////// AdvancedCopy Manager データベースバックアップ実行 //////
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==================================================================

DBデータのバックアップを開始します。

==================================================================

....

データのアンロードが完了しました。(base)

...

データのアンロードが完了しました。(backup)

.

データのアンロードが完了しました。(repl)

==================================================================

DBデータのバックアップが完了しました。

==================================================================

データベースバックアップは正常終了しました。

#

9.2.1.2 データベースリストア

9.2.1.1 データベースバックアップで退避したデータを、データベースに一括して復元します。

 

 注意

・ 本処理では、データベースに格納されているデータを、退避したデータで上書きするため、現在データベースに格納されている

データは失われます。

・ データベースリストアを起動する際は、rootユーザーでログインしてください。

・ Storage管理サーバ導入時に指定した(事前にSymfowareが導入されていた場合には、Symfoware導入時の)ロケールで実行して

ください。

・ データベースリストアが正常終了した後、9.1.1.3.1 データベースの退避方法に従って処理を実行し、リストア後のデータベース領

域の退避を行ってください。

データベースリストア手順を以下に示します。

1. データベースリストアを起動します。

以下のコマンドを入力し、データベースリストアを起動します。

# /opt/swstorage/bin/stgdbrestore

2. 処理続行確認を行います。

処理を続行する場合は“y”、続行しない場合は“n”を入力します。

////////////////////////////////////////////////////////////////////

           AdvancedCopy Manager Storage管理サーバ ( kiku )

                         データベースリストア

////////////////////////////////////////////////////////////////////

  +----------------------------------------------------------------+

  |                                                                |

  |  全ての退避データをデータベースへ復元します。                  |

  |                                                                |

  | [注意]                                                         |

  |    退避データが格納されているディレクトリを確認して下さい。    |

  |                                                                |

  +----------------------------------------------------------------+
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          処理を続けますか? [y/n] ==> y

3. 退避データ格納ディレクトリを入力します。

退避データが格納されているディレクトリ名を絶対パスで入力します。

 

 注意

ディレクトリ内の退避データがひとつでも欠落していた場合、データ間の整合性がとれない恐れがあるため、処理は実行されま

せん。

////////////////////////////////////////////////////////////////////

           AdvancedCopy Manager Storage管理サーバ ( kiku )

                         データベースリストア

////////////////////////////////////////////////////////////////////

            退避データが格納されているディレクトリを絶対パスで

            入力して下さい。

                   Enter ==> /storage/backdir

4. データベースリストアの処理続行最終確認を行います。

データベースリストアを続行する場合は“y”、中止する場合は“n”を入力します。

“n”を入力した場合は、2.の手順に戻ります。

////////////////////////////////////////////////////////////////////

           AdvancedCopy Manager Storage管理サーバ ( kiku )

                         データベースリストア

////////////////////////////////////////////////////////////////////

          退避データ格納ディレクトリ : /storage/backdir

          処理を続けますか? [y/n] ==> y

5. データベースリストアが実行されます。

データベースリストアが実行され、実行結果が随時画面に表示されます。実行結果例を以下に示します。

//////// AdvancedCopy Manager データベースリストア実行 ////////

==================================================================

DBデータのリストアを開始します。

==================================================================

....

データのロードが完了しました。(base)

....

最適化情報の更新が完了しました。(base)

...

データのロードが完了しました。(backup)

...

最適化情報の更新が完了しました。(backup)

.

データのロードが完了しました。(repl)
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.

最適化情報の更新が完了しました。(repl)

==================================================================

DBデータのリストアが完了しました。

==================================================================

データベースリストアは正常終了しました。

#

9.2.2 保守資料の採取方法

9.2.2.1 障害調査資料の採取方法

Storage管理サーバまたはStorageサーバにログインし、サーバ毎に10.7.1 acmcapture(調査資料採取コマンド)を利用して、調査資料を

採取してください。

採取した調査資料は、当社技術員に渡してください。

 

 注意

Symfoware Serverのロードシェア縮退機能において、ノード縮退運用時に障害が発生した場合は、-altdirオプションに指定したディレ

クトリ配下のファイルを取得してください。

9.2.3 リポジトリへのアクセス失敗時の対処方法

リポジトリへのアクセスに失敗した場合の原因の調査方法とその対処方法について説明します。

なお、以下の手順を実行し、問題が解決した場合は、それ以降の手順を実施する必要はありません。

本作業は、Storage管理サーバにて行います。

1. RDBデーモンが停止していないか確認します。

[確認方法]

下記コマンドを実行し、RDBデーモン関連プロセスが存在するか確認してください。

# ps -ef | grep RDBSWSTF | grep -v grep

[対処方法]

RDBデーモン関連プロセスが存在しない場合、「10.5.3 RDBデーモンの起動と停止」を参照し、RDBデーモンを再起動(停止

後、起動)した後、処理を再実行してください。

2. リポジトリ更新時に必要となる領域が不足していないか確認します。

[確認方法]

下記コマンドを実行し、リポジトリ更新時に必要となる領域の使用率を確認してください。

# /opt/swstorage/bin/stgdbloginf

[対処方法]

使用率が100%であった場合、9.1.1.3.1 データベースの退避方法に従い、データベース領域の退避を行ってください。その結

果、リポジトリ更新時に必要となる領域に空きができます。

9.1.1.3.1 データベースの退避方法実行後、「10.5.2 RMIデーモンの起動と停止」を参照し、RMIデーモンを再起動(停止後、起

動)してください。

その後、処理を再実行してください。
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3. 9.1.1.3.1 データベースの退避方法による処理が実行中か確認します。

[確認方法]

下記コマンドを実行し、データベース退避コマンドのプロセスが存在するか確認してください。

# ps -elf | grep stgdbdmp | grep -v grep

[対処方法]

データベース退避コマンドのプロセスが存在する場合、データベース退避コマンドが終了するのを待ってから、処理を再実行し

てください。

4. リポジトリの容量が不足していないか確認します。

[確認方法]

/var/opt/FJSVswstf/log/RDBSWSTF.logファイル(クラスタ運用時は、/var/opt/FJSVswstf/論理ノード名/log/RDBSWSTF.log)を最

終行から順に参照し、「rdb : ERROR : qdgXXXXXX～」と記述されたメッセージを検索してメッセージ中に“JYP5019E”また

は“JYP5045E”が存在するか確認してください。

[対処方法]

存在する場合、「9.2.1 リポジトリの容量不足時の対処方法」を参照し、リポジトリ容量の拡張を行ってください。

その後、処理を再実行してください。

5. データベース領域に入出力障害等の障害が発生していないか確認します。

[確認方法]

/var/opt/FJSVswstf/log/RDBSWSTF.logファイル(クラスタ運用時は、/var/opt/FJSVswstf/論理ノード名/log/RDBSWSTF.log)を最

終行から順に参照し、「rdb : ERROR : qdgXXXXXX～」と記述されたメッセージ（同時刻に出力されているメッセージも確認して

ください）を検索して「qdgXXXXXX」を取得し、「表9.4 qdgメッセージと復旧モードの関係」に存在するか確認してください。

[対処方法]

存在する場合、「表9.4 qdgメッセージと復旧モードの関係」のqdgメッセージに対応した障害内容より、確認対象に問題がないか

調査してください。問題があった場合には、問題を解決するための作業・設定を行い、その後、9.1.1.3.3 データベースの復旧方法

を使用してデータベース領域の復旧を行ってください。

データベース復旧コマンドが正常終了した後、9.1.1.3.1 データベースの退避方法を使用して最新の退避データを取得してくだ

さい。

その後、「10.5.5 AdvancedCopy Managerデーモンの起動と停止」を参照し、AdvancedCopy Managerのデーモンを再起動(停止

後、起動)してください。

処理を再実行してください。

 

 注意

－ データベース復旧コマンドのオプション-mに0を指定して実行した場合は、コマンドが正常終了した後に、以下の作業を実

施してください。

- バックアップ運用を行っているすべてのStorageサーバ上で資源整合コマンド(「10.2.3.1 swstsrsemtch(資源整合コマン

ド)」を参照)にオプション-xを付けて実行してください。

- レプリケーション運用を行っているすべてのStorageサーバ上で資源整合コマンド(「10.4.3.1 swsrprecoverres(資源整合

コマンド)」を参照)にオプション-rを付けて実行してください。

－ データベース領域に入出力障害等の障害が発生した場合、原因分析に必要となるファイルが、DBファイル用ディレクトリ/
SWSTFDB/core以下に生成されることがあります。復旧作業が正常に完了した場合は、このディレクトリ以下のファイルを削

除してください。

6. /var/opt/FJSVswstf/log下のファイルを採取し、富士通技術員(SE)に連絡してください。
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9.3 バックアップ中に発生したハードウェア障害等の対処方法

本節では、AdvancedCopy Managerのバックアップ中にハードウェア障害等が発生した場合の対処方法について説明します。

9.3.1 概要

バックアップ運用中にハードウェア障害が発生すると、以下のような現象になります。

・ 10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド)で、Status欄に“failed”が表示される

・ 10.2.2.10 swstsyncstat(バックアップ同期処理実行状況表示コマンド)で、Status欄に“failed”が表示される

・ 10.2.2.5 swstreststat(リストア実行状況表示コマンド)で、Status欄に“failed”が表示される

・ 10.2.2.6 swsthistdisp(履歴情報表示コマンド)で、Status欄に“failed”が表示される

・ 10.2.2.13 swsttrkstat(トラッキング実行状況表示コマンド)で、Status欄に“failed”が表示される

・ コマンド実行時に、swst0634、swst0719またはswst0740が出力される。

実行状況表示コマンドおよび履歴情報表示コマンドでStatus欄に“failed”と表示される場合は、物理コピー中にハードウェア障害が発

生し、コピー処理がエラーとなっています。

コマンド実行時にswst0634、swst0719またはswst0740が出力され、再実行しても同じエラーとなる場合は、ハードウェア障害が発生し

ているためにアドバンスト・コピーを実行することができなくなっています。

また、リモートコピーを行っている場合、ハードウェア障害が発生すると以下のような現象になる場合があります。

・ 10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド)で、Status欄に“halt”が表示される

・ 10.2.2.10 swstsyncstat(バックアップ同期処理実行状況表示コマンド)で、Status欄に“halt”が表示される

・ 10.2.2.5 swstreststat(リストア実行状況表示コマンド)で、Status欄に“halt”が表示される

・ 10.2.2.6 swsthistdisp(履歴情報表示コマンド)で、Status欄に“halt”が表示される

実行状況表示コマンドおよび履歴情報表示コマンドでStatus欄に“halt”と表示される場合は、物理コピー中にハードウェア障害が発生

し、リモートコピー処理がエラーとなっています。

このような現象が発生した場合、業務ボリュームまたはバックアップボリュームにハードウェア障害が発生している可能性があります。

ハードウェアの状態を確認し、ハードウェア障害が発生している場合は、エラーの原因を取り除いてから再実行する必要があります。

9.3.2 対処方法

ハードウェア障害等が発生した場合の対処フローを以下に示します。
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図9.2 対処フロー図(バックアップ中の障害の場合)

 

 注意

・ 「status欄」と「障害発生箇所」の詳細については、「9.3.1 概要」を参照してください。

・ コピー処理のエラーコードは、ETERNUS Web GUIで確認してください。エラーコードの確認方法は以下のとおりです。

－ [状態表示]メニューで、状態表示の[アドバンスト・コピー状態表示]をクリックします。

－ 「セッション状態」で、該当コピー種別の「稼動セッション数」リンクをクリックします。

－ 該当コピー処理の「Error Code」欄の値を参照します。

エラーコードの意味は以下の通りです。

表9.9 エラーコードの意味

エラーコード 意味

0xBA 以下のa)またはb)のときに、業務ボリュームに不良セクタが作成された。

a)QuickOPCが物理コピー未実施かつトラッキング処理中である

b)EC/RECがサスペンド状態(複製確立状態)である

(注)
a)またはb)のときに業務ボリュームに不良セクタが作成された場合、ETERNUS ディスクアレイが自

動的にコピー処理をエラーサスペンド状態に遷移させます。これによりQuickOPCの再起動または

EC/RECのResumeを抑止し、バックアップボリュームが不当な業務ボリュームのデータで上書きさ

れることを防止します。

0xBA以外 上記以外のエラーが発生した。

エラーコード0xBAは以下のETERNUS ディスクアレイの場合にのみ返却されます。

・ ETERNUS4000/ETERNUS8000(ファームウェアバージョンV11L30-0000以降)

・ ETERNUS6000(ファームウェアバージョンV31L40-0000以降)
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上記以外のETERNUS ディスクアレイの場合には、エラーコード0xBAが示す事象が発生することはありません(上記a)またはb)のとき

に、複写元ボリュームに不良セクタが発生しても、コピー状態は変化しません)。

9.3.2.1 業務ボリュームにハードウェア障害が発生した場合の対処方法

業務ボリュームにハードウェア障害が発生した場合、以下の手順に従って障害の復旧作業を行ってください。

1. 物理コピー中に障害が発生した場合は、異常の発生した処理をキャンセルします。

－ バックアップ(OPC)の物理コピー中に異常が発生した場合:10.2.2.7 swsthistdel(履歴情報削除コマンド)

－ 同期処理(EC)中に異常が発生した場合:10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマンド)

－ リストア(OPC)の物理コピー中に異常が発生した場合:10.2.2.4 swstcancelrest(リストアキャンセルコマンド)

－ QuickOPCのトラッキング中に異常が発生した場合:10.2.2.12 swstcanceltrk(トラッキングキャンセルコマンド)

2. 実行状況表示コマンド(10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド)、10.2.2.10 swstsyncstat(バックアップ同期処理

実行状況表示コマンド)、10.2.2.5 swstreststat(リストア実行状況表示コマンド)、10.2.2.13 swsttrkstat(トラッキング実行状況表示コ

マンド))、10.2.2.6 swsthistdisp(履歴情報表示コマンド)を実行して、他に異常が発生していないことを確認します。

3. 業務ボリュームのハードウェア障害を取り除きます。

4. 10.2.2.3 swstrestore(リストア実行コマンド)を使用してリストアし、業務ボリュームを復旧します。

 

 注意

・ コピーが失敗しているバックアップ履歴情報を用いて、リストアすることはできません。

・ 正常な(＝Statusが"suceeded"である)バックアップ履歴情報が存在しない場合、リストアすることはできません。

9.3.2.2 バックアップボリュームにハードウェア障害が発生した場合の対処方法

バックアップボリュームにハードウェア障害が発生した場合、以下の手順に従って障害等の復旧作業を行ってください。

1. 異常の発生していた処理をキャンセルします。

－ バックアップ(OPC)の物理コピー中に異常が発生した場合:10.2.2.7 swsthistdel(履歴情報削除コマンド)

－ 同期処理(EC)中に異常が発生した場合:10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマンド)

－ リストア(OPC)の物理コピー中に異常が発生した場合:10.2.2.4 swstcancelrest(リストアキャンセルコマンド)

－ QuickOPCのトラッキング中に異常が発生した場合:10.2.2.12 swstcanceltrk(トラッキングキャンセルコマンド)

2. コマンドによるキャンセルができない場合は、ETERNUS Web GUIを使用してキャンセルします。

3. 10.2.3.1 swstsrsemtch(資源整合コマンド)を実行します。

4. 異常の発生していた処理をキャンセルします。この時、実行状況表示コマンド(10.2.2.2 swstbackstat(バックアップ実行状況表示

コマンド)、 10.2.2.5 swstreststat(リストア実行状況表示コマンド))および10.2.2.6 swsthistdisp(履歴情報表示コマンド)では、Status
欄が“succeeded”と表示されていますが、コピー処理は中断していますので、必ずキャンセルしてください。なお、同期処理(EC)
に異常が発生していた場合は、既にキャンセル状態になっていますので対処の必要はありません。

－ バックアップ(OPC)の物理コピー中に異常が発生した場合:10.2.2.7 swsthistdel(履歴情報削除コマンド)

－ リストア(OPC)の物理コピー中に異常が発生した場合:10.2.2.4 swstcancelrest(リストアキャンセルコマンド)

5. 実行状況表示コマンド(10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド)、10.2.2.10 swstsyncstat(バックアップ同期処理

実行状況表示コマンド)、10.2.2.5 swstreststat(リストア実行状況表示コマンド)、10.2.2.13 swsttrkstat(トラッキング実行状況表示コ

マンド))、10.2.2.6 swsthistdisp(履歴情報表示コマンド)を実行して、他に異常が発生していないことを確認します。

6. 10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を使用して、異常の発生しているバックアップボリュームを削除します。
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7. 10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)を使用して、新しいバックアップボリュームを登録します。異常の発生してい

たバックアップボリュームを修復して再度使用する場合は、GUIクライアントから[特定デバイスの情報取得／反映]を実施してか

ら、バックアップボリュームに登録しなおしてください。

8. エラーとなった処理を再実行します。

9.3.2.3 業務ボリュームに不良セクタが発生した場合の対処方法

業務ボリュームに不良セクタが発生した場合、業務ボリュームの復旧は以下の手順で行ってください。

1. 不良セクタが発生したコピー処理をキャンセルします。

－ 同期処理(EC)のサスペンド中に不良セクタが発生した場合:10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマン

ド)

－ QuickOPCのトラッキング中に不良セクタが発生した場合:10.2.2.12 swstcanceltrk(トラッキングキャンセルコマンド)

2. 実行状況表示コマンド(10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド)、10.2.2.10 swstsyncstat(バックアップ同期処理

実行状況表示コマンド)、10.2.2.5 swstreststat(リストア実行状況表示コマンド)、10.2.2.13 swsttrkstat(トラッキング実行状況表示コ

マンド))、10.2.2.6 swsthistdisp(履歴情報表示コマンド)を実行して、他に異常が発生していないことを確認します。

3. 不良セクタ領域はその領域を上書きすることによって復旧されます。業務ボリュームの用途／使用状況に応じて、以下の復旧方

法から適切な方法を選択して復旧を行ってください。

－ 復旧方法1

上位ソフト(ファイルシステム、DBMS等)から再構築できる領域である場合は再構築を行う。

－ 復旧方法2

不良セクタ領域が未使用領域やテンポラリ領域のような使用されていない領域である場合は専用ツール(例：UNIXのddコマ

ンド)で書き込みを行う。

－ 復旧方法3

10.2.2.3 swstrestore(リストア実行コマンド)を使用して、バックアップボリュームから業務ボリュームを復旧する(なお、不良セク

タが発生したコピー処理のバックアップボリュームにバックアップ履歴情報がある場合、そのバックアップボリュームからの復

旧も可能です)。

 

 注意

バックアップ履歴情報が存在しない場合は、業務ボリュームの復旧はできません。

9.3.2.4 リモートコピー処理で異常(halt)が発生した場合の対処方法

1. ハードウェア障害を取り除きます。

2. 中断していたコピー処理が再開されます。

9.4 レプリケーション中に発生したハードウェア障害等の対処方法

本節では、AdvancedCopy Managerのレプリケーション運用中にハードウェア障害等が発生した場合の対処方法について説明します。

9.4.1 概要

レプリケーション運用中にハードウェア障害が発生すると、以下のような現象になります。

・ 10.4.2.3 swsrpstat(運用状況表示コマンド)で、Status欄に“failed”または“?????”が表示される。

・ コマンド実行時に、swsrp2606が出力される。

・ コマンド実行時に、swsrp0634、swsrp0719またはswsrp0740が出力される。
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運用状況表示コマンドStatus欄に“failed”と表示される場合、コマンド実行時にswsrp2606が出力される場合は、物理コピー中にハード

ウェア障害が発生し、コピー処理がエラーとなっています。

コマンド実行時にswsrp0634、swsrp0719またはswsrp0740が出力され、再実行しても同じエラーとなる場合は、ハードウェア障害が発

生しているためにアドバンスト・コピーを実行することができなくなっています。

また、リモートコピーを行っている場合、ハードウェア障害が発生すると以下のような現象になる場合があります。

・ 10.4.2.3 swsrpstat(運用状況表示コマンド)で、Status欄に“halt”が表示される。

・ コマンド実行時に、swsrp2648が出力される。

運用状況表示コマンドでStatus欄に“halt”と表示される場合、コマンド実行時にswsrp2648が出力される場合は、物理コピー中にハー

ドウェア障害が発生し、リモートコピー処理がエラーとなっています。

このような現象が発生した場合、複製元ボリュームまたは複製先ボリュームにハードウェア障害が発生している可能性があります。ハー

ドウェアの状態を確認し、ハードウェア障害が発生している場合は、エラーの原因を取り除いてから再実行する必要があります。

9.4.2 対処方法

ハードウェア障害等が発生した場合の対処フローを以下に示します。

図9.3 対処フロー図(レプリケーション中の障害の場合)

 

 注意

・ 「status欄」の詳細については、「9.4.1 概要」を参照してください。

status欄が"?????"の場合は、ETERNUS Web GUIでコピー処理がエラーサスペンド状態("failed")またはハードウェアサスペンド状態

("halt")になっていないか確認してください。コピー処理がこれらの状態になっている場合は上記の対処フローにしたがって対処を

行ってください。それ以外の場合は、別の原因(Storageサーバ、スイッチ等)が考えられますので、富士通技術員(SE)に連絡してく

ださい。

・ エラーコードは、以下の2通りの方法で確認できます。

－ 10.4.2.3 swsrpstat(運用状況表示コマンド)で確認する方法

10.4.2.3 swsrpstat(運用状況表示コマンド)のオプションに"-O"を指定して実行します。

－ ETERNUS Web GUIで確認する方法

1. [状態表示]メニューで、状態表示の[アドバンスト・コピー状態表示]をクリックします。

2. 「セッション状態」で、該当コピー種別の「稼動セッション数」リンクをクリックします。

3. 該当コピー処理の「Error Code」欄の値を参照します。
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エラーコードの意味は以下の通りです。

表9.10 エラーコードの意味

エラーコード 意味

0xBA 以下のa)またはb)のときに、複写元ボリュームに不良セクタが作成された。

a)QuickOPCが物理コピー未実施かつトラッキング処理中である

b)EC/RECがサスペンド状態(複製確立状態)である

(注)
a)またはb)のときに複写元ボリュームに不良セクタが作成された場合、ETERNUS
ディスクアレイが自動的にコピー処理をエラーサスペンド状態に遷移させます。

これによりQuickOPCの再起動またはEC/RECのResumeを抑止し、複写先ボ

リュームが不当な複写元ボリュームのデータで上書きされることを防止します。

0xBB Snap Data VolumeまたはSnap Data Poolの容量不足が発生した。

0xBA、0xBB
以外

上記以外のエラーが発生した。

エラーコード0xBA、0xBBは以下のETERNUS ディスクアレイの場合にのみ返却されます。

・ ETERNUS4000/ETERNUS8000(ファームウェアバージョンV11L30-0000以降)

・ ETERNUS6000(ファームウェアバージョンV31L40-0000以降)

上記以外のETERNUS ディスクアレイの場合には、エラーコード0xBA、0xBBが示す事象は以下の方法で判断します。

表9.11 エラーコードの事象

事象 判断方法

0xBAが示す事象 本事象が発生することはありません。

上記a)またはb)のときに、複写元ボリュームに不良セクタが発生しても、コピー

状態は変化しません。

0xBBが示す事象 ETERNUS Web GUIでSnap Data Volumeの使用済み容量を確認することによ

り、物理容量不足が発生したか否かを判断してください。

・ [状態表示] メニューで、状態表示の[Volume一覧]をクリックします。

・ 該当ボリュームの「Volume Type」欄のSnap Data VolumeへのVリンクをク

リックします。

・ 「使用済み容量」欄の値を参照します。

本事象に該当する場合は、「9.4.2.3 Snap Data VolumeまたはSnap Data Pool
の容量不足が発生した場合の対処方法」を参照してください。

9.4.2.1 複製ボリュームにハードウェア障害が発生した場合の対処方法

複製ボリュームにハードウェア障害が発生した場合、以下の手順に従って障害の復旧作業を行ってください。

1. 10.4.2.4 swsrpcancel(複製解除コマンド)で異常の発生している処理をキャンセルします。サーバ間レプリケーションを行っていた

場合で、操作サーバからキャンセルできない場合は、非操作サーバからキャンセルします。

2. コマンドによるキャンセルができない場合は、ETERNUS Web GUIを使用してキャンセルします。

3. 10.4.3.1 swsrprecoverres(資源整合コマンド)を実行します。

4. 10.4.2.3 swsrpstat(運用状況表示コマンド)を実行して、他に異常が発生していないことを確認します。

5. 10.4.1.3 swsrpdelvol(複製ボリューム情報削除コマンド)を使用して、異常の発生している複製ボリュームを削除します。
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6. 10.4.1.1 swsrpsetvol(複製ボリューム情報設定コマンド)を使用して、新しい複製ボリュームを登録します。異常の発生していた複

製ボリュームを修復して再度使用する場合は、GUIクライアントから[特定デバイスの情報取得／反映]を実施してから、複製ボ

リュームに登録しなおしてください。

7. エラーとなった処理を再実行します。

9.4.2.2 複写元ボリュームに不良セクタが発生した場合の対処方法

複写元ボリュームに不良セクタが発生した場合、複写元ボリュームの復旧は以下の手順で行ってください。

1. 10.4.2.4 swsrpcancel(複製解除コマンド)で異常の発生している処理をキャンセルします。

サーバ間レプリケーションを行っていた場合で、操作サーバからキャンセルできない場合は、非操作サーバからキャンセルしま

す。

コマンドによるキャンセルができない場合は、ETERNUS Web GUIを使用してキャンセルします。

2. 10.4.2.3 swsrpstat(運用状況表示コマンド)を実行して、他に異常が発生していないことを確認します。

3. 不良セクタ領域はその領域を上書きすることによって復旧されます。複製元ボリュームの用途／使用状況に応じて、以下の復旧

方法から適切な方法を選択して復旧を行ってください。

－ 復旧方法1

上位ソフト(ファイルシステム、DBMS等)から再構築できる領域である場合は再構築を行う。

－ 復旧方法2

不良セクタ領域が未使用領域やテンポラリ領域のような使用されていない領域である場合は専用ツール(例：UNIXのddコマ

ンド)で書き込みを行う。

－ 復旧方法3

10.4.2.2 swsrpmake(複製作成コマンド)を使用して複製先ボリュームからデータを復旧する(なお、不良セクタが発生したコ

ピー処理の複製先ボリュームからの復旧も可能です)。

9.4.2.3 Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合の対処方法

Snap Data Volumeの容量不足は、Snap Data Poolを使用していない場合に発生し、Snap Data Poolの容量不足はSnap Data Poolを使

用している場合に発生します。

以下に、Snap Data VolumeまたはSnap Data Poolの容量不足が発生した場合の復旧方法を説明します。

 
Snap Data Volumeの容量不足の復旧方法

以下に、Snap Data Volumeで容量不足が発生した場合の復旧方法を説明します。

・ Snap Data Volumeの容量不足が発生した場合は、10.4.2.4 swsrpcancel(複製解除コマンド)で異常の発生している処理をキャンセ

ルします。

・ サーバ間レプリケーションを行っていた場合で、操作サーバからキャンセルできない場合は、非操作サーバからキャンセルします。

・ コマンドによるキャンセルができない場合は、ETERNUS Web GUIを使用してキャンセルします。

なお、Snap Data Volumeの容量不足が発生する原因としては以下が考えられます。

a. Snap Data Volumeの物理容量の見積りが適切でない。

b. Snap Data Volumeの物理容量の見積りは適切だが、SnapOPC/SnapOPC+セッションが存在しない状態でSnap Data Volumeに
大量の更新を行ったため、Snap Data Volumeの物理容量が無駄に消費されている。

Snap Data Volumeの使用状況は、10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)のサブコマンドに"stat"を指定して確認で

きます。

上記、a.に該当する場合は、Snap Data Volumeの物理容量を再度見積もり、Snap Data Volumeの再作成をしてください。

上記、b.に該当する場合は、ETERNUS Web GUIを使用するか、10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)のサブコマ

ンドに"init"を指定して、Snap Data Volumeの初期化をしてください。

Snap Data Volumeの再作成／初期化を行った後は、パーティション(スライス)の再作成が必要になります。
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Snap Data Poolの容量不足の復旧方法

以下に、Snap Data Poolで容量不足が発生した場合の復旧方法を説明します。

・ Snap Data Poolの容量不足が発生した場合は、10.4.2.4 swsrpcancel(複製解除コマンド)で異常の発生している処理をキャンセルし

ます。

・ サーバ間レプリケーションを行っていた場合で、操作サーバからキャンセルできない場合は、非操作サーバからキャンセルします。

・ コマンドによるキャンセルができない場合は、ETERNUS Web GUIを使用してキャンセルします。

なお、Snap Data Poolの容量不足が発生する原因としては以下が考えられます。

a. Snap Data Poolの容量の見積りが適切でない。

b. Snap Data Poolの容量の見積りは適切だが、SnapOPC/SnapOPC+セションが存在しない状態でSnap Data Volumeに大量の更新

を行ったため、Snap Data Poolの容量が無駄に消費されている。

Snap Data Poolの使用状況は、10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)のサブコマンドに"poolstat"指定して確認でき

ます。

上記、a.に該当する場合は、Snap Data Poolの容量を再度見積もり、Snap Data Poolの容量を増設した後、Snap Data Volumeの再作成

をしてください。

上記、b.に該当する場合は、ETERNUS Web GUIを使用するか、は10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)のサブコ

マンドに"init"を指定して、Snap Data Volumeの初期化をしてください。

Snap Data Volumeの再作成／初期化を行った後は、パーティション(スライス)の再作成が必要になります。

9.4.2.4 リモートコピー処理で異常(halt)が発生した場合の対処方法

RECのRecoveryモードによって、RECを再開(Resume)する方法が異なります。

[Automatic Recoveryモードの場合]

1. 全パス閉塞(halt)の原因を取り除きます。

2. ETERNUS ディスクアレイにより自動的にRECが再開(Resume)されます。

[Manual Recoveryモードの場合]

1. 全パス閉塞(halt)の原因を取り除きます。

2. 10.4.2.2 swsrpmake(複製作成コマンド)を使用してhalt状態のRECを強制サスペンドします。

[ボリューム単位の場合]

swsrpmake -j <複写元ボリューム名> <複写先ボリューム名>

[グループ単位の場合]

swsrpmake -j -Xgroup <グループ名>

3. 10.4.2.1 swsrpstartsync(複製開始コマンド)を使用してRECを再開(Resume)します(強制サスペンド後のRECを再開する場合は-t
オプションの指定が必要です)。

[ボリューム単位の場合]

swsrpstartsync -t <複写元ボリューム名> <複写先ボリューム名>

[グループ単位の場合]

swsrpstartsync -t -Xgroup <グループ名>

9.5 運用環境の変更

サーバ情報一括変更運用により、AdvancedCopy Managerで管理を行っているシステム内のサーバ情報の整合性を保ちながら一括で

サーバ情報を変更します。そのため、Storage管理サーバ、Storage管理サーバ業務を含めたシステム内のすべてのStorageサーバの

デーモン、Storageサーバ業務が動作している必要があります。
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 注意

・ stgxfwcmmodsrv(サーバ情報変更コマンド)を使用しIPアドレスなどを変更する場合

10.3.5 stgxfwcmmodsrv(サーバ情報変更コマンド)を実行するStorage管理サーバ、Storage管理サーバ業務が管理するすべての

Storageサーバにおいて、stgxfwcmmodsrv(サーバ情報変更コマンド)の実行前や実行中に、バックアップ管理およびレプリケーショ

ン管理のコマンドは実行しないでください。

コマンドを実行した場合、コマンドが異常終了する場合があります。stgxfwcmmodsrv(サーバ情報変更コマンド)が異常終了した場

合は、エラーメッセージの処置方法に従い復旧してください。stgxfwcmmodsrv(サーバ情報変更コマンド)実行中に、誤ってバック

アップ管理およびレプリケーション管理のコマンドを実行してしまい、バックアップ管理およびレプリケーション管理のコマンドが異

常終了した場合は、stgxfwcmmodsrv(サーバ情報変更コマンド)が正常終了した後、再度、バックアップ管理およびレプリケーショ

ン管理のコマンドを実行してください。

・ Symfowareを使用したロードシェア運用のノード縮退時には、運用環境の変更はできません。

9.5.1 Storage管理サーバのIPアドレスの変更

以下の手順にて、Storage管理サーバのIPアドレスを変更します。

Storage管理サーバを論理IPアドレスで運用しており、物理IPアドレスのみが変更になる場合は、手順6以降を行ってください。それ以

外の場合はすべての手順を行ってください。

1. 変更対象のStorage管理サーバ業務がStorageサーバ業務を兼ねているか確認します。

Storageサーバ業務を兼ねている場合、かつレプリケーション管理機能を使用して複製元または複製先ボリュームとして定義して

いる場合は、複製元／複製先ボリュームの設定を削除してください。

複製元／複製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. Storage管理サーバにて、システムのIPアドレスの変更を行います。

3. Storage管理サーバでAdvancedCopy Managerの各種デーモンを再起動します。再起動の方法については、「第2章 デーモンの

起動と停止」を参照してください。

なお、手順2でシステムを再起動している場合は、実施する必要はありません。

4. Storage管理サーバにて、サーバ情報変更指示ファイルを作成後、サーバ情報変更コマンドを-fオプション付きで実行してIPアド

レスの変更を行います。サーバ情報変更コマンドの詳細については、「10.3.5 stgxfwcmmodsrv(サーバ情報変更コマンド)」を参

照してください。

5. Storage管理サーバでAdvancedCopy Managerの各種デーモンを再起動します。再起動の方法については、「第2章 デーモンの

起動と停止」を参照してください。

6. 環境情報表示コマンドを使用してGUI接続用IPアドレスが正しいか確認します。必要であれば、GUI接続情報設定コマンドを使

用してGUI接続用IPアドレスの変更を行います。

環境情報表示コマンド、GUI接続情報設定コマンドの詳細については、「10.3.12 stgenvdisp(環境情報表示コマンド)」、「10.3.3
stgguiipset(GUI接続情報設定コマンド)」を参照してください。

7. レプリケーション管理機能を使用する場合は、レプリケーション管理の環境を再構築します(「8.4.5 複製元ボリューム／複製先ボ

リュームの設定」以降の作業を実施してください)。

 

 ポイント

手順6で、GUI接続用IPアドレスの変更が必要となる場合は、以下となります。

・ Storage管理サーバに複数のネットワークカードが装着されており、Storageサーバと通信するIPアドレス(Storage管理サーバ導入時

のデータベース作成時に指定したIPアドレス)とGUIクライアント使用時に指定するIPアドレスを分けて運用している場合。

・ 上記以外の場合でも、10.3.3 stgguiipset(GUI接続情報設定コマンド)を実行してGUI接続用IPアドレスを明示的に設定している場

合。
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 参照

クラスタ運用での変更については、「9.5.8.1 Storage管理サーバ業務のIPアドレスの変更」を参照してください。

9.5.2 StorageサーバのIPアドレスの変更

以下の手順にて、StorageサーバのIPアドレスを変更します。

1. レプリケーション管理機能を使用して複製元または複製先ボリュームとして定義している場合は、複製元／複製先ボリュームの

設定を削除してください。

複製元／複製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. 変更対象となるStorageサーバにて、AdvancedCopy Managerのデーモンを停止します。停止方法の詳細については、「第2章
デーモンの起動と停止」を参照してください。

3. 変更対象となるStorageサーバにて、システムのIPアドレスの変更を行います。

4. 変更対象となるStorageサーバにて、AdvancedCopy Managerのデーモンを起動します。起動方法の詳細については、「第2章
デーモンの起動と停止」を参照してください。

5. Storage管理サーバにて、サーバ情報変更指示ファイルを作成後、サーバ情報変更コマンドを-fオプション付きで実行してIPアド

レスの変更を行います。サーバ情報変更コマンドの詳細については、「10.3.5 stgxfwcmmodsrv(サーバ情報変更コマンド)」を参

照してください。

6. レプリケーション管理機能を使用する場合は、レプリケーション管理の環境を再構築します(「8.4.5 複製元ボリューム／複製先ボ

リュームの設定」以降の作業を実施してください)。

 

 参照

クラスタ運用での変更については、「9.5.8.2 Storageサーバ業務のIPアドレスの変更」を参照してください。

9.5.3 Storage管理サーバ／Storageサーバのポート番号の変更

以下の手順にて、Storage管理サーバ／Storageサーバのポート番号を変更します。

1. 変更対象となるStorage管理サーバまたはStorageサーバにて、レプリケーション管理機能を使用して複製元または複製先ボリュー

ムとして定義している場合は、複製元／複製先ボリュームの設定を削除してください。

複製元／複製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. 変更対象となるStorage管理サーバまたはStorageサーバにて、/etc/services に記載されている、AdvancedCopy Managerの通信

デーモン(stgxfws)のポート番号を変更します。

3. 変更対象となるStorage管理サーバまたはStorageサーバでAdvancedCopy Managerの各種デーモンを再起動します。再起動の

方法については、「第2章 デーモンの起動と停止」を参照してください。

4. Storage管理サーバにて、サーバ情報変更指示ファイルを作成後、サーバ情報変更コマンドを-fオプション付きで実行してポート

番号を変更します。サーバ情報変更コマンドの詳細は、「10.3.5 stgxfwcmmodsrv(サーバ情報変更コマンド)」を参照してくださ

い。

5. レプリケーション管理機能を使用する場合は、レプリケーション管理の環境を再構築します(「8.4.5 複製元ボリューム／複製先ボ

リュームの設定」以降の作業を実施してください)。

 

 参照

クラスタ運用での変更については、「9.5.8.3 Storage管理サーバ業務／Storageサーバ業務のポート番号の変更」を参照してください。

9.5.4 Storage管理サーバ／Storageサーバのサーバ名の変更

以下の手順にて、Storage管理サーバ／Storageサーバのサーバ名を変更します。
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1. 変更対象となるStorage管理サーバまたはStorageサーバにて、レプリケーション管理機能を使用して複製元または複製先ボリュー

ムとして定義している場合は、複製元／複製先ボリュームの設定を削除してください。

複製元／複製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. Storage管理サーバにて、サーバ情報変更指示ファイルを作成します。

3. サーバ情報変更コマンドを-fオプション付き(作成したファイルを指定)で実行してサーバ名の変更を行います。サーバ情報変更

コマンドの詳細については、「10.3.5 stgxfwcmmodsrv(サーバ情報変更コマンド)」を参照してください。

4. レプリケーション管理機能を使用する場合は、レプリケーション管理の環境を再構築します(「8.4.5 複製元ボリューム／複製先ボ

リュームの設定」以降の作業を実施してください)。

 

 参照

クラスタ運用での変更については、「9.5.8.4 Storage管理サーバ業務／Storageサーバ業務のサーバ名の変更」を参照してください。

9.5.5 デバイス構成の変更

デバイス構成の変更とは、以下の事を指します。

・ マウント名の変更

・ FileSystem運用からRawDevice運用の変更

・ パーティションの容量変更(主にLUNの再作成)

・ パーティションの開始位置変更(主にLUNの再作成)

 

 注意

バックアップ管理の場合、バックアップボリュームのサイズは、業務ボリュームと同じである必要があります。詳細については、「11.1.1
全般的な注意事項」の「パーティションのサイズについて」を参照してください。

9.5.5.1 バックアップ管理の場合

デバイス構成の変更は、以下の手順にて行います。なお、本処理は、デバイス構成を変更するボリュームが格納されているディスク内

の全ボリュームが対象となります。

1. 対象となるディスク内にバックアップ対象の業務ボリュームが存在しているか確認します。存在している場合は、業務ボリューム

の削除を行います。業務ボリュームの削除方法については、「4.6.2.1 業務ボリュームの削除」を参照してください。

2. 対象となるディスク内にバックアップボリュームが存在しているか確認します。存在している場合は、バックアップボリュームの削

除を行います。バックアップボリュームの削除方法については、「4.6.2.2 バックアップボリュームの削除」を参照してください。

3. デバイス構成の変更を行います。プライマリパーティションまたは拡張パーティション内の論理ドライブの削除を行った場合は、

システムを再起動してください。

4. 変更後のデバイス構成をAdvancedCopy Managerの管理簿に反映させる必要がありますので、AdvancedCopy Managerに対し

て、デバイス情報の変更処理を行います。デバイス情報の変更方法については、「4.4.5 Storageサーバ配下のデバイス情報の

取り込み」を参照してください。

5. 削除した業務ボリュームまたはバックアップボリュームを再度バックアップ運用に組み込みます。業務ボリュームまたはバックアッ

プボリュームの追加方法については、本マニュアルの「4.4.7 デバイスの運用種別設定」を参照してください。

 

 ポイント

業務ボリューム／バックアップボリュームを削除する(手順1、2)前にデバイス構成の変更(手順3)を行った場合、履歴情報の削除やバッ

クアップ同期処理のキャンセルができないために、業務ボリューム／バックアップボリュームの削除が行えない場合があります。この場

合は、緊急操作モードを利用して履歴情報の削除やバックアップ同期処理のキャンセルを行ってください。
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緊急操作モードについては、「10.2.2.7 swsthistdel(履歴情報削除コマンド)」および「10.2.2.9 swstcancelsync(バックアップ同期処理キャ

ンセルコマンド)」の説明を参照してください。

9.5.5.2 レプリケーション管理の場合

デバイス構成の変更は、以下の手順にて行います。なお、本処理は、デバイス構成を変更するボリュームが格納されているディスク内

の全ボリュームが対象となります。

1. 対象となるディスク内に複製ボリュームが存在しているか確認します。存在している場合は、複製ボリュームの削除を行います。

複製ボリュームの削除方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. デバイス構成の変更を行います。プライマリパーティションまたは拡張パーティション内の論理ドライブの削除を行った場合は、

システムを再起動してください。

3. 変更後のデバイス構成をAdvancedCopy Managerの管理簿に反映させる必要がありますので、AdvancedCopy Managerに対し

て、デバイス情報の変更処理を行います。デバイス情報の変更方法については、「8.4.4 Storageサーバ配下のデバイス情報の

取り込み」を参照してください。

4. 削除した複製ボリュームを再度レプリケーション運用に組み込みます。複製ボリュームの追加方法については、「8.4.5 複製元ボ

リューム／複製先ボリュームの設定」を参照してください。

 

 ポイント

複製ボリュームを削除する(手順1)前にデバイス構成の変更(手順2)を行った場合、複製解除ができないために、複製ボリュームの削

除が行えない場合があります。この場合は、緊急操作モードを利用して複製ボリュームの削除を行ってください。

緊急操作モードについては、「10.4.1.3 swsrpdelvol(複製ボリューム情報削除コマンド)」の説明を参照してください。

9.5.6 Storage管理サーバのGUI接続用IPアドレスの変更

Storage管理サーバに複数のネットワークカードが装着されており、Storageサーバとの通信するIPアドレス(Storage管理サーバ導入時

のデータベース作成の際に指定したIPアドレス)とGUIクライアントを使用する際に指定するIPアドレスを分けて運用するには、GUI接
続情報設定コマンドを使用してGUI接続用IPアドレスを変更します。

GUI接続情報設定コマンドについては、「10.3.3 stgguiipset(GUI接続情報設定コマンド)」を参照してください。

9.5.7 リポジトリアクセスユーザーに指定したユーザーの削除／パスワードの変更

AdvancedCopy Managerのマネージャー導入時のリポジトリのセットアップで指定した“リポジトリアクセスユーザー”に関し、ユーザーを

OS上で削除した場合や、指定したユーザー名に対するパスワードをOS上で変更した場合は、リポジトリアクセスユーザー変更コマンド

を使用して“リポジトリアクセスユーザー”の情報を再設定します。

リポジトリアクセスユーザー変更コマンドについては、「10.3.2 stguserset(リポジトリアクセスユーザー変更コマンド)」を参照してください。

 

 参照

クラスタ運用での変更については、「9.5.8.5 リポジトリアクセスユーザーに指定したユーザーの削除／パスワードの変更」を参照してく

ださい。

9.5.8 クラスタ運用での運用環境の変更について

クラスタ運用を行っている場合の運用環境の変更について説明します。

9.5.8.1 Storage管理サーバ業務のIPアドレスの変更

以下の手順にて、Storage管理サーバ業務のIPアドレスを変更します。

1. 変更対象のStorage管理サーバ業務がStorageサーバ業務を兼ねているか確認します。Storageサーバ業務を兼ねている場合、

かつレプリケーション管理機能を使用して
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複製元または複製先ボリュームとして定義している場合は、複製元／複製先ボリュームの設定を削除してください。複製元／複

製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. Storage管理サーバ業務を停止します。

停止方法については、クラスタソフトウェアのマニュアルを参照してください。

3. IPアドレスリソースを変更します。

IPアドレスリソースの変更方法については、クラスタソフトウェアのマニュアルを参照してください。

4. Storage管理サーバ業務の稼働状況を確認します。

業務が停止している場合は、Storage管理サーバ業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

5. Storage管理サーバ業務の稼働ノードにて、サーバ情報変更指示ファイルを作成後、サーバ情報変更コマンドを-fオプション付

きで実行してIPアドレスの変更を行います。サーバ情報変更コマンドの詳細については、「10.3.5 stgxfwcmmodsrv(サーバ情報

変更コマンド)」を参照してください。

6. Storage管理サーバ業務を再起動します。

停止／起動方法については、クラスタソフトウェアのマニュアルを参照してください。

7. Storage管理サーバ業務の稼働ノードにて、環境情報表示コマンドを使用してGUI接続用IPアドレスが正しいか確認します。必

要であれば、GUI接続情報設定コマンドを使用してGUI接続用IPアドレスの変更を行います。

環境情報表示コマンド、GUI接続情報設定コマンドの詳細については、「10.3.12 stgenvdisp(環境情報表示コマンド)」、「10.3.3
stgguiipset(GUI接続情報設定コマンド)」を参照してください。

8. レプリケーション管理機能を使用する場合は、レプリケーション管理の環境を再構築します(「8.4.5 複製元ボリューム／複製先ボ

リュームの設定」以降の作業を実施してください)。

 

 注意

・ 手順7でGUI接続用IPアドレスの変更が必要となる場合は、以下となります。

－ Storage管理サーバ業務が動作するサーバに複数のネットワークカードが装着されており、Storageサーバと通信するIPアドレス

(Storage管理サーバ業務のクラスタセットアップ時に指定したIPアドレス)とGUIクライアント使用時に指定するIPアドレスを分け

て運用している場合。

－ 上記以外の場合でも、10.3.3 stgguiipset(GUI接続情報設定コマンド)を実行してGUI接続用IPアドレスを明示的に設定してい

る場合。

・ Storage管理サーバ業務のクラスタ環境削除時に実行するクラスタアンセットアップコマンドで表示されるIPアドレス情報は、クラスタ

セットアップコマンドにて指定したアドレスです。IPアドレス変更後の値ではありません。

9.5.8.2 Storageサーバ業務のIPアドレスの変更

以下の手順にて、Storageサーバ業務のIPアドレスを変更します。

1. レプリケーション管理機能を使用して複製元または複製先ボリュームとして定義している場合は、複製元／複製先ボリュームの

設定を削除してください。

複製元／複製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. Storageサーバ業務を停止します。

停止方法については、クラスタソフトウェアのマニュアルを参照してください。

3. IPアドレスリソースを変更します。

IPアドレスリソースの変更方法については、クラスタソフトウェアのマニュアルを参照してください。

4. Storageサーバ業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

5. Storageサーバ業務を管理しているStorage管理サーバにて、サーバ情報変更指示ファイルを作成後、サーバ情報変更コマンド

を -fオプション付きで実行して IPアドレスの変更を行います。サーバ情報変更コマンドの詳細については、「10.3.5
stgxfwcmmodsrv(サーバ情報変更コマンド)」を参照してください。
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6. レプリケーション管理機能を使用する場合は、レプリケーション管理の環境を再構築します(「8.4.5 複製元ボリューム／複製先ボ

リュームの設定」以降の作業を実施してください)。

9.5.8.3 Storage管理サーバ業務／Storageサーバ業務のポート番号の変更

以下の手順にて、Storage管理サーバ業務／Storageサーバ業務のポート番号を変更します。

1. 変更対象となるStorage管理サーバまたはStorageサーバにて、レプリケーション管理機能を使用して複製元または複製先ボリュー

ムとして定義している場合は、複製元／複製先ボリュームの設定を削除してください。

複製元／複製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. 変更対象となる変更対象となるStorage管理サーバ業務またはStorageサーバ業務を停止します。

停止方法については、クラスタソフトウェアのマニュアルを参照してください。

3. 変更対象となるStorage管理サーバ業務またはStorageサーバ業務のプライマリノードとセカンダリノードにて、/etc/servicesに設定

されている、AdvancedCopy Managerの業務用通信デーモン(stgxfws_論理ノード名)のポート番号を変更します。

4. 変更対象となるStorage管理サーバ業務またはStorageサーバ業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

5. 変更対象がStorage管理サーバ業務の場合はStorage管理サーバ業務の稼働ノード、Storageサーバ業務の場合はStorageサー

バ業務を管理するStorage管理サーバにて、サーバ情報変更指示ファイルを作成後、サーバ情報変更コマンドを-fオプション付

きで実行してポート番号の変更を行います。サーバ情報変更コマンドの詳細については、「10.3.5 stgxfwcmmodsrv(サーバ情報

変更コマンド)」を参照してください。

6. レプリケーション管理機能を使用する場合は、レプリケーション管理の環境を再構築します(「8.4.5 複製元ボリューム／複製先ボ

リュームの設定」以降の作業を実施してください)。

9.5.8.4 Storage管理サーバ業務／Storageサーバ業務のサーバ名の変更

以下の手順にて、Storage管理サーバ業務／Storageサーバ業務のサーバ名を変更します。

1. 変更対象となるStorage管理サーバまたはStorageサーバにて、レプリケーション管理機能を使用して複製元または複製先ボリュー

ムとして定義している場合は、複製元／複製先ボリュームの設定を削除してください。

複製元／複製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの削除」を参照してください。

2. 変更対象がStorage管理サーバ業務の場合はStorage管理サーバ業務の稼働ノード、Storageサーバ業務の場合はStorageサー

バ業務を管理するStorage管理サーバにて、サーバ情報変更指示ファイルを作成します。

3. サーバ情報変更コマンドを-fオプション付き(作成したファイルを指定)で実行してサーバ名の変更を行います。サーバ情報変更

コマンドの詳細については、Storage管理サーバのOSに対応した『ETERNUS SF AdvancedCopy Manager 運用手引書』の「10.3.5
stgxfwcmmodsrv(サーバ情報変更コマンド)」を参照してください。

4. レプリケーション管理機能を使用する場合は、レプリケーション管理の環境を再構築します(「8.4.5 複製元ボリューム／複製先ボ

リュームの設定」以降の作業を実施してください)。

9.5.8.5 リポジトリアクセスユーザーに指定したユーザーの削除／パスワードの変更

以下の手順にて、リポジトリアクセスユーザーを変更します。

1. 対象となるStorage管理サーバ業務の稼働状況を確認します。

業務が停止している場合は、Storage管理サーバ業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

2. リポジトリアクセスユーザーを変更します。

リポジトリアクセスユーザーを変更する方法については、「9.5.7 リポジトリアクセスユーザーに指定したユーザーの削除／パスワー

ドの変更」を参照してください。

9.5.8.6 論理ノード名の変更

以下の手順にて、Storage管理サーバ業務またはStorageサーバ業務の論理ノード名を変更します。
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1. 対象となるStorage管理サーバ業務またはStorageサーバ業務の稼働状況を確認します。

業務が停止している場合は、Storage管理サーバ業務またはStorageサーバ業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

2. Storage管理サーバ業務の場合、Storageサーバ業務を兼ねているか確認します。

Storageサーバ業務を兼ねている場合、手順3に進みます。

Storageサーバ業務を兼ねていない場合、手順4に進みます。

3. Storageサーバ業務の環境を削除します。

バックアップ管理機能を使用している場合は、業務ボリューム、バックアップボリュームを削除してください。業務ボリューム、バッ

クアップボリュームを削除する方法については、「4.6.2 デバイスの削除」を参照してください。

レプリケーション管理機能を使用して複製元または複製先ボリュームとして定義している場合は、複製元／複製先ボリュームの

設定を削除してください。複製元／複製先ボリュームの設定を削除する方法については、「8.6.2 複製元／複製先ボリュームの

削除」を参照してください。

4. AdvancedCopy Managerのデータを退避します。

Storage管理サーバ業務の場合、以下のデータを退避します。

－ リポジトリ

リポジトリをバックアップします。

リポジトリをバックアップする方法については、「9.2.1.1 データベースバックアップ」を参照してください。

－ 認証機能の管理簿

Storage管理サーバ業務の稼働ノードにて認証機構の管理簿をバックアップします。

認証機能の管理簿をバックアップする方法については、「9.1.1.4.1 認証管理簿のバックアップ」を参照してください。

－ 画面ファイル

画面ファイルをバックアップします。

Storage管理サーバ業務の稼働ノードにて/opt/swstorage/java/data以下の各ディレクトリ単位に退避します。また、両ノードに

て/etc/opt/FJSVswssc/data/security/root.iniも退避します。

Storageサーバ業務またはStorage管理サーバ業務にてStorageサーバ業務を兼ねている場合、以下のデータを退避します。

－ 前後処理スクリプト

バックアップ管理とレプリケーション管理の前後処理スクリプトを退避します。

AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、以下のデータを退避します。

－ 管理情報一括バックアップのポリシーファイル

ポリシーファイルのパスについては、「9.1.2.1 事前準備」を参照してください。

5. Storageサーバ業務(Storage管理サーバ業務兼Storageサーバ業務は除く)の場合、業務の稼働ノードにて/etc/opt/swstorage/論
理ノード名/swnode.iniを削除します。

6. 対象業務のクラスタ環境を削除します。

クラスタ環境の削除については、『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Storage管理サーバ業務、Storage
サーバ業務の削除」を参照してください。

 

 注意

『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Linux版PRIMECLUSTERでの削除」の「削除作業詳細」の手順

1（ノードの削除）は実施しないでください。

7. 対象業務のクラスタ環境を作成します。

クラスタ環境の作成については、『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Storage管理サーバ業務、Storage
サーバ業務のカスタマイズ」を参照してください。

 

 注意

－ クラスタセットアップコマンドの-nオプションの値は、新規論理ノード名を指定してください。
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－ クラスタ環境作成の「カスタマイズ作業詳細」の「Storage管理サーバ業務、Storageサーバ業務の環境を作成」（Linux版
PRIMECLUSTERでは「カスタマイズ作業詳細」の手順32）は実施しないでください。

8. 対象業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

9. AdvancedCopy Managerのデータを復元します。

Storage管理サーバ業務の場合、以下のデータを復元します。

－ リポジトリ

リポジトリを復元します。

リポジトリを復元する方法については、「9.2.1.2 データベースリストア」を参照してください。

－ 認証機能の管理簿

Storage管理サーバ業務の稼働ノードにて認証機構の管理簿を復元します。

認証機能の管理簿を復元する方法については、「9.1.1.4.2 認証管理簿のリストア」を参照してください。

－ 画面ファイル

画面ファイルを復元します。

Storage管理サーバ業務の稼働ノードにて/opt/swstorage/java/data以下の各ディレクトリ単位に復元します。また、両ノードに

て/etc/opt/FJSVswssc/data/security/root.iniも復元します。

Storageサーバ業務またはStorage管理サーバ業務にてStorageサーバ業務を兼ねている場合、以下のデータを復元します。

－ 前後処理スクリプト

バックアップ管理とレプリケーション管理の前後処理スクリプトを復元します。

AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、以下のデータを復元します。

－ 管理情報一括バックアップのポリシーファイル

ポリシーファイルのパスについては、「9.1.2.1 事前準備」を参照してください。

10. サーバ名を変更します。

「9.5.8.4 Storage管理サーバ業務／Storageサーバ業務のサーバ名の変更」を実施します。

11. バックアップ管理やレプリケーション管理機能を使用する場合は、バックアップ管理やレプリケーション管理の環境を再構築します

(バックアップ管理の場合は「4.4.6 バックアップ運用を行うサーバの環境設定」以降の作業、レプリケーション管理の場合は「8.4.5
複製元ボリューム／複製先ボリュームの設定」以降の作業を実施してください)。

12. AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、10.3.13 stgmgrinfoset(管理情報一括バックアップサー

バ登録／削除コマンド)を実行し、管理情報一括バックアップ実行サーバとして登録してください。

9.5.8.7 業務名の変更

以下の手順にて、AdvancedCopy Manager業務名を変更します。

1. 対象となるStorage管理サーバ業務またはStorageサーバ業務の稼働状況を確認します。

業務が停止している場合は、Storage管理サーバ業務またはStorageサーバ業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

2. AdvancedCopy Managerのデータを退避します。

Storage管理サーバ業務の場合、以下のデータを退避します。

－ リポジトリ

リポジトリをバックアップします。

リポジトリをバックアップする方法については、「9.2.1.1 データベースバックアップ」を参照してください。

－ 認証機能の管理簿

Storage管理サーバ業務の稼働ノードにて認証機構の管理簿をバックアップします。

認証機能の管理簿をバックアップする方法については、「9.1.1.4.1 認証管理簿のバックアップ」を参照してください。

－ 画面ファイル

画面ファイルをバックアップします。

Storage管理サーバ業務の稼働ノードにて/opt/swstorage/java/data以下の各ディレクトリ単位に退避します。また、両ノードに

て/etc/opt/FJSVswssc/data/security/root.iniも退避します。
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業務種別(Storage管理サーバ業務、Storageサーバ業務)に関係なく、以下のデータを退避します。

－ AdvancedCopy Manager管理ファイル

業務の稼働ノードにて/etc/opt/swstorage/論理ノード名/swnode.iniを退避します。

Storageサーバ業務、またはStorage管理サーバ業務にてStorageサーバ業務を兼ねている場合、以下のデータを退避します。

－ バックアップ管理簿

バックアップ管理簿をバックアップします。

バックアップ管理簿をバックアップする方法については、「9.1.1.1.1 バックアップ管理簿とリカバリ制御ファイルのバックアッ

プ」を参照してください。

－ 前後処理スクリプト

バックアップ管理とレプリケーション管理の前後処理スクリプトを退避します。

AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、以下のデータを退避します。

－ 管理情報一括バックアップのポリシーファイル

ポリシーファイルのパスについては、「9.1.2.1 事前準備」を参照してください。

3. Storageサーバ業務(Storage管理サーバ業務兼Storageサーバ業務は除く)の場合、業務の稼働ノードにて/etc/opt/swstorage/論
理ノード名/swnode.iniを削除します。

4. 対象業務のクラスタ環境を削除します。

クラスタ環境の削除については、『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Storage管理サーバ業務、Storage
サーバ業務の削除」を参照してください。

 

 注意

『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Linux版PRIMECLUSTERでの削除」の「削除作業詳細」の手順

1(ノードの削除)は実施しないでください。

5. クラスタシステムにてuserApplication名を変更します。

userApplication名の変更方法については、クラスタソフトウェアのマニュアルを参照してください。

6. 対象業務のクラスタ環境を作成します。

クラスタ環境の作成については、『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Storage管理サーバ業務、Storage
サーバ業務のカスタマイズ」を参照してください。

 

 注意

－ クラスタ環境作成の「カスタマイズ作業詳細」の「Storage管理サーバ業務、Storageサーバ業務の環境を作成」（Linux版
PRIMECLUSTERでは「カスタマイズ作業詳細」の手順32）は実施しないでください。

－ クラスタセットアップコマンドにて業務名以外の情報は変更しないでください。

7. 対象業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

8. AdvancedCopy Managerのデータを復元します。

a. Storage管理サーバ業務の場合、以下のデータを復元します。

- リポジトリ

リポジトリを復元します。

リポジトリを復元する方法については、「9.2.1.2 データベースリストア」を参照してください。

- 認証機能の管理簿

Storage管理サーバ業務の稼働ノードにて認証機構の管理簿を復元します。

認証機能の管理簿を復元する方法については、「9.1.1.4.2 認証管理簿のリストア」を参照してください。

- 画面ファイル

画面ファイルを復元します。
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Storage管理サーバ業務の稼働ノードにて/opt/swstorage/java/data以下の各ディレクトリ単位に復元します。また、両

ノードにて/etc/opt/FJSVswssc/data/security/root.iniも復元します。

b. 業務種別（Storage管理サーバ業務、Storageサーバ業務）に関係なく、以下のデータを復元します。

- AdvancedCopy Manager管理ファイル

業務の稼働ノードにて/etc/opt/swstorage/論理ノード名/swnode.iniを復元します。

c. Storageサーバ業務、またはStorage管理サーバ業務にてStorageサーバ業務を兼ねている場合、以下のデータを復元しま

す。

- バックアップ管理簿

バックアップ管理簿を復元します。

バックアップ管理簿を復元する方法については、「9.1.1.1.2 バックアップ管理簿とリカバリ制御ファイルのリストア」を参

照してください。

- 前後処理スクリプト

バックアップ管理とレプリケーション管理の前後処理スクリプトを復元します。

- レプリケーション管理機能を使用している場合は、10.4.3.1 swsrprecoverres(資源整合コマンド)にて環境を復元しま

す。

資源整合コマンドには、“ -r ”オプションを指定してください。資源整合コマンドについては、「 10.4.3.1
swsrprecoverres(資源整合コマンド)」を参照してください。

d. AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、以下のデータを復元します。

- 管理情報一括バックアップのポリシーファイル

ポリシーファイルのパスについては、「9.1.2.1 事前準備」を参照してください。

9. AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、10.3.13 stgmgrinfoset(管理情報一括バックアップサー

バ登録／削除コマンド)を実行し、管理情報一括バックアップ実行サーバとして登録してください。

9.5.8.8 共有データ用共有ディスクの変更

以下の手順にて、AdvancedCopy Manager共有データ用共有ディスク(物理ディスクまたは共有データ用共有ディスクのマウントポイン

ト名)を変更します。

1. 対象となるStorage管理サーバ業務またはStorageサーバ業務の稼働状況を確認します。

業務が停止している場合は、Storage管理サーバ業務またはStorageサーバ業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

2. AdvancedCopy Managerのデータを退避します。

Storage管理サーバ業務の場合、以下のデータを退避します。

－ リポジトリ

リポジトリをバックアップします。

リポジトリをバックアップする方法については、「9.2.1.1 データベースバックアップ」を参照してください。

－ 認証機能の管理簿

Storage管理サーバ業務の稼働ノードにて認証機構の管理簿をバックアップします。

認証機能の管理簿をバックアップする方法については、「9.1.1.4.1 認証管理簿のバックアップ」を参照してください。

－ 画面ファイル

画面ファイルをバックアップします。

Storage管理サーバ業務の稼働ノードにて/opt/swstorage/java/data以下の各ディレクトリ単位に退避します。また、両ノードに

て/etc/opt/FJSVswssc/data/security/root.iniも退避します。

業務種別(Storage管理サーバ業務、Storageサーバ業務)に関係なく、以下のデータを退避します。

－ AdvancedCopy Manager管理ファイル

業務の稼働ノードにて/etc/opt/swstorage/論理ノード名/swnode.iniを退避します。

Storageサーバ業務またはStorage管理サーバ業務にてStorageサーバ業務を兼ねている場合、以下のデータを退避します。

－ バックアップ管理簿

バックアップ管理簿をバックアップします。
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バックアップ管理簿をバックアップする方法については、「9.1.1.1.1 バックアップ管理簿とリカバリ制御ファイルのバックアッ

プ」を参照してください。

－ 前後処理スクリプト

バックアップ管理とレプリケーション管理の前後処理スクリプトを退避します。

AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、以下のデータを退避します。

－ 管理情報一括バックアップのポリシーファイル

ポリシーファイルのパスについては、「9.1.2.1 事前準備」を参照してください。

3. Storageサーバ業務(Storage管理サーバ業務兼Storageサーバ業務は除く)の場合、業務の稼働ノードにて/etc/opt/swstorage/論
理ノード名/swnode.iniを削除します。

4. 対象業務のクラスタ環境を削除します。

クラスタ環境の削除については、『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Storage管理サーバ業務、Storage
サーバ業務の削除」を参照してください。

 

 注意

『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Linux版PRIMECLUSTERでの削除」の「削除作業詳細」の手順

1(ノードの削除)は実施しないでください。

5. 対象業務のクラスタ環境を作成します。

クラスタ環境の作成については、『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Storage管理サーバ業務、Storage
サーバ業務のカスタマイズ」を参照してください。

 

 注意

－ マウントポイント名を変更する場合、クラスタセットアップコマンドの-mオプションの値には新規マウントポイント名を指定してく

ださい。

－ 物理ディスクを変更する場合、マウントするときに新しい物理ディスクを指定してください。

－ クラスタシステムの共有ディスクに関する設定を変更してください。

－ クラスタ環境作成の「カスタマイズ作業詳細」の「Storage管理サーバ業務、Storageサーバ業務の環境を作成」(Linux版
PRIMECLUSTERでは「カスタマイズ作業詳細」の手順32)は実施しないでください。

6. 対象業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

7. AdvancedCopy Managerのデータを復元します。

a. Storage管理サーバ業務の場合、以下のデータを復元します。

- リポジトリ

リポジトリを復元します。

リポジトリを復元する方法については、「9.2.1.2 データベースリストア」を参照してください。

- 認証機能の管理簿

Storage管理サーバ業務の稼働ノードにて認証機構の管理簿を復元します。

認証機能の管理簿を復元する方法については、「9.1.1.4.2 認証管理簿のリストア」を参照してください。

- 画面ファイル

画面ファイルを復元します。

Storage管理サーバ業務の稼働ノードにて/opt/swstorage/java/data以下の各ディレクトリ単位に復元します。また、両

ノードにて/etc/opt/FJSVswssc/data/security/root.iniも復元します。

b. 業務種別(Storage管理サーバ業務、Storageサーバ業務)に関係なく、以下のデータを復元します。

- AdvancedCopy Manager管理ファイル

業務の稼働ノードにて/etc/opt/swstorage/論理ノード名/swnode.iniを復元します。
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c. Storageサーバ業務またはStorage管理サーバ業務にてStorageサーバ業務を兼ねている場合、以下のデータを復元しま

す。

- バックアップ管理簿

バックアップ管理簿を復元します。

バックアップ管理簿を復元する方法については、「9.1.1.1.2 バックアップ管理簿とリカバリ制御ファイルのリストア」を参

照してください。

- 前後処理スクリプト

バックアップ管理とレプリケーション管理の前後処理スクリプトを復元します。

- レプリケーション管理機能を使用している場合は、10.4.3.1 swsrprecoverres(資源整合コマンド)にて環境を復元しま

す。

資源整合コマンドには、“ -r ”オプションを指定してください。資源整合コマンドについては、「 10.4.3.1
swsrprecoverres(資源整合コマンド)」を参照してください。

d. AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、以下のデータを復元します。

- 管理情報一括バックアップのポリシーファイル

ポリシーファイルのパスについては、「9.1.2.1 事前準備」を参照してください。

8. AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、10.3.13 stgmgrinfoset(管理情報一括バックアップサー

バ登録／削除コマンド)を実行し、管理情報一括バックアップ実行サーバとして登録してください。

9.5.8.9 リポジトリ用共有ディスクの変更

以下の手順にて、AdvancedCopy Managerリポジトリ用共有ディスクを変更します。

1. 対象となるStorage管理サーバ業務の稼働状況を確認します。

業務が停止している場合は、Storage管理サーバ業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

2. AdvancedCopy Managerのデータを退避します。

以下のデータを退避します。

－ リポジトリ

リポジトリをバックアップします。

リポジトリをバックアップする方法については、「9.2.1.1 データベースバックアップ」を参照してください。

－ 認証機能の管理簿

Storage管理サーバ業務の稼働ノードにて認証機構の管理簿をバックアップします。

認証機能の管理簿をバックアップする方法については、「9.1.1.4.1 認証管理簿のバックアップ」を参照してください。

－ 画面ファイル

画面ファイルをバックアップします。

Storage管理サーバ業務の稼働ノードにて/opt/swstorage/java/data以下の各ディレクトリ単位に退避します。また、両ノードに

て/etc/opt/FJSVswssc/data/security/root.iniも退避します。

－ AdvancedCopy Manager管理ファイル

業務の稼働ノードにて/etc/opt/swstorage/論理ノード名/swnode.iniを退避します。

Storage管理サーバ業務にてStorageサーバ業務を兼ねている場合、以下のデータを退避します。

－ バックアップ管理簿

バックアップ管理簿をバックアップします。

バックアップ管理簿をバックアップする方法については、「9.1.1.1.1 バックアップ管理簿とリカバリ制御ファイルのバックアッ

プ」を参照してください。

－ 前後処理スクリプト

バックアップ管理とレプリケーション管理の前後処理スクリプトを退避します。

AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、以下のデータを退避します。

－ 管理情報一括バックアップのポリシーファイル

ポリシーファイルのパスについては、「9.1.2.1 事前準備」を参照してください。

- 218 -



3. 対象業務のクラスタ環境を削除します。

クラスタ環境の削除については、『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Storage管理サーバ業務、Storage
サーバ業務の削除」を参照してください。

 

 注意

『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Linux版PRIMECLUSTERでの削除」の「削除作業詳細」の手順

1(ノードの削除)は実施しないでください。

4. 対象業務のクラスタ環境を作成します。

クラスタ環境の作成については、『ETERNUS SF AdvancedCopy Manager クラスタ適用ガイド』の「Storage管理サーバ業務、Storage
サーバ業務のカスタマイズ」を参照してください。

 

 注意

クラスタ環境作成の「カスタマイズ作業詳細」の「Storage管理サーバ業務、Storageサーバ業務の環境を作成」（Linux版
PRIMECLUSTERでは「カスタマイズ作業詳細」の手順32）は実施しないでください。

5. 対象業務を起動します。

起動方法については、クラスタソフトウェアのマニュアルを参照してください。

6. AdvancedCopy Managerのデータを復元します。

a. 以下のデータを復元します。

- リポジトリ

リポジトリを復元します。

リポジトリを復元する方法については、「9.2.1.2 データベースリストア」を参照してください。

- 認証機能の管理簿

Storage管理サーバ業務の稼働ノードにて認証機構の管理簿を復元します。

認証機能の管理簿を復元する方法については、「9.1.1.4.2 認証管理簿のリストア」を参照してください。

- 画面ファイル

画面ファイルを復元します。

Storage管理サーバ業務の稼働ノードにて/opt/swstorage/java/data以下の各ディレクトリ単位に復元します。また、両

ノードにて/etc/opt/FJSVswssc/data/security/root.iniも復元します。

- AdvancedCopy Manager管理ファイル

業務の稼働ノードにて/etc/opt/swstorage/論理ノード名/swnode.iniを復元します。

b. Storage管理サーバ業務にてStorageサーバ業務を兼ねている場合、以下のデータを復元します。

- バックアップ管理簿

バックアップ管理簿を復元します。

バックアップ管理簿を復元する方法については、「9.1.1.1.2 バックアップ管理簿とリカバリ制御ファイルのリストア」を参

照してください。

- 前後処理スクリプト

バックアップ管理とレプリケーション管理の前後処理スクリプトを復元します。

- レプリケーション管理機能を使用している場合は、10.4.3.1 swsrprecoverres(資源整合コマンド)にて環境を復元しま

す。

資源整合コマンドには、“ -r ”オプションを指定してください。資源整合コマンドについては、「 10.4.3.1
swsrprecoverres(資源整合コマンド)」を参照してください。

c. AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、以下のデータを復元します。

- 管理情報一括バックアップのポリシーファイル

ポリシーファイルのパスについては、「9.1.2.1 事前準備」を参照してください。

7. AdvancedCopy Managerの管理情報一括バックアップ実行サーバの場合、10.3.13 stgmgrinfoset(管理情報一括バックアップサー

バ登録／削除コマンド)を実行し、管理情報一括バックアップ実行サーバとして登録してください。
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9.5.9 OSシステムロケールの変更方法

AdvancedCopy Managerのマネージャー導入マシンにおいて、導入時のOSシステムロケールから異なるOSシステムロケールに変更す

る場合について説明します。

なお、AdvancedCopy Managerのエージェント導入マシンおよびテープマネージャー導入マシンにおいては、この作業は必要ありませ

ん。

 

 注意

OSシステムロケールを変更する場合、AdavancedCopy ManagerでインストールしたSymfoware、または事前に導入済みであった

Symfowareも同時にアンインストールする必要があります。

そのため、Symfowareを利用している場合には、Symfowareのデータ移行を含む環境の再構築が必要となりますので、実行可否や作

業手順について十分確認してください。

Storage管理サーバの構成に応じて、『ETERNUS SF AdvancedCopy Manager 導入手引書』の以下を参照してください。なお、OSシス

テムロケールの変更は、アンインストールとインストールの間に行ってください。

・ 「Storage管理サーバのバージョンアップ」

・ 「Storage管理サーバ兼Storageサーバのバージョンアップ」

・ 「テープサーバ兼Storage管理サーバのバージョンアップ」

・ 「テープサーバ兼Storage管理サーバ兼Storageサーバのバージョンアップ」

 

 注意

アンインストールは、『ETERNUS SF AdvancedCopy Manager 導入手引書』の「マネージャーのアンインストール」の「デーモンの停止」

以降を行ってください。

「デーモンの停止」の前処理の「全Storageサーバの削除」は実施しないでください。
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第10章 各種コマンド

本章では、各種コマンドの使用方法を記述しています。

 

 注意

PATH環境変数に以下のパスを設定して各コマンドを実行してください。

・ /usr/sbin

・ /usr/bin

10.1 コマンド一覧

コマンドは以下のように分類できます。

 
バックアップ管理のコマンド

 
環境定義系コマンド

表10.1 バックアップ管理の環境定義系コマンド一覧

機能 コマンド名 説明

10.2.1.1 swstsvrset(Storageサーバ構成情

報設定コマンド)
swstsvrset Storageサーバの構成情報を設定します。

10.2.1.2 swstsvrdisp(Storageサーバ構成情

報表示コマンド)
swstsvrdisp Storageサーバの構成情報を表示します。

10.2.1.3 swstdevinfoset(デバイス情報設定

コマンド)
swstdevinfoset デバイスの用途を設定します。

10.2.1.4 swstdevdisp(デバイス使用状況表

示コマンド)
swstdevdisp デバイスの情報を表示します。

10.2.1.5 swstbkpolset(バックアップポリシー

設定コマンド)
swstbkpolset バックアップポリシーを設定します。

10.2.1.6 swstbkpoldisp(バックアップポリ

シー表示コマンド)
swstbkpoldisp 設定されているバックアップポリシーを表示します。

10.2.1.7 swstbkpoldel(バックアップポリシー

削除コマンド)
swstbkpoldel 設定されているバックアップポリシーを削除します。

 
運用系コマンド

表10.2 バックアップ管理の運用系コマンド一覧

機能 コマンド名 説明

10.2.2.1 swstbackup(バックアップ実行コマ

ンド)
swstbackup 同期型高速バックアップまたはスナップショット型高速

バックアップを行います。

10.2.2.2 swstbackstat(バックアップ実行状

況表示コマンド)
swstbackstat バックアップの実行状況を表示します。

10.2.2.3 swstrestore(リストア実行コマンド) swstrestore リストアを行います。

10.2.2.4 swstcancelrest(リストアキャンセル

コマンド)
swstcancelrest リストアの実行をキャンセルします。

10.2.2.5 swstreststat(リストア実行状況表示

コマンド)
swstreststat リストアの実行状況を表示します。
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機能 コマンド名 説明

10.2.2.6 swsthistdisp(履歴情報表示コマン

ド)
swsthistdisp バックアップした履歴情報を表示します。

10.2.2.7 swsthistdel(履歴情報削除コマン

ド)
swsthistdel バックアップの履歴情報を削除します。

10.2.2.8 swststartsync(バックアップ同期処

理開始コマンド)
swststartsync バックアップ同期処理を開始します。

10.2.2.9 swstcancelsync(バックアップ同期

処理キャンセルコマンド)
swstcancelsync バックアップ同期処理をキャンセルします。

10.2.2.10 swstsyncstat(バックアップ同期処

理実行状況表示コマンド)
swstsyncstat バックアップ同期処理の実行状況を表示します。

10.2.2.11 swstexecstat(実行状態表示コマ

ンド)
swstexecstat 各業務ボリュームで実施されているコマンドの実行状態

を表示します。

10.2.2.12 swstcanceltrk(トラッキングキャン

セルコマンド)
swstcanceltrk トラッキング処理を停止します。

10.2.2.13 swsttrkstat(トラッキング実行状況

表示コマンド)
swsttrkstat トラッキング処理の実行状況を表示します。

 
保守系コマンド

表10.3 バックアップ管理の保守系コマンド一覧

機能 コマンド名 説明

10.2.3.1 swstsrsemtch(資源整合コマンド) swstsrsemtch バックアップ管理簿内の情報の整合性を復旧します。

10.2.3.2 swstresback(資源バックアップコ

マンド)
swstresback バックアップ管理簿をバックアップします。

10.2.3.3 swstresrst(資源リストアコマンド) swstresrst バックアップ管理簿をリストアします。

 
構成管理のコマンド

表10.4 構成管理系コマンド一覧

機能 コマンド名 説明

10.3.1 stgcmmodnode(管理サーバ情報変

更コマンド)
stgcmmodnode Storage管理サーバのサーバ情報を変更する場合に使

用します。

10.3.2 stguserset(リポジトリアクセスユー

ザー変更コマンド)
stguserset リポジトリへアクセスするために使用するユーザー名お

よびパスワードを変更する場合に使用します。

10.3.3 stgguiipset(GUI接続情報設定コマ

ンド)
stgguiipset Storage管理サーバに複数のネットワークカードが装着

されており、Storageサーバと通信するIPアドレスとGUI
クライアントを使用する際に指定するIPアドレスを分け

て運用する場合に使用します。

10.3.4 stgxfwcmaddsrv(サーバ情報追加

コマンド)
stgxfwcmaddsrv AdvancedCopy Managerで新しく管理するStorageサー

バの情報を追加します。

10.3.5 stgxfwcmmodsrv(サーバ情報変更

コマンド)
stgxfwcmmodsrv AdvancedCopy Managerで管理しているサーバの情報

を変更します。

10.3.6 stgxfwcmdelsrv(サーバ情報削除

コマンド)
stgxfwcmdelsrv AdvancedCopy Managerで現在管理しているStorage

サーバの情報を削除します。
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機能 コマンド名 説明

10.3.7 stgxfwcmsetdev(デバイス情報取得

／反映コマンド)
stgxfwcmsetdev サーバで検出された最新のデバイス情報を取得し、

AdvancedCopy Mangerで管理している情報との差異を

表示します。

10.3.8 stgxfwcmdeldev(デバイス情報削

除コマンド)
stgxfwcmdeldev AdvancedCopy Managerで現在管理しているデバイス

の情報を削除します。

10.3.9 stgxfwcmdispsrv(サーバ情報表示

コマンド)
stgxfwcmdispsrv AdvancedCopy Managerで管理しているサーバの情報

を表示します。

10.3.10 stgxfwcmdispdev(デバイス情報

表示コマンド)
stgxfwcmdispdev AdvancedCopy Managerで管理しているデバイスの情

報を表示します。

10.3.11 stgxfwcmdisppat(パーティション

情報表示コマンド)
stgxfwcmdisppat AdvancedCopy Managerで管理しているデバイスを構成

するパーティションの情報を表示します。

10.3.12 stgenvdisp(環境情報表示コマン

ド)
stgenvdisp AdvancedCopy Managerに設定されている環境の各値

を表示します。

10.3.13 stgmgrinfoset(管理情報一括バッ

クアップサーバ登録／削除コマンド)
stgmgrinfoset 管理情報一括バックアップ実行サーバを登録します。

10.3.14 stgmgrinfobkup(管理情報一括

バックアップコマンド)
stgmgrinfobkup Storageサーバ、Storage管理サーバの管理情報をバッ

クアップします。

10.3.15 stgmgrinfodisp(管理情報一括

バックアップ状況表示コマンド)
stgmgrinfodisp 管理情報一括バックアップコマンドの実施状況を表示

します。

10.3.16 stgxfwcmsetsdx(SDXオブジェクト

運用単位設定コマンド)
stgxfwcmsetsdx AdvancedCopy Managerで扱うSDXオブジェクトの運用

単位を設定します。

10.3.17 stgxfwcmsetmode(情報取得モー

ド設定コマンド)
stgxfwcmsetmode サーバで取得する情報の取得モードを設定します。

 
レプリケーション管理のコマンド

 
環境定義系コマンド

表10.5 レプリケーション管理の環境定義系コマンド一覧

機能 コマンド名 説明

10.4.1.1 swsrpsetvol(複製ボリューム情報

設定コマンド)
swsrpsetvol 複製ボリューム情報を設定します。

10.4.1.2 swsrpvolinfo(複製ボリューム情

報表示コマンド)
swsrpvolinfo 複製ボリューム情報を表示します。

10.4.1.3 swsrpdelvol(複製ボリューム情報

削除コマンド)
swsrpdelvol 複製ボリューム情報の設定削除します。

10.4.1.4 swsrprecbuffstat(REC転送バッ

ファ情報表示コマンド)
swsrprecbuffstat REC転送バッファの情報を表示します。

10.4.1.5 swsrprecbuffset(REC転送バッ

ファ設定変更コマンド)
swsrprecbuffset REC転送バッファの設定を変更します。

 
運用系コマンド

表10.6 レプリケーション管理の運用系コマンド一覧

機能 コマンド名 説明

10.4.2.1 swsrpstartsync(複製開始コマン

ド)
swsrpstartsync 同期型レプリケーションの複製を開始します。
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機能 コマンド名 説明

10.4.2.2 swsrpmake(複製作成コマンド) swsrpmake スナップショット型および同期型レプリケーションの複製

を作成します。

10.4.2.3 swsrpstat(運用状況表示コマン

ド)
swsrpstat レプリケーション運用の状況を表示します。

10.4.2.4 swsrpcancel(複製解除コマンド) swsrpcancel スナップショット型および同期型レプリケーションの複製

処理をキャンセルします。

10.4.2.5 swsrpchsync(同期処理モード変

更コマンド)
swsrpchsync 筐体間同期処理の動作モードを変更します。

10.4.2.6 swsrprevsync(同期処理反転コマ

ンド)
swsrprevsync サスペンド状態の同期処理のコピー方向を反転します。

 
保守系コマンド

表10.7 レプリケーション管理の保守系コマンド一覧

機能 コマンド名 説明

10.4.3.1 swsrprecoverres(資源整合コマン

ド)
swsrprecoverres レプリケーション管理簿内の情報の整合性を復旧しま

す。

 
デーモンの起動／停止コマンド

表10.8 デーモンの起動／停止系コマンド一覧

機能 コマンド名 説明

10.5.1 通信デーモンの起動と停止 stgfwcom 通信デーモンの起動／停止を行います。

10.5.2 RMIデーモンの起動と停止 stgrmicom RMIデーモンの起動／停止を行います。

10.5.3 RDBデーモンの起動と停止 stgdbcom RDBデーモンの起動／停止を行います。

10.5.4 認証デーモンの起動と停止 rc.smfwsec 認証デーモンの起動／停止を行います。

10.5.5 AdvancedCopy Managerデーモン

の起動と停止

startacm

stopacm

AdvancedCopy Managerデーモンの起動／停止を行い

ます。

 
SnapOPC/SnapOPC+サポートコマンド

表10.9 SnapOPC/SnapOPC+サポート系コマンド一覧

機能 コマンド名 説明

10.6.1 swstestupdate(更新量測定コマン

ド)
swstestupdate 擬似セッション設定機能を使って、Snap Data Volume

の物理容量を測定します。

10.6.2 swstsdv(Snap Data Volumeの操作

／参照コマンド)
swstsdv サブコマンドの指定により、Snap Data Volumeを初期

化、Snap Data Volumeの状態表示、Snap Data Poolの
状態表示が可能です。

 
調査資料採取コマンド

表10.10 調査資料の採取コマンド一覧

機能 コマンド名 説明

10.7.1 acmcapture(調査資料採取コマン

ド)
acmcapture 障害調査のための資料を採取します。
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10.2 バックアップ管理のコマンド

本節では、バックアップ管理のコマンドによる操作について説明しています。

 

 注意

・ バックアップ管理のすべてのコマンドはrootユーザーのみが実行可能です。

その他のユーザーでコマンド実行した場合は、「swst0601」のメッセージを出力しエラー終了します。

・ Logical Unit(ディスク)単位のバックアップ運用はサポートしていません。

swstdevinfoset(デバイス情報設定コマンド)でLogical Unit(ディスク)を指定した場合はエラーとなります。

 

 注意

コマンド実行時の動作環境

コマンドを実行する際に必要となる動作環境は下表のとおりです。

表10.11 バックアップ管理のコマンド実行時の動作環境

コマンド名 AdvancedCopy Managerの動作環境

swstbackstat Storage管理サーバで以下の指定形式でコマンドを実行する場合は、Storage管理サーバおよび処

理対象Storgeサーバのデーモン／サービスが動作していなければならない。

・ -hオプションを指定

・ デバイス名を指定しない

swstbackup Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。

StorageサーバがWindowsかつEC運用の場合はStorageサーバのデーモン/サービスが動作してい

なければならない。

swstbkpoldel Storageサーバで実行する場合、Storage管理サーバのデーモン／サービスが動作していなければ

ならない。

Storage管理サーバで-hオプションを指定してコマンドを実行する場合、Storage管理サーバのデー

モン／サービスおよび処理対象Storageサーバのデーモン／サービスが動作していなければなら

ない。

swstbkpoldisp Storage管理サーバで以下の指定形式でコマンドを実行する場合は、Storage管理サーバおよび処

理対象Storgeサーバのデーモン／サービスが動作していなければならない。

・ -hオプションを指定

・ デバイス名を指定しない

swstbkpolset Storageサーバで実行する場合、Storage管理サーバのデーモン／サービスが動作していなければ

ならない。

Storage管理サーバで-hオプションを指定してコマンドを実行する場合、Storage管理サーバのデー

モン／サービスおよび処理対象Storageサーバのデーモン／サービスが動作していなければなら

ない。

swstcancelrest Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。

swstcancelsync Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。

StorageサーバがWindowsかつEC運用の場合はStorageサーバのデーモン／サービスが動作して

いなければならない。

swstcanceltrk Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。
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コマンド名 AdvancedCopy Managerの動作環境

swstdevdisp Storage管理サーバで以下の指定形式でコマンドを実行する場合は、Storage管理サーバおよび処

理対象Storgeサーバのデーモン／サービスが動作していなければならない。

・ -hオプションを指定

・ デバイス名を指定しない

swstdevinfoset Storageサーバで実行する場合、Storage管理サーバのデーモン／サービスが動作していなければ

ならない。

Storage管理サーバで-hオプションを指定してコマンドを実行する場合、Storage管理サーバのデー

モン/サービスおよび処理対象Storageサーバのデーモン／サービスが動作していなければならな

い。

swstexecstat Storage管理サーバで以下の指定形式でコマンドを実行する場合は、Storage管理サーバおよび処

理対象Storgeサーバのデーモン/サービスが動作していなければならない。

・ -hオプションを指定

・ デバイス名を指定しない

swsthistdel Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。

swsthistdisp Storage管理サーバで以下の指定形式でコマンドを実行する場合は、Storage管理サーバおよび処

理対象Storgeサーバのデーモン／サービスが動作していなければならない。

・ -hオプションを指定

・ デバイス名を指定しない

swstresback －

swstresrst Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。

StorageサーバがWindowsの場合は常にStorageサーバのデーモン／サービスが動作していなけ

ればならない。

-xオプションを指定する場合は、Storage管理サーバのデーモン／サービスが動作していなければ

ならない。

swstrestore Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。

swstreststat Storage管理サーバで以下の指定形式でコマンドを実行する場合は、Storage管理サーバおよび処

理対象Storgeサーバのデーモン／サービスが動作していなければならない。

・ -hオプションを指定

・ デバイス名を指定しない

swstsrsemtch Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン/サービスが動作していなければならない。

StorageサーバがWindowsの場合は常にStorageサーバのデーモン/サービスが動作していなけれ

ばならない。

-xオプションを指定する場合は、Storage管理サーバのデーモン/サービスが動作していなければ

ならない。

swststartsync Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。

StorageサーバがWindowsの場合はStorageサーバのデーモン／サービスが動作していなければ

ならない。

swstsvrdisp Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サーバおよ

び処理対象Storageサーバのデーモン／サービスが動作していなければならない。

swstsvrset Storageサーバで実行する場合、Storage管理サーバのデーモン/サービスが動作していなければ

ならない。
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コマンド名 AdvancedCopy Managerの動作環境

Storage管理サーバで-hオプションを指定してコマンドを実行する場合、Storage管理サーバのデー

モン/サービスおよび処理対象Storageサーバのデーモン/サービスが動作していなければならな

い。

swstsyncstat Storage管理サーバで以下の指定形式でコマンドを実行する場合は、Storage管理サーバおよび処

理対象Storgeサーバのデーモン／サービスが動作していなければならない。

・ -hオプションを指定

・ デバイス名を指定しない

swsttrkstat Storage管理サーバで以下の指定形式でコマンドを実行する場合は、Storage管理サーバおよび処

理対象Storgeサーバのデーモン／サービスが動作していなければならない。

・ -hオプションを指定

・ デバイス名を指定しない

 

 注意

クラスタ運用の場合

クラスタ運用におけるコマンドは、次の手順で実行します。

1. 必要に応じて、環境変数SWSTGNODEに該当業務の論理ノード名を設定します。環境変数の設定方法は以下のとおりで

す。

# SWSTGNODE=論理ノード名

# export SWSTGNODE

2. コマンドを実行します。

クラスタ運用におけるコマンドと、環境変数設定の要否およびコマンドを実行するノードは下表のとおりです。コマンドを実行する際

の注意事項等は備考欄に記述しています。

表10.12 クラスタ運用時のコマンド

コマンド 環境変数の要否 コマンド実行ノード 備考

swstsvrset 必要 業務稼働ノード －

swstsvrdisp 必要 業務稼働ノード －

swstdevinfoset 必要 業務稼働ノード －

swstdevdisp 必要 業務稼働ノード －

swstbkpolset 必要 業務稼働ノード －

swstbkpoldisp 必要 業務稼働ノード －

swstbkpoldel 必要 業務稼働ノード －

swstbackup 必要 業務稼働ノード －

swstbackstat 必要 業務稼働ノード －

swstrestore 必要 業務稼働ノード －

swstcancelrest 必要 業務稼働ノード －

swstreststat 必要 業務稼働ノード －

swsthistdisp 必要 業務稼働ノード －

swsthistdel 必要 業務稼働ノード －

swststartsync 必要 業務稼働ノード －

swstcancelsync 必要 業務稼働ノード －
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コマンド 環境変数の要否 コマンド実行ノード 備考

swstsyncstat 必要 業務稼働ノード －

swstexecstat 必要 業務稼働ノード －

swstcanceltrk 必要 業務稼働ノード －

swsttrkstat 必要 業務稼働ノード －

swstsrsemtch 必要 業務稼働ノード －

swstresback 必要 業務稼働ノード －

swstresrst 必要 業務稼働ノード －

 

 注意

Storage管理サーバにおいて、コマンド名の末尾がdispまたはstatである表示系コマンドを実行する場合、-hオプションとデバイス名の有

無によって表示内容が異なります。詳細は、以下の表を参照してください。

表10.13 Storage管理サーバでの表示系コマンドの表示内容

-hオプション デバイス名指定 表示内容

なし なし バックアップ管理機能に登録されてい

る全Storageサーバの情報を全て表示

します。

あり Storage管理サーバの指定デバイスの

情報のみを表示します。

あり なし -hオプションに指定されたStorageサー

バの情報を全て表示します。

あり -hオプションに指定されたStorageサー

バの指定デバイスの情報のみを表示し

ます。

10.2.1 環境定義系コマンド

バックアップ管理の環境定義系コマンドについて説明します。

10.2.1.1 swstsvrset(Storageサーバ構成情報設定コマンド)
 

名前

swstsvrset － Storageサーバ構成情報の設定

 
形式

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstsvrset [-c RecCtrlFile-Directory] [-w Work-Directory]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstsvrset [-h Server-Name] [-c RecCtrlFile-Directory] [-w Work-Directory]

 
機能説明

Storageサーバの構成情報を設定します。
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本コマンドを実施することで、コマンドを実施したStorageサーバが、バックアップ運用を行うサーバである旨の宣言をします。

Symfowareデータベースをバックアップ／リカバリする場合は、バックアップ時に作成されるリカバリ制御ファイルの格納先(リカバリ制御

ファイル出力先ディレクトリ)と、リストア時にデータベースのリカバリ作業を行うための作業ディレクトリ(作業ディレクトリ)を登録します。

リカバリ制御ファイル出力先ディレクトリ、あるいは作業ディレクトリを変更する場合は、変更するディレクトリ名を指定して、再度コマンド

を実行してください。

リカバリ制御ファイル出力先ディレクトリを変更した場合、変更前のディレクトリ内にあるリカバリ制御ファイルは、新しいディレクトリに移

動します。空き容量不足などで移動が失敗した場合は、リカバリ制御ファイル出力先ディレクトリは変更されません。この場合、変更前

のディレクトリに存在していたリカバリ制御ファイルは保証されます。

 
オプション

-h Server-Name

バックアップ運用を行うStorageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

省略した場合は、コマンドを投入したStorageサーバが処理対象となります。

-c RecCtrlFile-Directory

リカバリ制御ファイル出力先ディレクトリ名を指定します。

初回登録時に、本オプションが省略された場合は以下のディレクトリを使用します。

非クラスタ運用の場合：/etc/opt/FJSVswsts/SymfoWARE/Recover
クラスタ運用の場合：/etc/opt/FJSVswsts/<論理ノード名>/SymfoWARE/Recovery

更新時に省略した場合は、既に設定してある値をそのまま引き継ぎます。

Symfowareがインストールされていない場合は、本オプションは使用しません。

-w Work-Directory

作業ディレクトリ名を指定します。

初回登録時に、本オプションが省略された場合は以下のディレクトリを使用します。

非クラスタ運用の場合：/var/opt/FJSVswsts/SymfoWARE
クラスタ運用の場合：/var/opt/FJSVswsts/<論理ノード名>/SymfoWARE

更新時に省略した場合は、既に設定してある値をそのまま引き継ぎます。

Symfowareがインストールされていない場合は、本オプションは使用しません。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storageサーバの構成情報を設定します。

# /opt/FJSVswsts/bin/swstsvrset

swstsvrset completed

#

・ SymfowareがインストールされているStorageサーバの構成情報を設定します。

# /opt/FJSVswsts/bin/swstsvrset -c /etc/opt/FJSVswsts/SymfoWARE/Recovery -w /var/opt/FJSVswsts/SymfoWARE

swstsvrset completed

#
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・ Storage管理サーバからStorageサーバ(job1)の構成情報を設定します。

# /opt/FJSVswsts/bin/swstsvrset -h job1

swstsvrset completed

#

 
注意事項

・ クラスタ運用時は、-c オプションで指定するリカバリ制御ファイル出力先ディレクトリとして、共有ディスク上のディレクトリを指定する

必要があります。

・ 次のような場合、Storageサーバ構成情報を設定することができません。

－ Symfowareがインストールされていない状態で、-w オプションもしくは -c オプションを指定したとき。

－ -w オプションに指定したディレクトリが存在しないとき。

－ -c オプションに指定したディレクトリが存在しないとき。

－ -w、-c オプションに各国語文字を含むディレクトリ名を指定したとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstbkpolset(バックアップポリシー設定コマンド)

－ swstbkpoldel(バックアップポリシー削除コマンド)

－ swstbackup(バックアップ実行コマンド)

－ swstrestore(リストア実行コマンド)

－ swstcancelrest(リストアキャンセルコマンド)

－ swststartsync(バックアップ同期処理開始コマンド)

－ swstcancelsync（バックアップ同期処理キャンセルコマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swsthistdel（履歴情報削除コマンド)

－ swstcanceltrk(トラッキングキャンセルコマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

－ swstsrsemtch(資源整合コマンド)

10.2.1.2 swstsvrdisp(Storageサーバ構成情報表示コマンド)
 

名前

swstsvrdisp － Storageサーバ構成情報の表示

 
形式

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstsvrdisp [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstsvrdisp [-h Server-Name] [-altdir Alternative-Dir-Name]

- 230 -



 
機能説明

swstsvrset(Storageサーバ構成情報設定コマンド)で設定したStorageサーバ構成情報を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Storage-Server Storageサーバ名を表示します。

RecCtrlFile-Dir リカバリ制御ファイル出力先ディレクトリ名を表示します。

なお、-altdirオプション指定時は以下のディレクトリが表示されます。

「(-altdirオプションに指定したディレクトリ)/FJSVswsts/R」

Work-Dir 作業ディレクトリ名を表示します。

なお、-altdirオプション指定時は以下のディレクトリが表示されます。

「(-altdirオプションに指定したディレクトリ)/FJSVswsts/W」

 
オプション

-h Server-Name

Storageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storageサーバ(job1)の構成情報を表示します。

# /opt/FJSVswsts/bin/swstsvrdisp

Storage-Server  = job1

#

・ SymfowareがインストールされているStorageサーバ(job2)の構成情報を表示します。

# /opt/FJSVswsts/bin/swstsvrdisp

Storage-Server  = job2

RecCtrlFile-Dir = /etc/opt/FJSVswsts/SymfoWARE/Recovery/

Work-Dir        = /var/opt/FJSVswsts/SymfoWARE/

#

・ -altdirオプションで指定したバックアップ管理簿のStorageサーバ構成情報を表示します。

# /opt/FJSVswsts/bin/swstsvrdisp -altdir /acm/LG1

Storage-Server  = job2

RecCtrlFile-Dir = /acm/LG1/FJSVswsts/R

Work-Dir        = /acm/LG1/FJSVswsts/W

#
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注意事項

・ リカバリ制御ファイル出力先ディレクトリ名と作業ディレクトリ名は、Symfowareがインストールされていないときは表示されません。

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.1.3 swstdevinfoset(デバイス情報設定コマンド)
 

名前

swstdevinfoset － 業務ボリューム、またはバックアップボリュームの設定

 
形式

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstdevinfoset -t | -b | -o Device-Name

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstdevinfoset [-h Server-Name] -t | -b | -o Device-Name

 
機能説明

ETERNUS ディスクアレイに割り当てられたボリュームを、業務ボリューム、またはバックアップボリュームとして設定します。

業務ボリュームとは、バックアップ元となる業務データが格納されたボリュームのことを表します。

バックアップボリュームとは、その業務データのバックアップを保管するボリュームのことを表します。

通常業務ボリュームのバックアップ運用を行う場合、業務ボリュームの詳細は「4.2.2 バックアップ対象の決定」を、バックアップボリュー

ムの詳細は「4.2.4 バックアップボリュームの準備」を参照してください。

また、Symfowareのバックアップ運用を行う場合、業務ボリュームの詳細は「5.1.2.3 バックアップ対象の決定」を、バックアップボリュー

ムの詳細は「5.1.2.5 バックアップボリュームの準備」を参照してください。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

-t

指定したデバイスを業務ボリュームとして登録します。

-b、-oオプションと同時に指定することはできません。

-b

指定したデバイスをバックアップボリュームとして登録します。

-t、-oオプションと同時に指定することはできません。
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-o

指定したデバイスが業務ボリューム、もしくはバックアップボリュームとして登録されていた場合、それらを登録から削除します。

-t、-bオプションと同時に指定することはできません。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ デバイスを業務ボリュームとして設定します。

# /opt/FJSVswsts/bin/swstdevinfoset -t /dev/sdb6

swstdevinfoset completed

#

・ デバイスをバックアップボリュームとして設定します。

# /opt/FJSVswsts/bin/swstdevinfoset -b /dev/sdd6

swstdevinfoset completed

#

・ 業務ボリュームとして設定したデバイスを設定から削除します。

# /opt/FJSVswsts/bin/swstdevinfoset -o /dev/sdb6

swstdevinfoset completed

#

 
注意事項

・ 次のような場合は、業務ボリュームとして設定することができません。

－ 同じ筐体情報(筐体識別子、OLU、EXTENT開始位置、EXTENTサイズ)のデバイスが既に業務ボリュームとして設定されてい

るとき。

－ 設定しようとしているデバイスの領域が、既に設定されている業務ボリューム、またはバックアップボリュームの領域と重複して

いるとき。

－ Logical Unit(ディスク)であるとき。

・ 次のような場合は、バックアップボリュームとして設定することができません。

－ 同じ筐体情報(筐体識別子、OLU、EXTENT開始位置、EXTENTサイズ)のデバイスが既にバックアップボリュームとして設定

されているとき。

－ 設定しようとしているデバイスの領域が、既に設定されている業務ボリューム、またはバックアップボリュームの領域と重複して

いるとき。

－ 設定しようとしているデバイスに、Symfowareのデータベーススペースが構築されているとき。

－ 設定しようとしているデバイスがマウントされているとき。
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－ 設定しようとしているデバイスが、レプリケーション管理の複製先ボリュームとして登録されているとき。

－ 設定しようとしているデバイスが、レプリケーション管理の双方向コピー可能な複製ボリューム情報の複製元ボリュームとして登

録されているとき。

－ SDXオブジェクトであるとき。

－ Logical Unit(ディスク)であるとき。

・ 次の変更を行うには、関連するバックアップ履歴情報を削除してからでないと実施できません。

－ バックアップボリュームから業務ボリュームに変更する場合

－ バックアップボリュームの設定を解除する場合

・ 次の変更を行うには、業務ボリュームに設定されているバックアップポリシーを削除してからでないと実施できません。

－ 業務ボリュームからバックアップボリュームに変更する場合

－ 業務ボリュームの設定を解除する場合

・ 次の変更を行うには、関連する同期処理(ECセション)をキャンセルしてからでないと実施できません。

－ サスペンド中の業務ボリュームの設定を変更する場合

－ サスペンド中のバックアップボリュームの設定を変更する場合

・ 次の変更を行うには、関連するトラッキング処理(OPCセション)をキャンセルしてからでないと実施できません。

－ トラッキング中の業務ボリュームの設定を変更する場合

－ トラッキング中のバックアップボリュームの設定を変更する場合

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstbkpolset(バックアップポリシー設定コマンド)

－ swstbkpoldel(バックアップポリシー削除コマンド)

－ swstbackup(バックアップ実行コマンド)

－ swstrestore(リストア実行コマンド)

－ swstcancelrest(リストアキャンセルコマンド)

－ swststartsync(バックアップ同期処理開始コマンド)

－ swstcancelsync（バックアップ同期処理キャンセルコマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swsthistdel（履歴情報削除コマンド)

－ swstcanceltrk(トラッキングキャンセルコマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

－ swstsrsemtch(資源整合コマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」や「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」を参照してください。

10.2.1.4 swstdevdisp(デバイス使用状況表示コマンド)
 

名前

swstdevdisp － デバイス情報の表示
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形式

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstdevdisp [-t] [-b[-u]] [-o] [Device-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstdevdisp [-h Server-Name] [-t] [-b[-u]] [-o] [Device-Name] [-altdir Alternative-Dir-Name]

 
機能説明

swstdevinfoset(デバイス情報設定コマンド)で設定した業務ボリューム、バックアップボリュームおよびそれ以外の設定可能なデバイス

の情報を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Device デバイス名を表示します。

Size デバイスに割り当てられたパーティションサイズを表示します。

Device-Mode デバイスを区別する文字列を表示します。

"Transaction"：業務ボリュームを表します。

"Backup"：バックアップボリュームを表します。

"Other"：業務ボリューム、バックアップボリュームに登録可能なデバイスを表します。

バックアップボリュームの場合、そのバックアップボリュームが使用中の場合は、"Backup (used)" と
表示します。未使用の場合は、"Backup (free)" と表示します。サスペンド指定バックアップあるい

は差分スナップショット型バックアップを実行した場合は、履歴削除後もバックアップボリュームは

使用中となります。

-uオプションが指定されている場合、履歴削除されたサスペンド状態のバックアップボリューム

は"Backup(used-S)"と表示し、履歴削除されたトラッキング状態のバックアップボリューム

は"Backup(used-T)"と表示します。

Mount-Point
(Method)

Deviceのマウントポイント名を表示し、括弧内にそのマウントポイントのファイルシステムタイプを表

示します。

DeviceがSymfoware用の業務ボリュームの場合は、Symfowareのデータベーススペース名とロググ

ループ名、RDBシステム名を表示し、括弧内には“SymfoWARE”を表示します。

Backup-Engine 運用種別を表示します。

“AdvancedCopy”：AdvancedCopy Managerによるバックアップ運用

・ Symfoware用の業務ボリュームの場合、“Mount-Point (Method)”欄には以下の形式で表示します。

DB-Name  DBS-Name  /  LogGroup  /  RDB-Name  (SymfoWARE)

(1)      (2)          (3)          (4)       (5)

(1) データベース名を表示します。

(2) データベーススペース名を表示します。

(3) ロググループ名を表示します。

(4) RDBシステム名を表示します。RDBシステム名がない時は、"-"と表示します。

(5) Symfowareであることを表します。
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オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-t

業務ボリュームとして設定されているデバイスの情報を表示します。

オペランドのデバイス名が省略された場合、全業務ボリュームのデバイス情報を表示します。

-b

バックアップボリュームとして設定されているデバイスを表示します。

オペランドのデバイス名が省略された場合、全バックアップボリュームのデバイス情報を表示します。

-u

Device-Mode欄の表示形式を変更します。

-o

業務ボリュームとバックアップボリュームに設定されているデバイス以外を表示します。

オペランドのデバイス名が省略された場合、業務ボリュームにもバックアップボリュームにも設定されていない全デバイス情報を表

示します。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

t、b、oのすべてのオプションが省略された場合は、業務ボリュームとして設定されているデバイスの情報を表示します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略した場合、オプションも省略されていれば、全業務ボリュームのデバイス情報を表示します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 設定されたデバイスの使用状況を表示します。

# /opt/FJSVswsts/bin/swstdevdisp -t -b

Server Device       Size      Device-Mode   Mount-Point (Method)             Backup-Engine

job2   /dev/sdb6    1.0 Gbyte Transaction   /mnt/tran1 (ext2)               AdvancedCopy 

job2   /dev/sdc5    1.0 Gbyte Transaction   ---- (----)                      AdvancedCopy

job2   /dev/sdd1    2.0 Gbyte Transaction   DB1.DBS6/LOG01/RDB01 (SymfoWARE) AdvancedCopy 

job2   /dev/ddd2    2.0 Gbyte Transaction   DB1.DBS2/LOG02/RDB01 (SymfoWARE) AdvancedCopy 

job2   /dev/sde6    1.0 Gbyte Backup (used) ---- (----)                      AdvancedCopy 

job2   /dev/sdf5    1.0 Gbyte Backup (free) ---- (----)                      AdvancedCopy 

job2   /dev/sdz1    2.0 Gbyte Backup (free) ---- (----)                      AdvancedCopy 

job2   /dev/sdz2    2.0 Gbyte Backup (free) ---- (----)                      AdvancedCopy 
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  ：

#

 
注意事項

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.1.5 swstbkpolset(バックアップポリシー設定コマンド)
 

名前

swstbkpolset － バックアップポリシーの設定

 
形式

業務ボリューム指定によるバックアップポリシーの設定を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbkpolset [-i Interval-Days] [-s Save-Number][Device-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbkpolset [-h Server-Name][-i Interval-Days] [-s Save-Number] [Device-Name]

ロググループ指定によるバックアップポリシーの設定を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbkpolset -n [-i Interval-Days] [-s Save-Number] Log-Group-Name[/RDB-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbkpolset -n [-h Server-Name][-i Interval-Days][-s Save-Number] Log-Group-Name[/RDB-Name]

 
機能説明

保存世代数、間隔日数などのバックアップポリシーを設定します。

保存世代数とは、バックアップを行ったデータを何世代残しておくかを意味します。間隔日数とは、バックアップを実行してから次のバッ

クアップを行うまでの日数の目安を意味します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-i Interval-Days

間隔日数を指定します。

設定できる範囲は1～366までで、初回登録時に省略した場合は30を設定します。

更新時に省略した場合は、既に設定してある値をそのまま引き継ぎます。
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-s Save-Number

保存世代数を指定します。

設定できる範囲は1～31までで、初回登録時に省略した場合は2を設定します。

更新時に省略した場合は既に設定してある値をそのまま引き継ぎます。

-n

ロググループに対して設定を行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略した場合は、すべての業務ボリュームに対してバックアップポリシーを設定します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ ロググループ(LOG01/RDB1)の保存世代数を3世代でバックアップポリシーを設定します。

# /opt/FJSVswsts/bin/swstbkpolset -n -s 3 LOG01/RDB1

/dev/sdd1 swstbkpolset completed

/dev/sdd2 swstbkpolset completed

    ：

LOG01/RDB1 swstbkpolset completed

#

 
注意事項

・ 間隔日数を指定しても、AdvancedCopy Managerは自動的にバックアップを取得することは行いません。

・ 設定の際には、指定されたバックアップポリシーに従って運用するために必要な数のバックアップボリュームが設定されている必

要があります。通常業務ボリュームのバックアップ運用を行う場合のバックアップボリュームの数については、「4.2.4 バックアップボ

リュームの準備」を参照してください。

・ Symfowareのバックアップ運用を行う場合は、「5.1.2.5 バックアップボリュームの準備」を、GDSのバックアップ運用を行う場合は、

「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」参照してください。

・ 通常業務ボリュームは、通常バックアップボリュームをバックアップ先とします。

業務ボリュームがGDSの論理ボリュームの場合は、GDSの論理ボリュームのバックアップボリュームをバックアップ先とします。

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」を参照してください。
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・ ロググループを指定して本コマンドを実行した場合は、そのロググループに含まれるすべての業務ボリュームに対してバックアップ

ポリシーを設定します。ロググループに含まれる業務ボリュームを個別に指定してバックアップポリシーを設定することはできませ

ん。

・ 保存世代数の変更は、「その時点での履歴情報数」≦「設定する保存世代数」であれば実行可能です。

・ 次のような場合、バックアップポリシーを設定することができません。

－ 指定された保存世代数分のバックアップボリュームが存在しないとき。

－ 保存世代数の指定できる範囲を超えてオプションを指定したとき。

－ 間隔日数の指定できる範囲を超えてオプションを指定したとき。

－ ロググループに含まれる業務ボリュームを個別に指定したとき。

－ 処理対象となる業務ボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

－ 指定したデバイスがLU(ディスク)単位であるとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

10.2.1.6 swstbkpoldisp(バックアップポリシー表示コマンド)
 

名前

swstbkpoldisp － バックアップポリシーの表示

 
形式

業務ボリューム指定によるバックアップポリシーの表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbkpoldisp [Device-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbkpoldisp [-h Server-Name] [Device-Name] [-altdir Alternative-Dir-Name]

ロググループ指定によるバックアップポリシーの表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbkpoldisp -n Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbkpoldisp -n [-h Server-Name] Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

 
機能説明

業務ボリュームごとに設定されているバックアップポリシーを表示します。

表示される情報は以下のとおりです。
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タイトル 説明

Server Storageサーバ名を表示します。

Device デバイス名を表示します。

Interval-Days 間隔日数を表示します。

Save-Number 保存世代数を表示します。

Mount-Point (Method) Deviceのマウントポイント名を表示し、括弧内にそのマウントポイントのファイルシステムタイプを

表示します。

DeviceがSymfoware用の業務ボリュームの場合は、Symfowareのデータベーススペース名とロ

ググループ名、RDBシステム名を表示し、括弧内には“SymfoWARE”を表示します。

・ Symfoware用の業務ボリュームの場合、“Mount-Point (Method)”欄には以下の形式で表示します。

DB-Name  DBS-Name  /  LogGroup  /  RDB-Name  (SymfoWARE)

(1)      (2)          (3)          (4)       (5)

(1) データベース名を表示します。

(2) データベーススペース名を表示します。

(3) ロググループ名を表示します。

(4) RDBシステム名を表示します。RDBシステム名がない時は、"-"と表示します。

(5) Symfowareであることを表します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-n

ロググループに対して表示を行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略された場合は、バックアップポリシーが登録されている業務ボリュームのバックアップポリシーを表示します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了
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>0:異常終了

 
使用例

・ ロググループ(LOG01/RDB1)のバックアップポリシーを表示します。

# /opt/FJSVswsts/bin/swstbkpoldisp -n LOG01/RDB1

Server Device    Interval-Days  Save-Number Mount-Point (Method)

job2   /dev/sdd1   30              2        DB1.DBS6/L0G01/RDB1 (SymfoWARE)

job2   /dev/sdd2   30              2        DB2.DBS2/L0G01/RDB1 (SymfoWARE)

  ：

#

 
注意事項

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.1.7 swstbkpoldel(バックアップポリシー削除コマンド)
 

名前

swstbkpoldel － バックアップポリシーの削除

 
形式

業務ボリューム指定によるバックアップポリシーの削除を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbkpoldel Device-Name

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbkpoldel [-h Server-Name] Device-Name

ロググループ指定によるバックアップポリシーの削除を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbkpoldel -n Log-Group-Name[/RDB-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbkpoldel -n [-h Server-Name] Log-Group-Name[/RDB-Name]

 
機能説明

設定されているバックアップポリシーを削除します。

削除する業務ボリュームにバックアップ履歴情報が存在する場合は、バックアップ履歴情報を削除した後、本コマンドを実行してくださ

い。

ロググループを指定してバックアップポリシーを削除する場合は、そのロググループに含まれる業務ボリュームすべてのバックアップポ

リシーを削除します。
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オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-n

ロググループに対して削除を行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ ロググループ(LOG01/RDB1)のバックアップポリシーを削除します。

# /opt/FJSVswsts/bin/swstbkpoldel -n LOG01/RDB1

/dev/sdd1 swstbkpoldel completed

/dev/sdd2 swstbkpoldel completed

    ：

LOG01/RDB1 swstbkpoldel completed

#

 
注意事項

・ 次のような場合、バックアップポリシーを削除できません。

－ 削除する業務ボリュームにバックアップ履歴情報が存在するとき。

－ 削除する業務ボリュームがバックアップ同期処理を開始しているとき。

－ 処理対象となる業務ボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)
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－ swstresrst(資源リストアコマンド)

10.2.2 運用系コマンド

バックアップ管理の運用系コマンドについて説明します。

10.2.2.1 swstbackup(バックアップ実行コマンド)
 

名前

swstbackup － バックアップの実行

 
形式

業務ボリューム指定によるバックアップを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbackup [-suspend|-T] Device-Name [-Xdevmap Device-Map-File] [-altdir Alternative-Dir-Name [-

rdbname Current-RDB-Name]]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbackup [-h Server-Name] [-suspend|-T] Device-Name [-Xdevmap Device-Map-File] [-altdir 

Alternative-Dir-Name [-rdbname Current-RDB-Name]]

ロググループ指定によるバックアップを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbackup -n [-suspend|-T] [-k] Log-Group-Name[/RDB-Name] [-Xdevmap Device-Map-File] [-altdir 

Alternative-Dir-Name [-rdbname Current-RDB-Name]]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbackup -n [-h Server-Name] [-k] [-suspend|-T] Log-Group-Name[/RDB-Name] [-Xdevmap Device-Map-

File] [-altdir Alternative-Dir-Name [-rdbname Current-RDB-Name]]

 
機能説明

このコマンドは、実行中のアドバンスト・コピーの状態によって動作が異なります。

・ 同期処理(EC)が行われていない場合

スナップショット処理(OPC)を実行し、実行した日付やコピー先のバックアップボリューム等の情報を、バックアップ履歴情報に登録

します。このような形態のバックアップをスナップショット型高速バックアップと呼びます。

・ 同期処理(EC)が行われている場合

同期処理の状態を確認し、等価性維持状態の場合はバックアップ同期処理を停止します。同時に日時やコピー先のバックアップ

ボリューム等の情報を、バックアップ履歴情報に登録します。このような形態のバックアップを同期型高速バックアップと呼びます。

等価性維持状態に達していない場合はエラー終了となります。

Suspend/Resume機能を使用して同期型高速バックアップを行う場合は、サスペンド指定でバックアップを実行し、バックアップ同期

処理を一時停止します。Suspend/Resume機能については、「第6章 Suspend/Resume機能によるバックアップ運用」を参照してくだ

さい。

どちらの場合も、バックアップボリュームは本コマンド実行直後よりバックアップとして確立し、アクセス可能となります。

AdvancedCopy Managerは、バックアップを実行する前に、バックアップ前処理スクリプトを実行し、バックアップを実行した後に、バック

アップ後処理スクリプトを実行します。このシェルスクリプトの内容については、カスタマイズすることが可能です。このシェルスクリプトの

詳細については、「付録A バックアップ／リストアの前後処理」を参照してください。
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オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-k

参照ダンプでバックアップを行います。

このオプションを省略した場合は、通常ダンプでバックアップを行います。

参照ダンプでバックアップする場合、Symfowareの“rdbrtr”コマンドを用いて、バックアップする業務ボリューム内の全DSI(実表に対

してその格納構造を表現するもの)に更新抑止を設定(データ書き込み不可状態)する必要があります。

Symfoware以外の業務ボリュームは、このオプションを指定することはできません。

データベーススペース単位にバックアップする場合は、このオプションを指定することはできません。

-n

ロググループに対してバックアップを行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-Xdevmap Device-Map-File

出力先バックアップボリュームを指定してスナップショット型高速バックアップを行うことを指定します。

オペランドには、業務ボリュームと出力先バックアップボリュームの組を記述した、デバイスマップファイル名を指定します。デバイス

マップファイルの詳細については、「4.4.10 デバイスマップファイルの準備」を参照してください。-hオプションを使用して本コマンド

をリモート実行する場合は、(Storageサーバの)デバイスマップファイル名を絶対パスで指定してください。Device-Map-Fileに指定

するファイル名には、各国語文字が含まれてはいけません。

このオプションを指定しない場合は、出力先バックアップボリュームは自動的に選択されます。

-suspend

Suspend/Resume機能を使用して同期型高速バックアップを行うことを指定します。Suspend/Resume機能については、「第6章 Suspend/
Resume機能によるバックアップ運用」を参照してください。

-T

差分スナップショット型高速バックアップを行うことを指定します。

同期処理が行われている場合は本オプションを指定することはできません。

本オプションは筐体内コピー、かつ、ETERNUS ディスクアレイがQuickOPC機能をサポートしている場合のみ有効です。

本オプションを指定しないスナップショット型高速バックアップの場合、従来のスナップショット処理(従来のOPC)が起動されます。

差分スナップショットを利用したバックアップ運用を行う場合は常に本オプションを指定する必要があります。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

-rdbname Current-RDB-Name

処理対象のロググループ(データベーススペース)が所属しているRDBシステム名を指定します。

RDBシステム名がない場合は本オプションを指定する必要はありません。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

Log-Group-Name

ロググループ名を指定します。
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RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ ロググループ(LOG01/RDB1)をバックアップします。

# /opt/FJSVswsts/bin/swstbackup -n LOG01/RDB1

LOG01/RDB1 swstbackup completed

#

 
注意事項

・ 本コマンドでは、データを保証するために、マウントされている業務ボリュームおよびバックアップボリュームは、アンマウントしてか

らバックアップを行います。マウントされている業務ボリュームまたはバックアップボリュームがアンマウントできない以下のような場

合は、本コマンドはエラーで終了します。

－ マウントポイントの配下にさらに他のボリュームをマウントするディレクトリがある場合。

－ ボリューム内に使用中のファイルがある。

・ mountコマンドの--bindオプションを使用して業務ボリュームのファイル階層の一部を別のマウントポイントにマウントしている場合

は、バックアップの管理者の責任において業務ボリュームをアンマウント状態にしてください。

・ 処理対象のボリュームがマウントされているマウントポイントに他のボリュームがマウントされている状態でバックアップ実行コマンド

を実施しないでください。

バックアップ実行コマンドを実施する場合は、処理対象以外のボリュームをアンマウントしてから実施してください。

・ 本コマンドを投入するサーバ以外のサーバから業務ボリュームがマウントされている場合、バックアップの管理者の責任において

業務ボリュームをアンマウント状態にしてください。都合により業務ボリュームをアンマウントしたくない場合は、以下の手順でバック

アップを行ってください。

1. syncコマンドを実行し、業務ボリュームとファイルシステムとの同期をとります。

2. 本コマンドを実行します。

3. バックアップボリュームに対してfsckコマンドを実行し、ファイルシステムのチェックを行います。

・ 次のような場合、バックアップを行うことはできません。このような場合は、出力されるメッセージの[システム管理者の処置]にした

がって対処してください。

－ 指定された業務ボリュームにバックアップポリシーが設定されていないとき。

－ 1世代前に実行したバックアップが失敗していたとき。

－ 処理対象となる業務ボリュームに対してリストアが実行されているとき。

－ 処理対象の業務ボリュームまたはロググループにおいてバックアップ同期処理が実行中であるが等価性維持状態に到達して

いないとき。

－ 世代溢れになるバックアップ履歴情報を用いてリストアが実行されているとき。

－ 業務ボリュームの筐体情報(筐体識別子、OLU、EXTENT開始位置、EXTENTサイズ)のいずれかが変更されていたとき。

－ コピー先とする未使用バックアップボリュームが取得できなかったとき。

－ 処理対象となる業務ボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。
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－ 処理対象となるバックアップボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

－ 保存世代数を超えたバックアップ履歴がレプリケーション管理機能またはテープバックアップ機能によって使用されていると

き。

－ 業務ボリューム登録時に設定されたマウントポイントが変更されていたとき。

－ コピー先とするバックアップボリュームがマウントされているとき。

－ Symfowareのデータベーススペースをバックアップするときに、何らかの異常を検出したとき。

－ SDXオブジェクトを論理ボリューム単位にバックアップする運用を行っている場合に-Tオプションを指定したとき。

－ ロググループにGDSのボリュームとGDSでないボリュームが混在している場合に、-nオプションを指定したとき。

・ 次のような場合、出力先バックアップボリュームを指定してバックアップを実行することはできません。

－ デバイスマップファイルで指定されたバックアップボリュームが対となる業務ボリュームのバックアップボリュームとして使用可能

でないとき。すなわち、以下の条件のいずれかが満足されないとき。

- 指定されたバックアップボリュームは未使用状態である。

- 業務ボリュームとバックアップボリュームのパーティションサイズは同一である。

－ デバイスマップファイルの対象業務ボリュームに関する記述に誤りがあるとき。

－ デバイスマップファイル名に各国語文字が含まれているとき。

－ 業務ボリュームに通常ボリューム、バックアップボリュームにGDSの論理ボリュームを指定したとき。

－ 業務ボリュームにGDSの論理ボリューム、バックアップボリュームに通常ボリュームを指定したとき。

・ バックアップを実行する前に、既にswstbkpolset(バックアップポリシー設定コマンド)で設定した保存世代数を満たすバックアップ履

歴情報が存在する場合、バックアップ実行時にそのバックアップ履歴情報の中から一番古い情報を自動的に削除し、バックアップ

ボリュームは空き状態になります。ただし、サスペンド指定バックアップまたは差分スナップショット型高速バックアップの履歴情報

の場合、バックアップボリュームとのサスペンド状態またはトラッキング状態は解除されず、バックアップボリュームは使用中のまま

になります。

・ バックアップを実行する業務ボリュームと別の業務ボリュームとサスペンド中またはトラッキング状態のバックアップボリュームを、デ

バイスマップファイルでバックアップ先として指定することはできません。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」や「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」を参照してください。

・ 次のような場合、前後処理スクリプトは実行されません。

－ SDXオブジェクトのミラーパーティションがTEMP

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

－ -altdirオプション指定時、処理対象のRDBシステムが存在しない、または、未起動であるとき。
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10.2.2.2 swstbackstat(バックアップ実行状況表示コマンド)
 

名前

swstbackstat － バックアップ実行状況の表示

 
形式

業務ボリューム指定によるバックアップ実行状況の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbackstat [Device-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbackstat [-h Server-Name] [Device-Name] [-altdir Alternative-Dir-Name]

ロググループ指定によるバックアップ実行状況の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstbackstat -n Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstbackstat -n [-h Server-Name] Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

 
機能説明

swstbackup(バックアップ実行コマンド)で行っているバックアップの実行状況を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Transaction-Disk 業務ボリューム名を表示します。

Backup-Disk バックアップボリューム名を表示します。

バックアップされていない場合は、“----”を表示します。

Status バックアップの実行状況を、以下の文字列で表示します。

“----”：バックアップを採取していません。(履歴が存在しません。)
“succeeded”：バックアップが完了しています。

“executing”：OPCによるコピーを実行しています。

“failed”：OPCによるコピーがエラーにより中断しています。

“halt”：OPCによるコピーがhalt状態です。

“gds-error”：GDSによるコピーが異常終了しています。

Execute Status欄が“executing”のときに、コピーされた割合についてパーセンテージで表しま

す。“executing”以外のときは、“----”で表示します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

- 247 -



-n

ロググループに対して表示を行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略した場合は、すべての業務ボリュームのバックアップ実行状況を表示します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ コピーの実行状況について表示します。

# /opt/FJSVswsts/bin/swstbackstat

Server Transaction-Disk Backup-Disk Status    Execute

job1   /dev/sdb3        /dev/sdd3   succeeded ---- 

job1   /dev/sdb4        /dev/sdd4   executing 70%

job1   /dev/sdb5        /dev/sdd5   executing 30%

  ：

#

 
注意事項

・ スナップショット型高速バックアップを実行中にETERNUS Web GUIのOPC停止機能は使用しないでください。ETERNUS Web GUI
のOPC停止機能を使用した場合、実際のバックアップの成否にかかわらず、本コマンドではsucceededと表示されます。

・ “Status”欄に表示される状態が“failed”または“halt”の場合、ハードウェアトラブルが考えられます。ハードウェアトラブルの原因を

取り除いた後、「9.3 バックアップ中に発生したハードウェア障害等の対処方法」を参照して対処してください。

・ “Status”欄に表示される状態が“gds-error”の場合、GDSにトラブルが発生したと考えられます。GDSのトラブルの原因を取り除い

た後、以下の処理を行って対処してください。

－ バックアップ同期処理を実行していた場合は、swstcancelsync(バックアップ同期処理キャンセルコマンド)を用いてバックアップ

同期処理をキャンセルしてください。
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－ スナップショット型バックアップを実行していた場合は、swsthistdel(履歴情報削除コマンド)を用いてバックアップ履歴情報を削

除してください。

－ リストアを実行していた場合は、swstsrsemtch(資源整合コマンド)を実行した後、再度リストアを行ってください。

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.2.3 swstrestore(リストア実行コマンド)
 

名前

swstrestore － リストアの実行

 
形式

通常業務ボリュームのリストアを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstrestore [-g Generation-No | -v Version-No] [-r Restore-Device-Name] [-Xgds-softcopy] Device-

Name

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstrestore [-h Server-Name] [-g Generation-No | -v Version-No] [-r Restore-Device-Name] [-Xgds-

softcopy] Device-Name

Symfowareのデータベーススペースを、業務ボリューム指定によるリカバリを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstrestore [-g Generation-No | -v Version-No] [-l ArchiveLogFileList-FileName] [-w Work-

Directory] [-nolog Work-RecCtrlFile-Directory] [-Xgds-softcopy] Device-Name [-altdir Alternative-Dir-Name [-rdbname 

Current-RDB-Name]]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstrestore [-h Server-Name] [-g Generation-No | -v Version-No] [-l ArchiveLogFileList-

FileName] [-w Work-Directory] [-nolog Work-RecCtrlFile-Directory] [-Xgds-softcopy] Device-Name [-altdir Alternative-

Dir-Name [-rdbname Current-RDB-Name]]

複数の業務ボリュームを指定して一括リカバリを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstrestore -bundle [-g Generation-No | -v Version-No] [-a | -e EndPoint] [-l 

ArchiveLogFileList-FileName] [-w Work-Directory] [-nolog Work-RecCtrlFile-Directory] [-Xgds-softcopy] 

DeviceListFile [-altdir Alternative-Dir-Name [-rdbname Current-RDB-Name]]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstrestore -bundle [-h Server-Name] [-g Generation-No | -v Version-No] [-a | -e EndPoint] [-l 

ArchiveLogFileList-FileName] [-w Work-Directory] [-nolog Work-RecCtrlFile-Directory] [-Xgds-softcopy] 

DeviceListFile [-altdir Alternative-Dir-Name [-rdbname Current-RDB-Name]]

- 249 -



Symfowareのデータベーススペースを、ロググループ指定によるリカバリを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstrestore -n [-g Generation-No | -v Version-No] [-a | -e EndPoint] [-l ArchiveLogFileList-

FileName] [-w Work-Directory] [-nolog Work-RecCtrlFile-Directory] [-Xgds-softcopy] Log-Group-Name[/RDB-Name] [-

altdir Alternative-Dir-Name [-rdbname Current-RDB-Name]]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstrestore -n [-h Server-Name] [-g Generation-No | -v Version-No] [-a | -e EndPoint] [-l 

ArchiveLogFileList-FileName] [-w Work-Directory] [-nolog Work-RecCtrlFile-Directory] [-Xgds-softcopy] Log-Group-

Name[/RDB-Name] [-altdir Alternative-Dir-Name [-rdbname Current-RDB-Name]]

 
機能説明

バックアップ履歴情報に存在するデータを、OPCを用いてリストアを実施します。

AdvancedCopy Managerは、本コマンドを実行すると、OPCによるデータのコピーを行う前に、リストア前処理スクリプトを実行し、 OPCに
よるデータのコピーを行った後に、リストア後処理スクリプトを実行します。このスクリプトの内容については、カスタマイズすることが可

能です。このスクリプトの詳細については、「付録A バックアップ／リストアの前後処理」を参照してください。

業務ボリューム以外の任意のデバイスにリストアすることができます。この場合、業務ボリュームに登録されているデバイス以外であるこ

とと、指定した業務ボリュームと同じ領域サイズを持ったデバイスである必要があります。

なお、Symfowareの業務ボリュームの場合、およびGDSの論理ボリュームの場合は、元の業務ボリューム以外のデバイスにリストアする

ことはできません。

データベーススペースのリカバリ時には、リカバリ対象となるデータベーススペースがアクセス禁止状態になっている必要があります。

アクセス禁止状態にするには、Symfowareが提供するコマンドの“rdbinh”コマンドまたは“rdbexspc”コマンドを用いて行います。コマン

ドの詳細については、『Symfoware Server RDB運用ガイド』を参照してください。

データベーススペースのリカバリ時に、作業ディレクトリの空き容量不足等でリカバリができない場合、-wオプションで一時的に別のディ

レクトリを指定して再実行することにより、リカバリを行うことができます。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-g Generation-No

リストアするデータの相対世代番号を指定します。

相対世代番号については、swsthistdisp(履歴情報表示コマンド)で確認してください。

-v Version-No

リストアするデータの絶対世代番号を指定します。

絶対世代番号については、swsthistdisp(履歴情報表示コマンド)で確認してください。

-r Restore-Device-Name

業務ボリューム以外のデバイスにリストアするときに、そのリストア先のデバイス名を指定します。

Symfowareの業務ボリュームの場合は指定できません。

-a

リカバリ制御ファイルが管理するデータベース資源全体を、バックアップ採取時点にまでリカバリすることを指定します。

-eオプションと同時に指定できません。

ロググループ内の業務ボリュームを個別にリカバリする場合は指定できません。

Symfoware以外の業務ボリュームの場合は指定できません。
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-e EndPoint

リカバリ制御ファイルが管理するデータベース資源全体を、リカバリ終了点を指定した特定の時点にまでリカバリすることを指定しま

す。

リカバリ終了点については、Symfoware Serverのマニュアルを参照してください。

-aオプションと同時に指定できません。

-nologオプションと同時に指定できません。

ロググループ内の業務ボリュームを個別にリカバリする場合は指定できません。

Symfoware以外の業務ボリュームの場合は指定できません。

-l ArchiveLogFileList-FileName

Symfowareのリカバリに必要なアーカイブログ退避先名が列挙されたファイルを絶対パスで指定します。

アーカイブログ退避先名が列挙されたファイルは、リストアを行う業務ボリュームが存在するStorageサーバに格納されている必要が

あります。

Storage管理サーバでコマンドを実行する場合、リストアを行う業務ボリュームが存在するStorageサーバに格納されている必要があ

ります。

-nologオプションと同時に指定できません。

Symfoware以外の業務ボリュームの場合は指定できません。

-w Work-Directory

一時的な作業ディレクトリ名を絶対パスで指定します。

ディレクトリ名は、リカバリを行う業務ボリュームが存在するStorageサーバに存在している必要があります。

Storage管理サーバでコマンドを実行する場合、リカバリを行う業務ボリュームが存在しているStorageサーバにディレクトリが存在し

ている必要があります。

省略した場合は、swstsvrset(Storageサーバ構成情報設定コマンド)で指定した作業ディレクトリを使用します。

Symfoware以外の業務ボリュームの場合は指定できません。

-n

ロググループに対してリストアを行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-bundle

複数のデータベーススペースを一括してリカバリします。

オペランドには、一括してリカバリするデータベーススペースに対応したデバイス名を列挙したファイル(DeviceListFile)を指定しま

す。

-nolog Work-RecCtrlFile-Directory

Symfowareのリカバリ時にアーカイブログの適用を行いません。

ログを適用する際に必要なリカバリ制御ファイルを出力するディレクトリを指定し、Symfowareのコマンド(rdbmrrcv)でログを適用す

る際に、このディレクトリを指定します。

このオプションを指定してリカバリを行った場合は、Symfowareのコマンド(rdbmrrcv)でログを適用するまでデータベースを使用する

ことはできません。

-Xgds-softcopy

GDS Snapshot連携のリストア時に、ソフトコピーによるリストアを行います。このオプションを指定しない場合は、OPCによるリストアを

行います。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

-rdbname Current-RDB-Name

処理対象のロググループ(データベーススペース)が所属しているRDBシステム名を指定します。

RDBシステム名がない場合は本オプションを指定する必要はありません。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

-gオプションと-vオプションの双方が指定されなかったときは、履歴管理している情報の中から最新の情報をリストアします。
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オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

DeviceListFile

一括してリカバリするデータベーススペースに対応したデバイス名を列挙したデバイスリストファイルを指定します。

Storage管理サーバでコマンドを実行する場合、リカバリを行う業務ボリュームが存在するStorageサーバに格納されている必要があ

ります。

デバイスリストファイルの記述方法については、「5.1.5.3.1 デバイスリストファイルの記述方法」を参照してください。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 相対世代番号=2のデータをリストアします。

# /opt/FJSVswsts/bin/swstrestore -g 2 /dev/sdb6

/dev/sdb6 swstrestore completed

#

・ ロググループ(LOG01/RDB1)の相対世代番号=2のデータをリストアします。

# /opt/FJSVswsts/bin/swstrestore -n -g 2 LOG01/RDB1

LOG01/RDB1 swstrestore completed

#

・ 第6章 Suspend/Resume機能によるバックアップ運用を実施している業務ボリュームの場合は、サスペンド中の同期処理を削除し

て、リストアを実行します。サスペンド中の同期処理については、swstsyncstat(バックアップ同期処理実行状況表示コマンド)で表示

されるデータを参照してください。同期処理のキャンセルはswstcancelsync(バックアップ同期処理キャンセルコマンド)を使用して実

行してください。

# /opt/FJSVswsts/bin/swstsyncstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status    Execute

job2   /dev/sdb6        /dev/sdd6   suspend   ----

job2   /dev/sdb6        /dev/sde5   executing 75%

# /opt/FJSVswsts/bin/swstcancelsync -all /dev/sdb6

/dev/sdb6 swstcancelsync completed

# /opt/FJSVswsts/bin/swstsyncstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status Execute

job2   /dev/sdb6        ----        ----   ----

# /opt/FJSVswsts/bin/swstrestore /dev/sdb6

/dev/sdb6 swstrestore completed

#
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注意事項

・ デバイス間のコピーを行うため、ファイル単位でリストアすることはできません。

・ 特定のファイルをリストアする場合には、ファイルシステムを構築している業務ボリュームで、以下の手順を行います。

1. バックアップボリュームをマウントします。バックアップボリュームはバックアップ履歴一覧画面／swsthistdisp(履歴情報表示

コマンド)で確認してください。

2. cpコマンド等でリストアしたいファイルを複写します。

3. バックアップボリュームをアンマウントします。

・ 本コマンドを投入するサーバ以外のサーバから業務ボリュームがマウントされている場合、バックアップの管理者の責任において

業務ボリュームをアンマウント状態にしてから本コマンドを実行してください。

・ mountコマンドの--bindオプションを使用して業務ボリュームのファイル階層の一部を別のマウントポイントにマウントしている場合

は、バックアップの管理者の責任において業務ボリュームをアンマウント状態にしてください。

・ 処理対象のボリュームがマウントされているマウントポイントに他のボリュームがマウントされている状態で本コマンドを実施しないで

ください。

本コマンドを実施する場合は、処理対象以外のボリュームをアンマウントしてから実施してください。

・ 以下のような場合は、リストア／リカバリができません。このような場合は、出力されるメッセージの[システム管理者の処置]にした

がって対処してください。

－ 相対世代番号と絶対世代番号の両方を指定したとき。

－ 業務ボリュームとして登録されたデバイスを-rオプションのパラメーターとして指定したとき。

－ バックアップボリュームとして登録されたデバイスを-rオプションのパラメーターとして指定したときに、そのデバイスがある業務

ボリュームの履歴情報に登録されているとき。バックアップのデータが登録されていないバックアップボリュームにリストアした場

合、ある業務ボリュームのバックアップでそのバックアップボリュームを使用した場合はデータが上書きされます。リストア先に指

定するデバイスには、バックアップボリュームを指定しないことをお勧めします。

－ バックアップ実施直後(OPCによる実コピーの実行中)にリストアを行ったとき(ただし、バックアップとリストアで業務ボリューム、

バックアップボリュームの組合せが同じである場合を除く)。この場合、OPCの実コピーが完了してからリストアを実施してくださ

い。または、ファイルシステムを構築した業務ボリュームならば、上記のポイント(特定のファイルをリストアする場合)に書かれて

いる方法でリストアを実施してください。

－ バックアップ同期処理中の業務ボリュームを指定したとき。

－ リストアを行う業務ボリュームの筐体情報(筐体識別子、OLU、EXTENT開始位置、EXTENTサイズ)のいずれかが変更されて

いたとき。

－ 処理対象となる業務ボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

－ -rオプションに指定したデバイスがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

－ 業務ボリューム登録時に設定されたマウントポイントが変更されていたとき。

－ GDS論理ボリューム以外のデバイスに、-Xgds-softcopyオプションを指定したとき。

－ 通常業務ボリュームのリストア先ボリュームに、GDSの論理ボリュームを指定したとき。

－ ロググループにGDSのボリュームとGDSでないボリュームが混在している場合に、-n、-bundleオプションを指定したとき。

－ Symfoware用の業務ボリュームをリカバリするときに、-rオプションを指定したとき。

－ SDXオブジェクトを -rオプションのパラメーターとして指定したとき。

－ Symfoware以外の業務ボリュームを設定したときに、-a、-e、-l、-w、-bundle、-nologオプションを指定したとき。

－ -w、-l、-bundle、-nologオプションに各国語文字を含むディレクトリ名を指定したとき。

－ Symfowareのリカバリ時に異常を検出したとき。

－ アーカイブログ退避ファイル名を列挙したファイルに、MTに退避されたアーカイブログ退避ファイルが記述されていたとき

・ サスペンド中またはトラッキング状態のバックアップボリュームをリストア先ボリュームとして使用することはできません。
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・ 同期処理中(ECによるコピー中、等価性維持状態、サスペンド中)の業務ボリュームにリストアを実行することはできません。リストア

実行時、以下のエラーになった場合は、swstcancelsync(バックアップ同期処理キャンセルコマンド)で業務ボリュームの同期処理を

全てキャンセル(-allオプション指定)してからリストアを実行してください。

－ swst0639 コピーが実施されているため、このコマンドは実行できません。

－ swst0634 OPCが実行できません。エラーコード=26(SCSI command busy.)

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

・ データベーススペースのリカバリ時に、アーカイブログファイルが他のデバイスに保管されている場合、リカバリ時に必要なアーカ

イブログ退避先名が列挙されたファイルを、リカバリを行う業務ボリュームが存在するStorageサーバに事前に準備する必要があり

ます。ファイルの記述方法については、『Symfoware Server RDB運用ガイド』を参照してください。

・ 「アーカイブログ退避先名が列挙されたファイル」に指定したファイルに、MTに退避されたアーカイブログ退避ファイルを記述した

場合は、リカバリを行うことができません。

MTに退避されたアーカイブログを使用してリカバリを行う場合は、以下のいずれかの方法でリカバリを行ってください。

－ MTに退避されたアーカイブログをすべて作業ディレクトリに展開する

－ -nologオプションを指定してログを適用しないリカバリを実施した後、アーカイブログの適用を行う

－ ログを適用しないリカバリを実施した後、アーカイブログを適用するには、Symfowareが提供するコマンドの“rdbmrrcv”コマンド

を用いて行います。アーカイブログの適用については、『Symfoware Server RDB運用ガイド』を参照してください。

・ データベーススペースのリカバリ時に、“リカバリ終了点を指定した特定時点への復旧”もしくは“バックアップ時点への復旧”を行う

場合、Symfowareの管理情報を復旧する処理が行われます。この処理はリカバリの実行処理の一部として実施されるため、コマン

ドの処理に時間がかかります。

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」や「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」を参照してください。

・ altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

－ -altdirオプション指定時、処理対象のRDBシステムが存在しない、または、未起動であるとき。

10.2.2.4 swstcancelrest(リストアキャンセルコマンド)
 

名前

swstcancelrest － リストアの実行キャンセル

 
形式

業務ボリューム指定によるリストアキャンセルを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstcancelrest [-g Generation-No | -v Version-No] [-r Restore-Device-Name] [-emergency] Device-

Name

- 254 -



Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstcancelrest [-h Server-Name] [-g Generation-No | -v Version-No] [-r Restore-Device-Name] [-

emergency] Device-Name

ロググループ指定によるリストアキャンセルを行う場合(Symfoware)

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstcancelrest -n [-g Generation-No | -v Version-No ] [-emergency] Log-Group-Name[/RDB-Name] [-

altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstcancelrest -n [-h Server-Name] [-g Generation-No | -v Version-No ] [-emergency] Log-Group-

Name[/RDB-Name] [-altdir Alternative-Dir-Name]

 
機能説明

OPCによるリストアの実行をキャンセルします。

また、swstrestore（リストア実行コマンド)を実行し、OPCによるコピーを実施している最中に何らかのハードウェアトラブルで異常を検出

した場合も、本コマンドを用いてリストアを解除します。その後、ハードウェアトラブルの原因を取り除き、再度swstrestore（リストア実行コ

マンド)でリストアを実施してください。

異常発生の有無については、swstreststat（リストア実行状況表示コマンド)で確認することができます。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-g Generation-No

リストア中のデータの相対世代番号を指定します。

-vオプションと同時に指定することはできません。

相対世代番号については、swstreststat(リストア実行状況表示コマンド)で確認してください。

-v Version-No

リストア中のデータの絶対世代番号を指定します。

-gオプションと同時に指定することはできません。

絶対世代番号については、swstreststat(リストア実行状況表示コマンド)で確認してください。

-r Restore-Device-Name

業務ボリューム以外のデバイスにリストアするときに、そのリストア先のデバイス名を指定します。

デバイス名については、swstreststat(リストア実行状況表示コマンド)で確認してください。

Symfowareの業務ボリュームの場合は指定できません。

-emergency

緊急操作モードで動作します。

この場合、OPCのセション確認およびセションキャンセルは行われません。

-n

ロググループに対してリストアをキャンセルします。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。
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-g、-vオプションが指定されなかったときは、最新の履歴情報のリストアをキャンセルします。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームのリストアをキャンセルします。

# /opt/FJSVswsts/bin/swstcancelrest  -g  1  /dev/sdb6

/dev/sdb6 swstcancelrest completed.

#

・ 業務ボリュームの最新の履歴情報のリストアを緊急操作モードでキャンセルします。

# /opt/FJSVswsts/bin/swstcancelrest -emergency /dev/sdb6

/dev/sdb6 swstcancelrest completed.

#

・ ロググループ(LOG01/RDB1)のリストアをキャンセルします。

# /opt/FJSVswsts/bin/swstcancelrest -n  -g  1 LOG01/RDB1

LOG01/RDB1 swstcencelrest completed.

#

 
注意事項

・ このコマンドを使用してOPCによるリストアをキャンセルした場合、一部のデータはコピーされてしまっているため、業務ボリューム

の状態は不完全な状態となり、使用できなくなります。再度swstrestore（リストア実行コマンド)でリストアを実施してください。

業務ボリュームがGDSの論理ボリュームの場合、リストアをキャンセルすると業務ボリュームの状態がINVALIDになります。

その場合は、『PRIMECLUSTER(TM) Global Disk Services 説明書(Linux版)』を参照して、論理ボリュームを復旧させてください。

・ 次のような場合、リストアをキャンセルすることができません。

－ -g、-vオプションで指定した履歴が存在しないとき。

－ -rで指定したデバイスにリストアを実行していないとき。

－ 指定した履歴に対するリストアが実行されていないとき。この場合、通報メッセージ「swst0303 指定したリストア先デバイスに対

するリストアは行われていません。」を出力して終了します。終了ステータスは正常終了です。

－ ロググループにGDSのボリュームとGDSでないボリュームが混在している場合に、-nオプションを指定したとき。
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－ 処理対象となる業務ボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

・ 緊急操作モードで実行した場合、OPCのセション確認およびセションキャンセルは行われません。エラーサスペンド状態やhalt状
態になっているOPCセションが存在していた場合は、管理されないセションが残るため、ETERNUS Web GUIを使用してセションを

キャンセルする必要があります。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

・ altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.2.5 swstreststat(リストア実行状況表示コマンド)
 

名前

swstreststat － リストア実行状況の表示

 
形式

業務ボリューム指定によるリストア実行状況の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstreststat [-g Generation-No | -v Version-No] [-Xgds-softcopy] [Device-Name] [-altdir 

Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstreststat [-h Server-Name ] [-g Generation-No | -v Version-No] [-Xgds-softcopy] [Device-

Name] [-altdir Alternative-Dir-Name]

ロググループ指定によるリストア実行状況の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstreststat -n [-g Generation-No | -v Version-No]  [-Xgds-softcopy] Log-Group-Name[/RDB-Name] [-

altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstreststat -n [-h Server-Name] [-g Generation-No | -v Version-No]  [-Xgds-softcopy] Log-Group-

Name[/RDB-Name] [-altdir Alternative-Dir-Name]

 
機能説明

リストアの実行状況を表示します。

表示される情報は以下のとおりです。
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タイトル 説明

Server Storageサーバ名を表示します。

Transaction-Disk 業務ボリューム名を表示します。

Generation リストアしたバックアップのデータの相対世代番号を表示します。

-g、-vオプションで世代番号を指定しない場合で、リストア中の履歴がないときは、“----”を表示しま

す。

Version リストアしたバックアップのデータの絶対世代番号を表示します。

-g、-vオプションで世代番号を指定しない場合で、リストア中の履歴がないときは、“----”を表示しま

す。

Backup-Disk リストアのコピー元であるバックアップボリューム名を表示します。

リストア中でないときは、“----”を表示します。

Restore-Device リストアのコピー先が業務ボリュームでない場合、リストア先のデバイス名を表示します。

リストア中でないとき、あるいはリストア先が業務ボリュームであるときは“----”を表示します。

Status 実行状態を表示します。

“----”：OPCまたはGDSのソフトコピーによるコピーは実施されていません。

“executing”：OPCまたはGDSのソフトコピーによるコピーを実行しています。

“succeeded”：OPCまたはGDSのソフトコピーによるコピーが完了しています。

“failed”：OPCによるコピーがエラーにより中断しています。

“halt”：OPCによるコピーがhalt状態です。

“gds-error”：GDSによるコピーが異常終了しています。

Execute Status欄が“executing”のときに、コピーされた割合についてパーセンテージで表しま

す。“executing”以外のときは、“----”で表示します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-g Generation-No

リストア実行状況を表示するデータの相対世代番号を指定します。

相対世代番号については、swsthistdisp(履歴情報表示コマンド)で確認してください。

-v Version-No

リストア実行状況を表示するデータの絶対世代番号を指定します。

絶対世代番号については、swsthistdisp(履歴情報表示コマンド)で確認してください。

-n

ロググループに対してリストアの実行状況表示を指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-Xgds-softcopy

GDSの論理ボリュームのリストア実行状況を表示します。

本オプションは、GDSのソフトコピー機能を使用したリストアが実行中のとき、コピー状況を把握するために使用します。

本オプションが指定された場合、コピー完了後の“Status”欄はコピー開始前と同じ“----”となります。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

注)-g、-vオプションが省略された場合は、全履歴に対するリストア実行状況を表示します。
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オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略した場合は、すべての業務ボリュームのリストア実行状況について表示します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームのリストア実行状況を表示します。

# /opt/FJSVswsts/bin/swstreststat 

Server Transaction-Disk Generation Version Backup-Disk Restore-Device Status    Execute

job2   /dev/sdb3        1          10      /dev/sdd3   /dev/sdc3      executing 75%

job2   /dev/sdb4        ----       ----    ----        ----           ----      ----

job2   /dev/sdb5        2          12      /dev/sdd5   ----           succeeded ----

job2   /dev/sdb6        3          13      /dev/sdd6   /dev/sdc6      executing 75%

  ：

#

 
注意事項

・ OPCによるリストアを実行中にETERNUS Web GUIのOPC停止機能は使用しないでください。ETERNUS Web GUIのOPC停止機

能を使用した場合、実際のリストアの成否にかかわらず、本コマンドではsucceededと表示されます。

・ “Status”欄に表示される状態が“failed”または“halt”の場合、ハードウェアトラブルが考えられます。ハードウェアトラブルの原因を

取り除いた後、「9.3 バックアップ中に発生したハードウェア障害等の対処方法」を参照して対処してください。

・ -v、-gオプションで世代番号を指定しない場合、全履歴のリストア実行状況を表示しますが、全履歴においてリストアが実行中でな

い場合、“Server”、“Transaction-Disk”欄以外のすべての表示情報が“----”で表示されます。

・ “Status”欄に表示される状態が“gds-error”の場合、GDSにトラブルが発生したと考えられます。GDSのトラブルの原因を取り除い

た後、以下の処理を行って対処してください。

－ バックアップ同期処理を実行していた場合は、swstcancelsync(バックアップ同期処理キャンセルコマンド)を用いてバックアップ

同期処理をキャンセルしてください。

－ スナップショット型バックアップを実行していた場合は、swsthistdel(履歴情報削除コマンド)を用いてバックアップ履歴情報を削

除してください。

－ リストアを実行していた場合は、swstsrsemtch(資源整合コマンド)を実行した後、再度リストアを行ってください。

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。
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－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.2.6 swsthistdisp(履歴情報表示コマンド)
 

名前

swsthistdisp － バックアップした履歴情報の表示

 
形式

業務ボリューム指定によるバックアップ履歴情報表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swsthistdisp [Device-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swsthistdisp [-h Server-Name] [Device-Name] [-altdir Alternative-Dir-Name]

ロググループ指定によるバックアップ履歴情報表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swsthistdisp -n Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swsthistdisp -n [-h Server-Name] Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

 
機能説明

バックアップした履歴情報を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Device デバイス名を表示します。

Mount-Point Deviceのマウントポイント名を表示し、括弧内にファイルシステムタイプを表示します。

DeviceがSymfoware用の業務ボリュームの場合は、Symfowareのデータベーススペース名とロググ

ループ名、RDBシステム名を表示し、括弧内に“SymfoWARE”を表示します。

Generation 相対世代番号を表示します。

バックアップ履歴情報が存在しない場合は、表示されません。

Version 絶対世代番号を表示します。

バックアップ履歴情報が存在しない場合は、表示されません。

Backup-Date バックアップが完了した日時を表示します。

バックアップ履歴情報が存在しない場合は、表示されません。

Backup-Device バックアップしたバックアップボリューム名を表示します。

バックアップ履歴情報が存在しない場合は、表示されません。

Status 実コピーの実行状況を、以下の文字列で表示します。

“succeeded”：OPCによるコピーが完了しています。

“executing”：OPCによるコピーを実行しています。

“failed”：OPCによるコピーがエラーにより中断しています。
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タイトル 説明

“halt”：OPCによるコピーがhalt状態です。

“gds-error”：GDSによるコピーが異常終了しています。

バックアップ履歴情報が存在しない場合は、表示されません。

Execute Status欄が、“executing”のとき、コピーされた割合についてパーセンテージで表しま

す。“executing”以外のときは、“----”で表示します。

バックアップ履歴情報が存在しない場合は、表示されません。

ArcSerial アーカイブログ通番を表示します。

参照ダンプによるバックアップを行った履歴情報の場合は、“reference”を表示します。

Symfoware用の業務ボリューム以外の場合は、表示されません。

バックアップ履歴情報が存在しない場合は、表示されません。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-n

ロググループに対してバックアップ履歴情報表示を行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略した場合は、すべての業務ボリュームのバックアップ履歴情報を表示します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了
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使用例

・ すべての業務ボリュームのバックアップ履歴情報を表示します。

# /opt/FJSVswsts/bin/swsthistdisp

Server=StrgSV01 Device=/dev/sdb6 Mount-Point=/mnt/Tran1 (ext2)

Generation Version Backup-Date      Backup-Device Status    Execute 

1          10      2000/11/12 22:00 /dev/sdd6     succeeded ----

2           9      2000/11/11 22:00 /dev/sdf6     succeeded ----

  ：

#

 
注意事項

・ “Status”欄に表示される状態が“failed”または“halt”の場合、ハードウェアトラブルが考えられます。ハードウェアトラブルの原因を

取り除いた後、「9.3 バックアップ中に発生したハードウェア障害等の対処方法」を参照して対処してください。

・ “Status”欄に表示される状態が“gds-error”の場合、GDSにトラブルが発生したと考えられます。GDSのトラブルの原因を取り除い

た後、以下の処理を行って対処してください。

－ バックアップ同期処理を実行していた場合は、swstcancelsync(バックアップ同期処理キャンセルコマンド)を用いてバックアップ

同期処理をキャンセルしてください。

－ スナップショット型バックアップを実行していた場合は、swsthistdel(履歴情報削除コマンド)を用いてバックアップ履歴情報を削

除してください。

－ リストアを実行していた場合は、swstsrsemtch(資源整合コマンド)を実行した後、再度リストアを行ってください。

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.2.7 swsthistdel(履歴情報削除コマンド)
 

名前

swsthistdel － バックアップ履歴情報の削除

 
形式

業務ボリューム指定によるバックアップ履歴情報の削除を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swsthistdel -g Generation-No | -v Version-No | -z [-emergency] Device-Name [-altdir Alternative-

Dir-Name [-rdbname Current-RDB-Name]]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swsthistdel [-h Server-Name] -g Generation-No | -v Version-No | -z [-emergency] Device-Name [-

altdir Alternative-Dir-Name [-rdbname Current-RDB-Name]]

ロググループ指定によるバックアップ履歴情報の削除を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swsthistdel -n -g Generation-No | -v Version-No | -z [-emergency] Log-Group-Name[/RDB-NAME] [-

altdir Alternative-Dir-Name [-rdbname Current-RDB-Name]]
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Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swsthistdel -n [-h Server-Name] -g Generation-No | -v Version-No | -z [-emergency] Log-Group-

Name[/RDB-NAME] [-altdir Alternative-Dir-Name [-rdbname Current-RDB-Name]]

 
機能説明

バックアップの履歴情報を削除します。

削除された履歴のバックアップボリュームは解放され、空きバックアップボリュームになります。

Symfoware用の業務ボリュームの履歴情報を削除する場合、リカバリ制御ファイルについても削除されます。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-g Generation-No

削除するバックアップ履歴情報の相対世代番号を指定します。

-v、-zオプションと同時に指定することはできません。

相対世代番号については、swsthistdisp(履歴情報表示コマンド)で確認してください。

-v Version-No

削除するバックアップ履歴情報の絶対世代番号を指定します。

-g、-zオプションと同時に指定することはできません。

絶対世代番号については、swsthistdisp(履歴情報表示コマンド)で確認してください。

-z

すべてのバックアップ履歴情報を削除することを指定します。

-g、-vオプションと同時に指定することはできません。

-emergency

緊急操作モードで動作します。

この場合、OPCのセション確認は行われません。

-n

ロググループに対してバックアップ履歴削除を行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

-rdbname Current-RDB-Name

処理対象のロググループ(データベーススペース)が所属しているRDBシステム名を指定します。

RDBシステム名がない場合は本オプションを指定する必要はありません。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。
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Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームの絶対世代番号10のバックアップ履歴を削除します。

# /opt/FJSVswsts/bin/swsthistdel -v 10 /dev/sdb6

/dev/sdb6 swsthistdel completed

#

・ 業務ボリュームの相対世代番号1のバックアップ履歴を緊急操作モードで削除します。

# /opt/FJSVswsts/bin/swsthistdel -g 1 -emergency /dev/sdb6

/dev/sdb6 swsthistdel completed

#

・ ロググループ(LOG01/RDB1)の絶対世代番号10のバックアップ履歴を削除します。

# /opt/FJSVswsts/bin/swsthistdel -n -v 10 LOG01/RDB1

/dev/sdd1 swsthistdel completed

/dev/sdd2 swsthistdel completed

   ：

LOG01/RDB1 swsthistdel completed

#

 
注意事項

・ 次のような場合、バックアップ履歴情報を削除することはできません。

－ -g、-v、-zオプションで指定したバックアップ履歴情報が存在しないとき。

－ 指定したバックアップ履歴情報がリストアで使用中のとき。

－ 処理対象となる業務ボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

－ 処理対象となるバックアップボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

・ 緊急操作モードで実行した場合、OPCのセション確認およびセションキャンセルは行われません。エラーサスペンド状態やhalt状
態になっているOPCセションが存在していた場合は、管理されないセションが残るため、ETERNUS Web GUIを使用してセションを

キャンセルする必要があります。

・ サスペンド中の履歴情報を削除しても、同期処理(ECセション)は解除されません。

トラッキング状態の履歴情報を削除しても、トラッキング状態(OPCセション)は解除されません。

・ サスペンド指定で同期型高速バックアップを行った場合は、履歴削除後もバックアップボリュームは使用中の状態になります。

差分スナップショット型高速バックアップを行った場合は、履歴削除後もバックアップボリュームは使用中の状態になります。

・ 差分スナップショット型高速バックアップ運用でないときは、OPC物理コピーが完了していない履歴情報を削除した場合、削除した

履歴の物理コピーは中断されます。この場合、バックアップボリューム内のデータはコピー途中の不完全な状態となります。

履歴情報を削除した時点でバックアップボリュームは未使用状態となり、その後のバックアップで使用可能な状態となります。

差分スナップショット型高速バックアップ運用のときは、OPC物理コピーが完了していない履歴情報を削除しても、削除した履歴の
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物理コピーは継続されます。

履歴情報の削除後もバックアップボリュームは使用中の状態であり、その後の当該業務ボリュームのバックアップで使用可能な状

態となります。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」や「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」を参照してください。

・ altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

－ -altdirオプション指定時、処理対象のRDBシステムが存在しない、または、未起動であるとき。

10.2.2.8 swststartsync(バックアップ同期処理開始コマンド)
 

名前

swststartsync － バックアップ同期処理の開始

 
形式

業務ボリューム指定によるバックアップ同期処理開始を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swststartsync [-Xgds-softcopy | -Xgds-selectcopy] Device-Name [-Xdevmap Device-Map-File] [-

altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swststartsync [-h Server-Name] [-Xgds-softcopy | -Xgds-selectcopy] Device-Name [-Xdevmap Device-

Map-File] [-altdir Alternative-Dir-Name]

ロググループ指定によるバックアップ同期処理開始を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swststartsync [-Xgds-softcopy | -Xgds-selectcopy] -n  Log-Group-Name[/RDB-NAME] [-Xdevmap Device-

Map-File] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swststartsync -n [-h Server-Name] [-Xgds-softcopy | -Xgds-selectcopy] Log-Group-Name[/RDB-NAME] 

[-Xdevmap Device-Map-File] [-altdir Alternative-Dir-Name]

 
機能説明

バックアップ同期処理(ECによるディスク間のコピー)を開始します。
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同期処理を開始する際、業務ボリュームにサスペンド中のバックアップボリュームが存在する場合は、バックアップ先として優先的に選

択されて、同期処理を再開(差分コピーを開始、Resume)します。業務ボリュームにサスペンド中のバックアップボリュームが存在しない

場合は、同期処理(全面コピー)を開始します。

同期処理を開始する業務ボリュームとサスペンド中のバックアップボリュームは、使用中状態になっていてもバックアップ先として使用

できます。

ロググループ名を指定して本コマンドを実行した場合、そのロググループに含まれる業務ディスクすべてに対してバックアップ同期処

理を実行します。コマンドが異常終了した場合は、それまでに実行されたバックアップ同期処理はキャンセルされます。ただし、コマン

ド実行前にサスペンド状態だった場合は、異常終了しても同期処理はキャンセルされません。

また本コマンドは、ロググループに含まれる業務ボリュームを個別に指定して実行することができます。

GDSの業務ボリュームの場合は、ソフトコピーによって同期処理を行うこともできます。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-Xdevmap Device-Map-File

出力先バックアップボリュームを指定してバックアップ同期処理を開始することを指定します。

オペランドには、業務ボリュームと出力先バックアップボリュームの組を記述した、デバイスマップファイル名を指定します。デバイス

マップファイルの詳細については、「4.4.10 デバイスマップファイルの準備」を参照してください。-hオプションを使用して本コマンド

をリモート実行する場合は、(Storageサーバの)デバイスマップファイル名を絶対パスで指定してください。Device-Map-Fileに指定

するファイル名には、各国語文字が含まれてはいけません。

このオプションを指定しない場合は、出力先バックアップボリュームは自動的に選択されます。

-n

ロググループに対してバックアップ同期処理開始を行うことを指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-Xgds-softcopy

SDXオブジェクトのバックアップ同期処理をアドバンスト・コピー機能ではなくソフトコピー機能を使用して開始することを指定しま

す。

アドバンスト・コピー機能使用時に本オプションを指定して差分コピーを開始すると、アドバンスト・コピー処理が停止され、ソフトコ

ピー処理が実施されます。

本オプションはGDS Snapshot連携機能を使用している場合に指定します。

-Xgds-selectcopy

SDXオブジェクトのコピー処理方式をGDSに選択させることを指定します。

本オプションはGDS Snapshot連携機能を使用している場合に指定します。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

Log-Group-Name

ロググループ名を指定します。
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RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームのバックアップ同期処理を開始します。

# /opt/FJSVswsts/bin/swststartsync /dev/sdb6

/dev/sdb6 swststartsync completed.

#

・ ロググループ(LOG01/RDB1)のバックアップ同期処理を開始します。

# /opt/FJSVswsts/bin/swststartsync -n LOG01/RDB1

LOG01/RDB1 swststartsync completed.

#

・ SDXオブジェクトの論理ボリューム(/dev/sfdsk/CLS01/dsk/VOL01)のバックアップ同期処理を開始します。コピー処理方式は、ソフ

トコピーを利用します。

# /opt/FJSVswsts/bin/swststartsync -Xgds-softcopy /dev/sfdsk/CLS01/dsk/VOL01

/dev/sfdsk/CLS01/dsk/VOL01 swststartsync completed.

#

・ SDXオブジェクトの論理ボリューム(/dev/sfdsk/CLS01/dsk/VOL01)のバックアップ同期処理を開始します。コピー処理方式は、GDS
に選択させます。

# /opt/FJSVswsts/bin/swststartsync -Xgds-selectcopy /dev/sfdsk/CLS01/dsk/VOL01

/dev/sfdsk/CLS01/dsk/VOL01 swststartsync completed.

#

 
注意事項

・ バックアップ同期処理中の業務ボリュームまたはロググループに対して本コマンドを実行した場合は、通報メッセージ「swst0301 既
にバックアップ同期処理中です。」(ロググループの場合のメッセージIDはswst0302)を出力して終了します。終了ステータスは正常

終了です。

・ 次のような場合、バックアップ同期処理を開始することはできません。このような場合は、出力されるメッセージの[システム管理者

の処置]にしたがって対処してください。

－ EC機能がサポートされていないデバイスを指定したとき。

－ バックアップ同期処理を開始するのに必要なバックアップボリュームを確保できなかったとき。

－ OPCによるリストア中のデバイスを指定したとき。

－ コピー先となるバックアップボリュームがマウントされているとき。

－ GDS論理ボリューム以外のデバイスに、-Xgds-softcopyオプションを指定したとき。

－ GDS論理ボリューム以外のデバイスに、-Xgds-selectcopyオプションを指定したとき。

－ ロググループにGDSのボリュームとGDSでないボリュームが混在している場合に、-nオプションを指定したとき。

－ 処理対象となる業務ボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。
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・ 同期処理を開始する業務ボリューム以外の業務ボリュームとサスペンド中のバックアップボリュームを、デバイスマップファイルで

バックアップ先として指定することはできません。

・ 次のような場合、出力先バックアップボリュームを指定してバックアップ同期処理を開始することはできません。

－ デバイスマップファイルで指定されたバックアップボリュームが対となる業務ボリュームのバックアップボリュームとして使用可能

でないとき。すなわち、以下の条件のいずれかが満足されないとき。

- 指定されたバックアップボリュームは未使用状態である。

- 業務ボリュームとバックアップボリュームのパーティションサイズは同一である。

－ デバイスマップファイルの対象業務ボリュームに関する記述に誤りがあるとき(「4.4.10.1 デバイスマップファイルの記述方法」を

参照）。

－ デバイスマップファイル名に各国語文字が含まれているとき。

－ 業務ボリュームに通常ボリューム、バックアップボリュームにGDSの論理ボリュームを指定したとき。

－ 業務ボリュームにGDSの論理ボリューム、バックアップボリュームに通常ボリュームを指定したとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」や「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」を参照してください。

・ altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.2.9 swstcancelsync(バックアップ同期処理キャンセルコマンド)
 

名前

swstcancelsync － バックアップ同期処理のキャンセル

 
形式

業務ボリューム指定によるバックアップ同期処理キャンセルを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstcancelsync [-emergency] [-bd Backup-Device-Name | -all] Device-Name [-altdir Alternative-Dir-

Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstcancelsync [-h Server-Name] [-emergency] [-bd Backup-Device-Name | -all] Device-Name [-

altdir Alternative-Dir-Name]
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ロググループ指定によるバックアップ同期処理キャンセルを行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstcancelsync [-emergency] -n Log-Group-Name[/RDB-NAME] [-all] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstcancelsync [-h Server-Name] [-emergency] -n Log-Group-Name[/RDB-NAME] [-all] [-altdir 

Alternative-Dir-Name]

 
機能説明

ECによるコピー中または等価性維持状態のバックアップ同期処理をキャンセルします。

ECコピー中または等価性維持状態またはサスペンド中のバックアップボリュームを指定して同期処理をキャンセルすることができます。

また、全同期処理のキャンセルを指定すると、サスペンド状態を含むすべてのバックアップ同期処理をキャンセルします。

バックアップ同期処理実行中に何らかの異常を検出した場合、コピーは正常に終了しません。その場合、本コマンドを用いてバックアッ

プ同期処理をキャンセルします。異常発生の有無については、swstsyncstat(バックアップ同期処理実行状況表示コマンド)で確認する

ことができます。

本コマンドは、ロググループに含まれる業務ボリュームを個別に指定してバックアップ同期処理をキャンセルすることができます。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-emergency

緊急操作モードで動作します。

この場合、ECのセション確認およびセションキャンセルは行われません。

-bd Backup-Device-Name

特定のバックアップボリュームに対する同期処理のキャンセルを行います。

この場合、オペランドにバックアップボリューム名を指定します。

コピー先のブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

-nオプション、-allオプションと同時に指定することはできません。

-all

業務ボリュームに設定されているすべての同期処理のキャンセルを行います。-bdオプションと同時に指定することはできません。

-n

ロググループに対してバックアップ同期処理のキャンセルを行います。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

- 269 -



SDXオブジェクトの場合は、パーティション名を指定します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームのバックアップ同期処理をキャンセルします。

# /opt/FJSVswsts/bin/swstcancelsync  /dev/sdb6

/dev/sdb6 swstcancelsync completed.

#

・ 業務ボリュームのバックアップ同期処理を緊急操作モードでキャンセルします。

# /opt/FJSVswsts/bin/swstcancelsync -emergency /dev/sdb6

/dev/sdb6 swstcancelsync completed.

#

・ ロググループ(LOG01/RDB1)のバックアップ同期処理をキャンセルします。

# /opt/FJSVswsts/bin/swstcancelsync -n LOG01/RDB1

LOG01/RDB1 swstcancelsync completed.

#

・ 業務ボリュームからバックアップボリュームに設定されているバックアップ同期処理をキャンセルします。

# /opt/FJSVswsts/bin/swstsyncstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status    Execute

job2   /dev/sdb6        /dev/sdc6   suspend   ----

job2   /dev/sdb6        /dev/sdd6   executing 75%

# /opt/FJSVswsts/bin/swstcancelsync /dev/sdb6 -bd /dev/sdd6

/dev/sdb6 swstcancelsync completed.

# /opt/FJSVswsts/bin/swstsyncstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status  Execute

job2   /dev/sdb6        /dev/sdc6   suspend ----

#

・ 業務ボリュームに設定されているすべてのバックアップ同期処理をキャンセルします。

# /opt/FJSVswsts/bin/swstsyncstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status    Execute

job2   /dev/sdb6        /dev/sdc6   suspend   ----

job2   /dev/sdb6        /dev/sdd6   executing 75%

# /opt/FJSVswsts/bin/swstcancelsync /dev/sdb6 -all

/dev/sdb6 swstcancelsync completed.

# /opt/FJSVswsts/bin/swstsyncstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status Execute

job2   /dev/sdb6        ----        ----   ----

#
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注意事項

・ 緊急操作モードで実行した場合、ECのセションキャンセルは行われません。ECセションが存在していた場合は、管理されないセ

ションが残るため、ETERNUS Web GUI、GDS等を使用してセションをキャンセルする必要があります。

・ 次のような場合、バックアップ同期処理キャンセル処理を開始することはできません。このような場合は、出力されるメッセージの[シ
ステム管理者の処置]にしたがって対処してください。

－ ロググループにGDSのボリュームとGDSでないボリュームが混在している場合に、-nオプションを指定したとき。

－ 処理対象となる業務ボリュームがレプリケーション管理機能またはテープバックアップ機能によって使用されているとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset(デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」や「11.1.5 SDXオブジェクト運用の注意(バックアップ管理)」を参照してください。

・ altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.2.10 swstsyncstat(バックアップ同期処理実行状況表示コマンド)
 

名前

swstsyncstat － バックアップ同期処理実行状況の表示

 
形式

業務ボリューム指定によるバックアップ同期処理実行状況の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstsyncstat [Device-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstsyncstat [-h Server-Name] [Device-Name] [-altdir Alternative-Dir-Name]

ロググループ指定によるバックアップ同期処理実行状況の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstsyncstat -n Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstsyncstat -n [-h Server-Name] Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]
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機能説明

バックアップ同期処理の実行状況（コピー中、等価性維持状態、サスペンド状態）を表示します。

1つの業務ボリュームに複数のECセションが存在する場合、すべてのECセションの状態を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Transaction-Disk 業務ボリューム名を表示します。

Backup-Disk バックアップボリューム名を表示します。

バックアップ同期処理中でないときは、“----”を表示します。

Status 実行状態を表示します。

“----”：バックアップ同期処理中ではありません。

“executing”：実行中かつ等価性維持状態前です。

“equivalent”：等価性維持状態です。

“suspend”：サスペンド状態またはGDSのソフトコピーが一時停止状態です。

“failed”：バックアップ同期処理が異常終了しています。

“nosession”：セションが存在しません。(資源情報不一致)
“halt”：バックアップ同期処理がhalt状態です。

“gds-error”：GDSによるコピーが異常終了しています。

Execute ECまたはGDSのソフトコピー実行状況のパーセンテージ表示(0～100%)を表示します。

サスペンド中のとき、またはバックアップ同期処理中でないときは、“----”を表示します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-n

ロググループに対してバックアップ同期処理の実行状況表示を指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略した場合は、すべての業務ボリュームのバックアップ同期処理実行状況を表示します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。
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終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームのバックアップ同期処理状況を表示します。

# /opt/FJSVswsts/bin/swstsyncstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status    Execute

job1   /dev/sdb6        /dev/sdd5   suspend   ----

job1   /dev/sdb6        /dev/sdd6   executing 75%

#

・ 全業務ボリュームの情報を表示します。

# /opt/FJSVswsts/bin/swstsyncstat

Server Transaction-Disk Backup-Disk Status     Execute

job1   /dev/sdb3        /dev/sdd1   suspend    ----

job1   /dev/sdb3        /dev/sdd3   executing  75%

job1   /dev/sdb3        /dev/sdd4   suspend    ----

job1   /dev/sdc5        /dev/sde5   equivalent 100%

job1   /dev/sdb6        /dev/sdd6   failed     ----

job1   /dev/sdc4        ----        ----       ----

#

・ ロググループ(LOG01/RDB1)のバックアップ同期処理状況の情報を表示します。

# /opt/FJSVswsts/bin/swstsyncstat  -n LOG01/RDB1

Server Transaction-Disk  Backup-Disk Status    Execute

job2   /dev/sdd1         /dev/sdz1   executing 75%

job2   /dev/sdd2         /dev/sdz2   executing 10%

  ：

#

 
注意事項

・ 実行状態(“Status”欄に表示される状態)が“failed”または“halt”の場合、ハードウェアトラブルが考えられます。ハードウェアトラブ

ルの原因を取り除いた後、「9.3 バックアップ中に発生したハードウェア障害等の対処方法」を参照して対処してください。

・ 実行状態(“Status”欄に表示される状態)が“nosession”の場合、資源情報に不整合が考えられます。swstsrsemtch(資源整合コマ

ンド)を用いて資源情報の不整合を取り除いてください。

・ “Status”欄に表示される状態が“gds-error”の場合、GDSにトラブルが発生したと考えられます。GDSのトラブルの原因を取り除い

た後、以下の処理を行って対処してください。

－ バックアップ同期処理を実行していた場合は、swstcancelsync(バックアップ同期処理キャンセルコマンド)を用いてバックアップ

同期処理をキャンセルしてください。

－ スナップショット型バックアップを実行していた場合は、swsthistdel(履歴情報削除コマンド)を用いてバックアップ履歴情報を削

除してください。

－ リストアを実行していた場合は、swstsrsemtch(資源整合コマンド)を実行した後、再度リストアを行ってください。

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。
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10.2.2.11 swstexecstat(実行状態表示コマンド)
 

名前

swstexecstat － コマンド実行状態の表示

 
形式

業務ボリューム指定による実行状態の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstexecstat [-j] [Device-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstexecstat [-h Server-Name] [-j] [Device-Name] [-altdir Alternative-Dir-Name]

ロググループ指定による実行状態の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstexecstat -n [-j] Log-Group-Name[/RDB-NAME] [-altdir Alternative-Dir-Name]]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstexecstat -n [-h Server-Name] [-j] Log-Group-Name[/RDB-NAME] [-altdir Alternative-Dir-Name]

 
機能説明

各業務ボリュームで実施されているコマンドの実行状態を表示します。

OPC/ECまたはGDSのソフトコピーが実行中の場合は、その実行状況を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Device デバイス名を表示します。

Last-Backup-Date 最後にバックアップした日時を表示します。

※ バックアップ実行コマンドの受付時間を表示します。

Interval 最後にバックアップを取得した日から間隔日数に指定した日数が経過した場合、その日数が超

過した日から何日経過しているかを、“DELAY=経過日数”の形式で表示します。超過していな

い場合は、“OK”を表示します。

Status 次に挙げるコマンドが、業務ボリュームに対して実行中かどうかを表示します。

実行中の場合は“EXEC”を、そうでない場合は“IDLE”を表示します。

・ swstbkpolset(バックアップポリシー設定コマンド)

・ swstbkpoldel(バックアップポリシー削除コマンド)

・ swstbackup(バックアップ実行コマンド)

・ swstrestore(リストア実行コマンド)

・ swsthistdel(履歴情報削除コマンド)

・ swststartsync(バックアップ同期処理開始コマンド)

・ swstcancelsync(バックアップ同期処理キャンセルコマンド)

・ swstcancelrest(リストアキャンセルコマンド)
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タイトル 説明

Mount-Point (Method) Deviceのマウントポイント名を表示し、括弧内にFStypeを表示します。

DeviceがSymfoware用の業務ボリュームの場合は、Symfowareのデータベーススペース名とロ

ググループ名、RDBシステム名を表示し、括弧内に“SymfoWARE”を表示します。

Execute 実行中コマンド名、あるいはコピーの進捗率を表示します。

“----”：コマンド／OPC／EC等が、何も動作していない状態

“swststartsync”：バックアップ同期処理開始コマンドを処理している状態

“swstcancelsync”：バックアップ同期処理キャンセルコマンドを処理している状態

“swstbackup”：バックアップ実行コマンドを処理している状態

“swstrestore”：リストア実行コマンドを処理している状態

“swstcancelrest”：リストアキャンセルコマンドを処理している状態

“swstbkpolset”：バックアップポリシー設定コマンドを処理している状態

“swstbkpoldel”：バックアップポリシー削除コマンドを処理している状態

“swsthistdel”：履歴情報削除コマンドを処理している状態

“swstcanceltrk”：トラッキングキャンセルコマンドを処理している状態

“sync(xxx%)”：ECの進捗率

“sync(failed)”：ECが異常終了している状態

“sync(halt)”：ECがhalt状態

“snapshot(xxx%)”：OPCによるバックアップの進捗率

“snapshot(failed)”：OPCによるバックアップが異常終了している状態

“snapshot(halt)”：OPCによるバックアップがhalt状態

“restore(xxx%)”：OPCによるリストアの進捗率

“restore(failed)”：OPCによるリストアが異常終了している状態

“restore(halt)”：OPCによるリストアがhalt状態

“gds-error”：GDSによるコピーが異常終了している状態

サスペンド指定で同期型高速バックアップを行った場合は、Execute欄には何も動作していない

状態(“----”)が表示されます。

業務ボリュームに対して複数の処理が行われている場合(例:スナップショット型高速バックアップのコピー中にバックアップ同期処理開

始コマンドを投入した等)のExecute欄の表示は、以下の規則に基づいて行われます。

・ コピー実行中かつコマンド実行中の場合は、コマンド名表示が優先されます。

・ スナップショット型高速バックアップのディスクコピーとバックアップ同期処理のディスクコピーが同時に実行されている場合は、バッ

クアップ同期処理のディスクコピーの進捗率が表示されます。リストアのディスクコピーはETERNUS ディスクアレイの制限により、

スナップショット型高速バックアップ、バックアップ同期処理のディスクコピーと同時に実行されることはありません。

“-j”オプションを指定した場合、表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Device デバイス名を表示します。

Execute-Date コマンドの実行時刻を表示します。

Status

次に挙げるコマンドが、業務ボリュームに対して実行中かどうかを表示します。

実行中の場合は“EXEC”を、そうでない場合は“IDLE”を表示します。

・ swstbkpolset(バックアップポリシー設定コマンド)

・ swstbkpoldel(バックアップポリシー削除コマンド)

・ swstbackup(バックアップ実行コマンド)

・ swstrestore(リストア実行コマンド)
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タイトル 説明

・ swsthistdel(履歴情報削除コマンド)

・ swststartsync(バックアップ同期処理開始コマンド)

・ swstcancelsync(バックアップ同期処理キャンセルコマンド)

・ swstcancelrest(リストアキャンセルコマンド)

Mount-Point(Method)

Deviceのマウントポイント名を表示し、括弧内にFStypeを表示します。

DeviceがSymfoware用の業務ボリュームの場合は、Symfowareのデータベーススペース名とログ

グループ名、RDBシステム名を表示し、括弧内に“SymfoWARE”を表示します。

Execute

実行中コマンド名、あるいはコピーの進捗率を表示します。

“----”：コマンド／OPC／EC等が、何も動作していない状態

“swststartsync”：バックアップ同期処理開始コマンドを処理している状態

“swstcancelsync”：バックアップ同期処理キャンセルコマンドを処理している状態

“swstbackup”：バックアップ実行コマンドを処理している状態

“swstrestore”：リストア実行コマンドを処理している状態

“swstcancelrest”：リストアキャンセルコマンドを処理している状態

“swstbkpolset”：バックアップポリシー設定コマンドを処理している状態

“swstbkpoldel”：バックアップポリシー削除コマンドを処理している状態

“swsthistdel”：履歴情報削除コマンドを処理している状態

“swstcanceltrk”：トラッキングキャンセルコマンドを処理している状態

“sync(xxx%)”：ECの進捗率

“sync(failed)”：ECが異常終了している状態

“sync(halt)”：ECがhalt状態

“snapshot(xxx%)”：OPCによるバックアップの進捗率

“snapshot(failed)”：OPCによるバックアップが異常終了している状態

“snapshot(halt)”：OPCによるバックアップがhalt状態

“restore(xxx%)”：OPCによるリストアの進捗率

“restore(failed)”：OPCによるリストアが異常終了している状態

“restore(halt)”：OPCによるリストアがhalt状態

“gds-error”：GDSによるコピーが異常終了している状態

サスペンド指定で同期型高速バックアップを行った場合は、Execute欄には何も動作していない状態

(“----”)が表示されます。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-j

別書式による表示を指定します。

-n

ロググループに対してバックアップ同期処理の実行状況表示を指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。
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オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略した場合は、すべての業務ボリュームの実行状態を表示します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームの実行状態を表示します。

# /opt/FJSVswsts/bin/swstexecstat 

Server Device    Last-Backup-Date Interval Status Mount-Point (Method) Execute

job1   /dev/sdb3 2000/12/11 12:20 OK       IDLE   /usr1 (ext2)         ----

job1   /dev/sdb4 2000/12/10 12:20 DELAY=1  IDLE   /usr2 (ext2)         sync(22%)

job1   /dev/sdb5 2000/12/09 12:20 DELAY=2  IDLE   /usr3 (ext2)         snapshot(45%)

  ：

#

・ “-j”オプションを使用したときの業務ボリュームの実行状態を表示します。

# /opt/FJSVswsts/bin/swstexecstat -j

Server Device    Execute-Date     Status Mount-Point (Method) Execute

job1   /dev/sdb3 2000/12/11 12:20 IDLE   /usr1 (ext2)         ----

job1   /dev/sdb4 2000/12/10 12:20 IDLE   /usr2 (ext2)         sync(22%)

job1   /dev/sdb5 2000/12/09 12:20 IDLE   /usr3 (ext2)         snapshot(45%)

  ：

#

 
注意事項

・ “Execute”欄に表示される状態が、“sync(failed)”,“snapshot(failed)”,“restore(failed)”,“sync(halt)”,“snapshot(halt)”,“restore(halt)”
の場合、ハードウェアトラブルが考えられます。ハードウェアトラブルの原因を取り除いた後、以下の処理を行ってください。

－ “sync(failed)”の場合

swstcancelsync(バックアップ同期処理キャンセルコマンド)を用いてバックアップ同期処理をキャンセルしてください。

－ “snapshot(failed)”の場合

swsthistdel(履歴情報削除コマンド)を用いてバックアップ履歴情報を削除してください。

－ “restore(failed)”の場合

swstcancelrest(リストアキャンセルコマンド)を用いてリストアをキャンセルしてください。
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・ “Status”欄に表示される状態が“gds-error”の場合、GDSにトラブルが発生したと考えられます。GDSのトラブルの原因を取り除い

た後、以下の処理を行って対処してください。

－ バックアップ同期処理を実行していた場合は、swstcancelsync(バックアップ同期処理キャンセルコマンド)を用いてバックアップ

同期処理をキャンセルしてください。

－ スナップショット型バックアップを実行していた場合は、swsthistdel(履歴情報削除コマンド)を用いてバックアップ履歴情報を削

除してください。

－ リストアを実行していた場合は、swstsrsemtch(資源整合コマンド)を実行した後、再度リストアを行ってください。

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.2.12 swstcanceltrk(トラッキングキャンセルコマンド)
 

名前

swstcanceltrk － トラッキング処理の停止

 
形式

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstcanceltrk [-copy | -emergency] Device-Name (-bd Backup-Device-Name | -all) [-altdir Alternative-

Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstcanceltrk -h Server-Name [-copy | -emgergency] Device-Name (-bd Backup-Device-Name | -all) [-

altdir Alternative-Dir-Name]

 
機能説明

トラッキング処理を停止します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-copy

物理コピーが動作中の場合、物理コピーも停止する(すなわち、OPCセッションを解除する)ことを指定します。

バックアップ履歴となっているバックアップボリュームの場合は本オプションを指定することはできません。コピー先ボリュームがバッ

クアップ履歴となっているボリュームの場合は、事前にswsthistdel(履歴情報削除コマンド)によって履歴情報を削除してください。

-emergency

緊急操作モードで動作します。

この場合、トラッキング処理の確認およびトラッキング処理・OPCセッションの停止は行われません。

-bd Backup-Device-Name

特定のバックアップボリュームに対するトラッキング処理の停止を行います。

バックアップボリュームのブロックデバイス名を指定します。
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-allオプションと同時に指定することはできません。

-all

業務ボリュームに設定されているすべてのトラッキング処理の停止を行います。-bdオプションと同時に指定することはできません。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームからバックアップボリュームに設定されているトラッキング処理を停止します。

# /opt/FJSVswsts/bin/swstcanceltrk /dev/sdb6 -bd /dev/sdd6

/dev/sdb6 swstcanceltrk completed.

#

・ 業務ボリュームに設定されているトラッキング処理および物理コピーを停止します。

# /opt/FJSVswsts/bin/swsttrkstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status    Execute Update

job2   /dev/sdb6        /dev/sdd6   executing 33%     -----

# /opt/FJSVswsts/bin/swstcanceltrk -copy /dev/sdb6 -bd /dev/sdd6

/dev/sdb6 swstcanceltrk completed.

#

 
注意事項

・ 緊急操作モードで実行した場合、OPCのセションキャンセルは行われません。トラッキング状態だった場合は、管理されないセショ

ンが残るため、ETERNUS Web GUI、GDS等を使用してセションをキャンセルする必要があります。

・ 次のような場合はトラッキング処理を停止することはできません。このような場合は、出力されるメッセージの[システム管理者の処

置]にしたがって対処してください。

－ 指定したコピー元ボリュームとコピー先ボリュームに対して、トラッキング処理が実行されていないとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swstsrsemtch(資源整合コマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)
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・ altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.2.13 swsttrkstat(トラッキング実行状況表示コマンド)
 

名前

swsttrkstat － トラッキング処理実行状況の表示

 
形式

業務ボリューム指定によるトラッキング実行状況の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swsttrkstat [Device-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swsttrkstat [-h Server-Name] [Device-Name] [-altdir Alternative-Dir-Name]

ロググループ指定によるトラッキング実行状況の表示を行う場合

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swsttrkstat -n Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swsttrkstat -n [-h Server-Name] Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]

 
機能説明

トラッキング処理の実行状況を表示します。

1つの業務ボリュームに複数のトラッキング処理が存在する場合、すべてのトラッキング処理の状態を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Transaction-Disk 業務ボリューム名を表示します。

Backup-Disk バックアップボリューム名を表示します。

トラッキング状態でないときは、“----”を表示します。

Status 実行状態を表示します。

“----”：トラッキング状態ではありません。

“executing”：物理コピー中かつトラッキング状態です。

“tracking”：トラッキング状態です。

“failed”：物理コピーまたはトラッキング処理が異常終了しています。

“nosession”：セションが存在しません。(資源情報不一致)

Execute Status欄が“executing”のときに、コピーされた割合についてパーセンテージで表しま

す。“tracking”のときは、“----”で表示します。

Update Status欄が“tracking”のときに、論理コピー後の更新済みデータ量をパーセンテージで表しま

す。“executing”のときは、“----”で表示します。
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オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-n

ロググループに対してトラッキング処理の実行状況表示を指定します。

オペランドには、ロググループ名とRDBシステム名を指定します。RDBシステム名がない時は、省略できます。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Device-Name

ブロックデバイス名を指定します。

SDXオブジェクトの場合は、パーティション名を指定します。

省略した場合は、すべての業務ボリュームのトラッキング処理の実行状況を表示します。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 業務ボリュームのトラッキング処理の実行状況を表示します。

# /opt/FJSVswsts/bin/swsttrkstat /dev/sdb6

Server Transaction-Disk Backup-Disk Status    Execute Update

job1   /dev/sdb6        /dev/sdd6   tracking  ----    12%

#

・ 全業務ボリュームのトラッキング処理の実行状況を表示します。

# /opt/FJSVswsts/bin/swsttrkstat

Server Transaction-Disk Backup-Disk Status    Execute Update

job1   /dev/sdb3        /dev/sdd3   nosession ----    ----

job1   /dev/sdb4        /dev/sdd4   executing 75%     ----

job1   /dev/sdb5        /dev/sdd5   failed    ----    ----

job1   /dev/sdb6        /dev/sdd6   tracking  ----    12%

job1   /dev/sdc1 ----               ----      ----    ----

  ：

#
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・ ロググループ(LOG01/RDB1)のトラッキング処理の実行状態を表示します。

# /opt/FJSVswsts/bin/swsttrkstat  -n LOG01/RDB1

Server Transaction-Disk Backup-Disk Status    Execute Update

job2   /dev/sdc4        /dev/sde4   tracking  ----    12%

job2   /dev/sdc5        /dev/sde5   tracking  ----    15%

  ：

#

 
注意事項

・ 実行状態(“Status”欄に表示される状態)が“failed”の場合、ハードウェアトラブルが考えられます。ハードウェアトラブルの原因を取

り除いた後、差分スナップショット型バックアップを再実行してください。

・ 実行状態(“Status”欄に表示される状態)が“nosession”の場合、資源情報に不整合が考えられます。swstsrsemtch(資源整合コマ

ンド)を用いて資源情報の不整合を取り除いてください。

・ -altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.3 保守系コマンド

バックアップ管理の保守系コマンドについて説明します。

10.2.3.1 swstsrsemtch(資源整合コマンド)
 

名前

swstsrsemtch － バックアップ管理簿の復旧

 
形式

Storageサーバで実施する場合

/opt/FJSVswsts/bin/swstsrsemtch [-x | -altdir Alternative-Dir-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsts/bin/swstsrsemtch [-x | -altdir Alternative-Dir-Name] [-h Server-Name]

 
機能説明

システムダウンなどでバックアップ管理簿内の情報の整合性が不完全となってしまった場合、整合性がとれるように復旧します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-x

リポジトリとの整合をとります。

Storage管理サーバのバックアップ管理簿の復旧が、何らかの原因により行えなかった場合、このオプションを指定してください。
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-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ バックアップ管理簿内の情報の整合性をとります。

# /opt/FJSVswsts/bin/swstsrsemtch

swstsrsemtch completed

#

 
注意事項

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstbkpolset(バックアップポリシー設定コマンド)

－ swstbkpoldel(バックアップポリシー削除コマンド)

－ swstbackup(バックアップ実行コマンド)

－ swstrestore(リストア実行コマンド)

－ swstcancelrest(リストアキャンセルコマンド)

－ swststartsync(バックアップ同期処理開始コマンド)

－ swstcancelsync（バックアップ同期処理キャンセルコマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swsthistdel（履歴情報削除コマンド)

－ swstcanceltrk(トラッキングキャンセルコマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

－ swstsrsemtch(資源整合コマンド)

・ altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.3.2 swstresback(資源バックアップコマンド)
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名前

swstresback － バックアップ管理簿とリカバリ制御ファイルのバックアップ

 
形式

/opt/FJSVswsts/bin/swstresback Backup-Directory [-lg Log-Group-Name[/RDB-Name] [-altdir Alternative-Dir-Name]]

 
機能説明

バックアップ管理簿とリカバリ制御ファイルを指定されたディレクトリにバックアップします。

・ バックアップ管理簿

Storageサーバ構成情報などの管理簿。

・ リカバリ制御ファイル

Symfowareのデータベーススペースをバックアップしたときに作成されるファイル。

 
オプション

-lg Log-Group-Name[/RDB-Name]

指定されたロググループに関する、バックアップ管理簿とリカバリ制御ファイルのみを指定されたディレクトリにバックアップします。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

本オプションはSymfoware を使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

-altdir Alternative-Dir-Name

退避されたバックアップ管理簿、リカバリ制御ファイルを使用することを指定します。

バックアップ管理簿とリカバリ制御ファイルの配置先ディレクトリ名を17バイト以内の絶対パス名で指定してください。

本オプションはSymfowareを使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Backup-Directory

バックアップ管理簿とリカバリ制御ファイルを退避するディレクトリ名を指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ バックアップ管理簿とリカバリ制御ファイルをバックアップします。

# /opt/FJSVswsts/bin/swstresback /home/backup

swstresback completed

#
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注意事項

・ 次のような場合は、バックアップされません。

－ 指定したディレクトリが存在しないとき。

－ 指定したディレクトリが空き容量不足等でコピーができなかったとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstbkpolset(バックアップポリシー設定コマンド)

－ swstbkpoldel(バックアップポリシー削除コマンド)

－ swstbackup(バックアップ実行コマンド)

－ swstrestore(リストア実行コマンド)

－ swstcancelrest(リストアキャンセルコマンド)

－ swststartsync(バックアップ同期処理開始コマンド)

－ swstcancelsync（バックアップ同期処理キャンセルコマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swsthistdel（履歴情報削除コマンド)

－ swstcanceltrk(トラッキングキャンセルコマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

－ swstsrsemtch(資源整合コマンド)

・ -lgオプションを指定してバックアップしたバックアップ管理簿、リカバリ制御ファイルを資源リストアコマンドにリストアする場合は資

源リストアコマンドにも- lgオプションを指定してください。

・ -lgオプションや-altdirオプションを指定した場合、以下の条件でもエラーとなります。

－ -lgオプションに指定したロググループが登録されていないとき。

－ -altdirオプションに指定したディレクトリが存在しないとき。

－ -altdirオプションに各国語文字を含むディレクトリを指定したとき。

－ -altdirオプションに指定したディレクトリにバックアップ管理簿またはリカバリ制御ファイルが存在しないとき。

10.2.3.3 swstresrst(資源リストアコマンド)
 

名前

swstresrst － バックアップ管理簿とリカバリ制御ファイルのリストア

 
形式

/opt/FJSVswsts/bin/swstresrst Backup-Directory [-lg Log-Group-Name[/RDB-Name] [-clean]]

 
機能説明

バックアップ管理簿とリカバリ制御ファイルを、指定されたディレクトリからリストアします。
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・ バックアップ管理簿

Storageサーバ構成情報などの管理簿。

・ リカバリ制御ファイル

Symfowareのデータベーススペースをバックアップしたときに作成されるファイル。

 
オプション

-lg Log-Group-Name[/RDB-Name]

指定されたロググループに関する、バックアップ管理簿とリカバリ制御ファイルのみをリストアします。

Log-Group-Name

ロググループ名を指定します。

RDB-Name

RDBシステム名を、ロググループ名の後に“/”を区切り文字として指定します。

RDBシステム名がない時は、省略できます。

本オプションはSymfoware を使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

-clean

既存のバックアップ管理簿、リカバリ制御ファイルを全て削除した後、指定されたロググループのバックアップ管理簿とリカバリ制御

ファイルをリストアします。

ファイル破壊等の理由により、既存のバックアップ管理簿、リカバリ制御ファイルが使用不可能な場合に本オプションを使用してく

ださい。

本オプションはSymfoware を使用したロードシェア運用時のバックアップ／リカバリ運用で使用します。

 
オペランド

Backup-Directory

swstresback(資源バックアップコマンド)で指定した退避先ディレクトリ名を指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ バックアップ管理簿とリカバリ制御ファイルをリストアします。

# /opt/FJSVswsts/bin/swstresrst /home/backup

swstresrst completed

#

 
注意事項

・ 本コマンドにより、バックアップ管理簿およびリカバリ制御ファイルのリストアを実行する際には、事前にswstsvrset(Storageサーバ構

成情報設定コマンド)を実行する必要があります。swstsvrset(Storageサーバ構成情報設定コマンド)の-cオプションに指定するリカ

バリ制御ファイル出力先ディレクトリ名は、資源バックアップを行った時点で設定されていたディレクトリを指定してください。

・ 次のような場合は、リストアされません。

－ 指定したディレクトリが存在しないとき。

－ 指定したディレクトリにバックアップ管理簿が存在しないとき。
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－ 指定したディレクトリからリストアしたときに、空き容量不足等でコピーができなかったとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swstsvrset(Storageサーバ構成情報設定コマンド)

－ swstbkpolset(バックアップポリシー設定コマンド)

－ swstbkpoldel(バックアップポリシー削除コマンド)

－ swstbackup(バックアップ実行コマンド)

－ swstrestore(リストア実行コマンド)

－ swstcancelrest(リストアキャンセルコマンド)

－ swststartsync(バックアップ同期処理開始コマンド)

－ swstcancelsync（バックアップ同期処理キャンセルコマンド)

－ swstdevinfoset（デバイス情報設定コマンド)

－ swsthistdel（履歴情報削除コマンド)

－ swstcanceltrk(トラッキングキャンセルコマンド)

－ swstresback(資源バックアップコマンド)

－ swstresrst(資源リストアコマンド)

－ swstsrsemtch(資源整合コマンド)

・ -lgオプションを指定してバックアップしたバックアップ管理簿、リカバリ制御ファイルを資源リストアコマンドにリストアする場合は資

源リストアコマンドにも- lgオプションを指定してください。

・ -lgオプションを指定した場合、以下の条件でもエラーとなります。

－ -lgオプションに指定したロググループが登録されていないとき

10.3 構成管理のコマンド

本節では、バックアップ運用やレプリケーション運用を行うサーバや運用対象となるデバイスの情報を管理する構成管理のコマンドに

よる操作について説明しています。

 

 注意

コマンド実行時の動作環境

コマンドを実行する際に必要となる動作環境は下表のとおりです。

表10.14 構成管理のコマンド実行時の動作環境

コマンド名 AdvancedCopy Managerの動作環境

stgcmmodnode Storage管理サーバ(Storage管理サーバ業務)で実行する場合、Storage管理サーバ(Storage
管理サーバ業務)が動作していなければならない。

stguserset クラスタ運用の場合、Storage管理サーバ業務が動作していなければならない。

stgguiipset クラスタ運用の場合、Storage管理サーバ業務が動作していなければならない。

stgxfwcmaddsrv Storage管理サーバ(Storage管理サーバ業務)、対象Storageサーバ(Storageサーバ業務)が動

作していなければならない。

stgxfwcmmodsrv Storage管理サーバ(Storage管理サーバ業務)、対象Storageサーバ(Storageサーバ業務)が動

作していなければならない。

stgxfwcmdelsrv Storage管理サーバ(Storage管理サーバ業務)が動作していなければならない。
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コマンド名 AdvancedCopy Managerの動作環境

stgxfwcmsetdev Storage管理サーバ(Storage管理サーバ業務)、対象Storageサーバ(Storageサーバ業務)が動

作していなければならない。

stgxfwcmdeldev Storage管理サーバ(Storage管理サーバ業務)、対象Storageサーバ(Storageサーバ業務)が動

作していなければならない。

stgxfwcmdispsrv Storage管理サーバ(Storage管理サーバ業務)が動作していなければならない。

stgxfwcmdispdev Storage管理サーバ(Storage管理サーバ業務)が動作していなければならない。

stgxfwcmdisppat Storage管理サーバ(Storage管理サーバ業務)が動作していなければならない。

stgenvdisp Storage管理サーバ(Storage管理サーバ業務)、Storageサーバ(Storageサーバ業務)共に動作

していなくても実行可能。

ただし、クラスタ運用の場合、クラスタサービス(クラスタシステムにより名称が異なる)が動作し

ていない場合は一部の情報が表示されない。

stgmgrinfoset 管理情報一括バックアップ実行サーバが動作していなければならない。

stgmgrinfobkup Storage管理サーバ（Storage管理サーバ業務）、管理情報一括バックアップ実行サーバ、管

理情報一括バックアップ対象サーバが動作していなければならない。

stgmgrinfodisp 管理情報一括バックアップ実行サーバが動作していなければならない。

stgxfwcmsetsdx クラスタ運用の場合、Storageサーバ業務が動作していなければならない。

stgxfwcmsetmode クラスタ運用の場合、Storageサーバ業務が動作していなければならない。

 

 注意

クラスタ運用の場合

クラスタ運用におけるコマンドは、次の手順で実行します。

1. 必要に応じて、環境変数SWSTGNODEに該当業務の論理ノード名を設定します。環境変数の設定方法は以下のとおりで

す。

# SWSTGNODE=論理ノード名

# export SWSTGNODE

2. コマンドを実行します。

クラスタ運用におけるコマンドと、環境変数設定の要否およびコマンドを実行するノードは下表のとおりです。コマンドを実行する際

の注意事項等は備考欄に記述しています。

表10.15 クラスタ運用時のコマンド

コマンド 環境変数の要否 コマンド実行ノード 備考

stgcmmodnode 必要 業務稼働ノード －

stgguiipset 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stguserset 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stgxfwcmaddsrv 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stgxfwcmmodsrv 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stgxfwcmdelsrv 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行
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コマンド 環境変数の要否 コマンド実行ノード 備考

stgxfwcmsetdev 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stgxfwcmdeldev 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stgxfwcmdispsrv 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stgxfwcmdispdev 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stgxfwcmdisppat 不要 業務稼働ノード
Storage管理サーバ業務

のみで実行

stgenvdisp 不要 業務稼働ノード －

stgmgrinfobkup 必要 業務稼働ノード －

stgmgrinfodisp 必要 業務稼働ノード －

stgmgrinfoset 必要 業務稼働ノード －

stgxfwcmsetsdx 必要 業務稼働ノード －

stgxfwcmsetmode 必要 業務稼働ノード －

10.3.1 stgcmmodnode(管理サーバ情報変更コマンド)
 

名前

stgcmmodnode － Storage管理サーバ情報の変更と表示

 
形式

/opt/FJSVswstf/bin/stgcmmodnode [-i IPアドレス] [-p PORT番号] [-n サーバ名]

/opt/FJSVswstf/bin/stgcmmodnode 

 
機能説明

本コマンドは、以下の2つの機能があります。

・ 「現在コマンドを実行したStorageサーバ」で設定されているStorage管理サーバ情報を表示

・ Storage管理サーバの情報の変更

また、Storage管理サーバの情報の変更では、Storage管理サーバの以下の情報を変更します。

・ Storage管理サーバのIPアドレス

・ Storage管理サーバ上で動作する通信デーモンが使用するPORT番号

・ Storage管理サーバのサーバ名

 
オプション

指定なし

現在管理しているサーバ情報を表示します。

-i IPアドレス

Storage管理サーバのIPアドレスを変更する場合、Storage管理サーバのIPアドレスを指定します。
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-p PORT番号

Storage管理サーバのPORT番号を変更する場合、Storage管理サーバのPORT番号を指定します。

-n サーバ名

Storage管理サーバのサーバ名を変更する場合、Storage管理サーバのサーバ名を指定します。Storage管理サーバで実行する場

合は指定できません。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ サーバ情報を表示します。

# /opt/FJSVswstf/bin/stgcmmodnode

swstf2413 IP Address = 10.10.10.10

swstf2413 PORT Number = 1226

swstf2413 Storage Management Server’s Name = Manager

・ Storage管理サーバのIPアドレスを10.12.13.14 に変更します。

# /opt/FJSVswstf/bin/stgcmmodnode -i 10.12.13.14

swstf2401 Storage管理サーバのレジストリの更新が正常に終了しました。

 
注意事項

・ 本コマンドはrootユーザーのみ実行可能です。

・ Storage管理サーバのPORT番号は1024～65535まで指定可能です。

・ 本コマンドで指定する値は、必ずStorage管理サーバで指定した値と同じ値を指定してください。誤った値を指定した場合、運用に

支障が発生します。

・ 本コマンドを実行した場合は、AdvancedCopy Managerデーモンの再起動を実施してください。

10.3.2 stguserset(リポジトリアクセスユーザー変更コマンド)
 

名前

stguserset － ユーザー名およびパスワードの変更

 
形式

/opt/swstorage/bin/stguserset ユーザー名 パスワード

 
機能説明

リポジトリへアクセスするために使用するユーザー名およびパスワードを変更します。

本コマンドは、Storage管理サーバで実行する必要があります。

ユーザー名およびパスワードの変更は、以下の手順で実施します。
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1. AdvancedCopy ManagerのGUIクライアントを閉じます。

2. 本コマンドを実施します。

3. RMIデーモンを停止します。

4. RMIデーモンを起動します。

 
オペランド

ユーザー名

リポジトリアクセスに使用するユーザー名を指定します。

オペレーティングシステムで指定できるユーザー名を18バイト以内で指定してください。

パスワード

リポジトリアクセスに使用するユーザーのパスワードを指定します。

オペレーティングシステムで指定できるパスワードを18バイト以内で指定してください。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ リポジトリアクセスに使用するユーザー名をa1234に、パスワードをYfd1fz3に変更します。

# /opt/swstorage/bin/stguserset a1234 Yfd1fz3

リポジトリアクセスパスワードを登録しました。

 
注意事項

・ セキュリティの観点によりパスワード変更の頻度の高いrootユーザーではなく、一般ユーザーを使用することをおすすめします。

・ 本コマンドはrootユーザーのみ実行可能です。

10.3.3 stgguiipset(GUI接続情報設定コマンド)
 

名前

stgguiipset － GUI接続用IPアドレスの設定と表示

 
形式

/opt/FJSVswstf/bin/stgguiipset [-i IPアドレス]

 
機能説明

Storage管理サーバに複数のネットワークカードが装着されており、Storageサーバとの通信するIPアドレス（Storage管理サーバ導入時

のデータベース作成の際に指定したIPアドレス）とGUIクライアントを使用する際に指定するIPアドレスを分けて運用する場合に使用し

ます。本コマンドは、Storage管理サーバで実行する必要があります。

本コマンドは、以下の2つの機能があります。
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・ 現在設定されているStorage管理サーバのGUI接続用IPアドレスの表示

・ Storage管理サーバのGUI接続用IPアドレスの変更

また、Storage管理サーバのGUI接続用IPアドレスの変更は、以下の手順で実施します。

1. AdvancedCopy ManagerのGUIクライアントを閉じます。

2. 本コマンドを実施します。

3. RMIデーモンを停止します。

4. RMIデーモンを起動します。

 
オプション

指定なし

現在管理しているGUI接続用IPアドレスを表示します。

-i IPアドレス

変更するGUI接続用IPアドレスを指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 現在のGUI接続用のIPアドレスを表示します。

# /opt/FJSVswstf/bin/stgguiipset

IP Address = 10.10.10.10

・ Storage管理サーバのGUI接続用のIPアドレスを10.12.13.14に変更します。

# /opt/FJSVswstf/bin/stgguiipset -i 10.12.13.14

swstf2401 Storage管理サーバのレジストリの更新が正常に終了しました。

 
注意事項

・ 本コマンドはrootユーザーのみ実行可能です。

10.3.4 stgxfwcmaddsrv(サーバ情報追加コマンド)
 

名前

stgxfwcmaddsrv －Storageサーバの情報の追加

 
形式

/opt/FJSVswstf/bin/stgxfwcmaddsrv [-n サーバ名] -i IPアドレス -p PORT番号
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機能説明

AdvancedCopy Managerで新しく管理するStorageサーバの情報を追加します。

本コマンドは、Storage管理サーバで実行する必要があります。

 
オプション

-n サーバ名

追加するStorageサーバの名前を指定します。

サーバ名には、255バイト以内の先頭が半角英数字で始まる英数字、-(マイナス)、_(アンダースコア)、#、.を指定します。全角文字

を指定することはできません。

本オプションを省略した場合、運用方法によって以下の値が設定されます。

－ 非クラスタ運用時:OSが認識しているホスト名

－ クラスタ運用時:クラスタセットアップ時に指定したAdvancedCopy Managerの論理ノード名

-i IPアドレス

追加するStorageサーバのIPアドレスをIPv4のフォーマットで指定します。

Storageサーバを物理的なサーバとして管理する場合は物理IPアドレスを、クラスタ運用などIPアドレスを冗長化して(論理的なサー

バとして)管理する場合は論理IPアドレスを指定します。

-p PORT番号

追加するStorageサーバと通信を行うためにStorageサーバ側で設定したポート番号を指定します。(1024～65535の値)
クラスタ運用時は、サービス名stgxfws_?に割り当てたポート番号を指定します。

?は、クラスタセットアップ時に指定したAdvancedCopy Managerの論理ノード名です。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ ホスト名を使用して、サーバを追加します。

# /opt/FJSVswstf/bin/stgxfwcmaddsrv -i 10.10.10.10 -p 1226

stgxfwcmaddsrv completed

#

・ サーバ名を指定して、クラスタセットアップを行った論理サーバを追加します。

(論理IPアドレス：10.10.10.20、stgxfws_論理ノード名に割り当てたポート番号：1227)

# /opt/FJSVswstf/bin/stgxfwcmaddsrv -n Srv1 -i 10.10.10.20 -p 1227

stgxfwcmaddsrv completed

#

 
注意事項

・ 本コマンドはrootユーザーのみ実行可能です。

・ 製品インストール時に指定したロケールにて、実行してください。

・ Storage管理サーバおよびStorage管理サーバ業務の論理サーバについては、DBセットアップおよびクラスタセットアップにて追加

するため、本コマンドでの追加は行いません。処理に時間がかかる場合は、処理完了までの間、.(ピリオド)を表示します。

- 293 -



・ 次のコマンドが実行されているときは、本コマンドを実行することができません。

－ stgxfwcmaddsrv(サーバ情報追加コマンド)

－ stgxfwcommodsrv(サーバ情報変更コマンド)

－ stgxfwcmdelsrv(サーバ情報削除コマンド)

－ stgxfwcmsetdev(デバイス情報取得／反映コマンド)

－ stgxfwcmdeldev(デバイス情報削除コマンド)

・ GUIクライアントを使用して、以下の操作を行っているときは、本コマンドを実行することができません。

－ サーバの追加

－ サーバの変更

－ サーバの削除

－ 全デバイスの情報取得／反映

－ 特定デバイスの情報取得／反映

－ デバイスの情報削除

10.3.5 stgxfwcmmodsrv(サーバ情報変更コマンド)
 

名前

stgxfwcmmodsrv －サーバ情報の変更

 
形式

/opt/FJSVswstf/bin/stgxfwcmmodsrv [-n サーバ名 [-s 変更サーバ名] [-i 変更IPアドレス] [-p 変更PORT番号]] | [-f サーバ情報変

更指示ファイル名 [-y]]

 
機能説明

AdvancedCopy Managerで管理しているサーバの以下の情報を変更します。

本コマンドは、Storage管理サーバで実行する必要があります。

・ StorageサーバのIPアドレス

・ Storageサーバのポート番号

・ Storage管理サーバのサーバ名

・ Storageサーバのサーバ名

対象サーバに後からテープサーバ機能を導入する場合にも使用します。

また、サーバ情報変更指示ファイルを指定することにより、管理システム内の複数のサーバ、複数の情報の整合性を保ちながら、一括

してサーバの情報を変更することができます。

変更できるサーバの情報は以下になります。

・ Storage管理サーバのIPアドレス

・ StorageサーバのIPアドレス

・ Storage管理サーバのポート番号

・ Storageサーバのポート番号

・ Storage管理サーバのサーバ名
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・ Storageサーバのサーバ名

 
オプション

-n サーバ名

現在管理しているサーバ名を指定します。

-s 変更サーバ名

変更後のサーバ名を255バイト以内で指定します。

使用できる文字は半角の英数字、-(マイナス)、_(アンダースコア)、#、.で、先頭は半角英数字である必要があります。全角文字は

エラーとなります。

-nオプションと同時に指定します。

-i 変更IPアドレス

変更後のIPアドレスをIPv4のフォーマットで指定します。

Storageサーバを物理的なサーバとして管理する場合は物理IPアドレスを、クラスタ運用などIPアドレスを冗長化して(論理的なサー

バとして)管理する場合は論理IPアドレスを指定します。

-nオプションと同時に指定します。

-p 変更PORT番号

変更後の通信で必要なポート番号を指定します。(1024～65535の値)
クラスタ運用時は、サービス名stgxfws_?に割り当てたポート番号を指定します。

?は、クラスタセットアップ時に指定したAdvancedCopy Managerの論理ノード名です。

クラスタ運用していない場合は、サービス名stgxfwsに割り当てたポート番号を指定します。

-nオプションと同時に指定します。

-f サーバ情報変更指示ファイル名

サーバ情報変更指示ファイル名を絶対パスで指定します。

-y以外のほかのオプションと同時に指定することはできません。

-nオプションと同時に指定します。

サーバ情報変更指示ファイルは以下のように記述します。

－ 1行に、現在管理しているサーバのサーバ名、変更する情報区分、変更する値を、スペースまたはタブで区切って記述します。

－ 変更する情報区分は以下のとおりです。

S:サーバ名

I:IPアドレス

P:ポート番号

－ 同一サーバに対して、IPアドレスとポート番号というように複数の情報区分の変更が必要である場合は、IPアドレスの変更指

示、ポート番号の変更指示の2行を記述します。

Manager     I  10.10.20.10

Srv1     I  10.10.20.20

Srv1     P  9888

Srv2     S  DstServer

-y

管理システム内に複数のサーバが存在し、特定のサーバでエラーが発生した場合でも、処理を続行する場合に指定します。

エラーが発生したサーバに対して、エラー原因を解決後、必要な変更作業を個別に実施してください。

-fオプションと同時に指定します。

 
終了ステータス

=0:正常終了

>0:異常終了
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使用例

・ Storageサーバ(サーバ名:Srv1)のIPアドレスを10.20.30.40に変更します。

# /opt/FJSVswstf/bin/stgxfwcmmodsrv -n Srv1 -i 10.20.30.40

stgxfwcmmodsrv completed

#

・ Storageサーバ(サーバ名:Srv1)のサーバ名をAgent5に変更します。

# /opt/FJSVswstf/bin/stgxfwcmmodsrv -n Srv1 -s Agent5

stgxfwcmmodsrv completed

#

・ サーバ情報変更指示ファイルを指定してサーバの情報を一括して変更します。

# /opt/FJSVswstf/bin/stgxfwcmmodsrv -f /acm/modfile

stgxfwcmmodsrv completed

#

・ サーバ情報変更指示ファイルを指定して、特定サーバのエラーが発生してもサーバの情報を一括して変更します。

# /opt/FJSVswstf/bin/stgxfwcmmodsrv -f /acm/modfile -y

swstf2459 資源整合コマンドが異常終了しました。サーバ名=[Srv1]

swsrp0625 他のAdvancedCopy Managerのコマンドが実行中のため、このコマンドは実行できません。

stgxfwcmmodsrv completed, excluding the server where the error occurs

#

 
注意事項

・ 以下のサーバ情報は、stgcmmodnode(管理サーバ情報変更コマンド)を使用して行うため、本コマンドでサーバ情報変更指示ファ

イルを指定しない場合は変更できません。

－ Storage管理サーバのIPアドレス

－ Storage管理サーバのポート番号

・ 本コマンドを使用してサーバ情報の変更を行う際には、事前にマシンの定義情報を変更しておく等の事前作業が必要となります。

「9.5 運用環境の変更」にある手順を参照し、処理を行ってください。

・ 本コマンドはrootユーザーのみ実行可能です。

・ 製品インストール時に指定したロケールにて、実行してください。

・ 処理に時間がかかる場合は、処理完了までの間、.(ピリオド)を表示します。

・ Storage管理サーバの情報を変更する場合の注意事項は以下のとおりです。(-fオプション指定時を除く)

－ IPアドレスやポート番号の変更は、stgcmmodnode(管理サーバ情報変更コマンド)を使用して行い、変更後は、AdvancedCopy
Managerの各種デーモンを再起動します。

－ Storage管理サーバの情報変更後は、管理しているStorageサーバ上でstgcmmodnode(管理サーバ情報変更コマンド)を実行

して、変更後のStorage管理サーバの情報を設定します。

・ Storageサーバの情報を変更する場合の注意事項は以下のとおりです。

－ IPアドレスを変更する場合は、事前にAdvancedCopy Managerの各種デーモンを停止します。その後、システムまたは論理IP
アドレスを提供するソフトウェアにおいてIPアドレスを変更し、AdvancedCopy Managerの各種デーモンを起動しておきます。

－ ポート番号を変更する場合は、事前にAdvancedCopy Managerの各種デーモンを停止します。その後、システムにおいてポー

ト番号を変更し、AdvancedCopy Managerの各種デーモンを起動しておきます。
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・ -fオプション指定時の注意事項は以下のとおりです。

－ 変更対象のサーバ名、IPアドレスが、現在管理しているほかのサーバで使用されていてはいけません。

－ 本コマンドを実行するStorage管理サーバ、Storage管理サーバ業務が管理するすべてのStorageサーバのAdvancedCopy
Managerが動作している必要があります。

－ 本コマンドを実行するStorage管理サーバ、Storage管理サーバ業務が管理するすべてのStorageサーバにおいて、バックアッ

プ管理およびレプリケーション管理のコマンドを実行していてはいけません。

コマンドを実行した場合、コマンドが異常終了する場合があります。本コマンドが異常終了した場合は、エラーメッセージの処

置方法に従い復旧してください。本コマンドの実行前や実行中に、誤ってバックアップ管理およびレプリケーション管理のコマ

ンドを実行してしまい、バックアップ管理およびレプリケーション管理のコマンドが異常終了した場合は、本コマンドが正常終了

した後、再度、バックアップ管理およびレプリケーション管理のコマンドを実行してください。

・ -yオプション指定時の注意事項は以下のとおりです。

－ 本オプションを指定した場合、一部のサーバとの通信ができないなどのエラーが発生した場合でも強制的に処理を続行する

ことになります。そのため、管理システム全体の整合性を保つことができなくなります。通常は指定しないでください。

一部サーバに問題が発生しているなどのやむを得ない場合だけ指定してください。

－ エラーメッセージが出力されたサーバについては、エラーメッセージに応じた対処を行ってください。対処が完了するまでは正

常に運用することができません。早急に対処を行ってください。

・ 次のコマンドが実行されているときは、本コマンドを実行することができません。

－ stgxfwcmaddsrv(サーバ情報追加コマンド)

－ stgxfwcmdelsrv(サーバ情報削除コマンド)

－ stgxfwcmsetdev(デバイス情報取得／反映コマンド)

－ stgxfwcmdeldev(デバイス情報削除コマンド)

・ GUIクライアントを使用して、以下の操作を行っているときは、本コマンドを実行することができません。

－ サーバの追加

－ サーバの変更

－ サーバの削除

－ 全デバイスの情報取得／反映

－ 特定デバイスの情報取得／反映

－ デバイスの情報削除

10.3.6 stgxfwcmdelsrv(サーバ情報削除コマンド)
 

名前

stgxfwcmdelsrv －サーバ情報の削除

 
形式

/opt/FJSVswstf/bin/stgxfwcmdelsrv -n サーバ名

 
機能説明

AdvancedCopy Managerで現在管理しているStorageサーバの情報を削除します。本コマンドは、Storage管理サーバで実行する必要

があります。
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オプション

-n サーバ名

削除するStorageサーバ名を指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storageサーバ(サーバ名:Srv1)の情報を削除します。

# /opt/FJSVswstf/bin/stgxfwcmdelsrv -n Srv1

stgxfwcmdelsrv completed

#

 
注意事項

・ 本コマンドはrootユーザーのみ実行可能です。

・ 製品インストール時に指定したロケールにて、実行してください。

・ Storage管理サーバの情報を削除することはできません。

・ 処理に時間がかかる場合は、処理完了までの間、.(ピリオド)を表示します。

・ 次のコマンドが実行されているときは、本コマンドを実行することができません。

－ stgxfwcmaddsrv(サーバ情報追加コマンド)

－ stgxfwcmdelsrv(サーバ情報削除コマンド)

－ stgxfwcmsetdev(デバイス情報取得／反映コマンド)

－ stgxfwcmdeldev(デバイス情報削除コマンド)

・ GUIクライアントを使用して、以下の操作を行っているときは、本コマンドを実行することができません。

－ サーバの追加

－ サーバの変更

－ サーバの削除

－ 全デバイスの情報取得／反映

－ 特定デバイスの情報取得／反映

－ デバイスの情報削除

10.3.7 stgxfwcmsetdev(デバイス情報取得／反映コマンド)
 

名前

stgxfwcmsetdev － デバイス情報の表示と反映
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形式

/opt/FJSVswstf/bin/stgxfwcmsetdev -n サーバ名 [-d デバイス名] [-f ファイル名 | -y ]

 
機能説明

サーバで検出された最新のデバイス情報を取得し、AdvancedCopy Mangerで管理している情報との差異を表示します。その後、指示

された差異のデバイス情報をAdvancedCopy Managerの管理情報に反映します。本コマンドは、Storage管理サーバで実行する必要が

あります。

現在管理しているデバイス情報と検出したデバイス情報とを比較して登録、削除、更新を行うため、以下の場合に使用します。

・ AdvancedCopy Managerを使用した運用開始時

・ 管理中のデバイスの情報変更時

 
オプション

-n サーバ名

デバイス情報の取得／反映を行うサーバ名を指定します。

-d デバイス名

デバイス情報の取得／反映を行うデバイス名を指定します。

省略した場合は、指定したサーバの全デバイスを対象にします。

-f ファイル名

現在管理しているデバイス情報と取得したデバイス情報の差異を出力するファイル名を絶対パスで指定します。差異のデバイス情

報をファイルに出力するのみで、その後の管理情報への反映処理は行いません。

本オプションは、-yオプションと同時に指定することはできません。

-y

AdvancedCopy Managerで管理しているデバイス情報と検出した最新のデバイス情報の差異を、問い合わせることなく、無条件で

管理情報に反映します。

本オプションは、-fオプションと同時に指定することはできません。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ サーバ(サーバ名:Srv1)の全デバイスの情報取得／反映を行います。

# /opt/FJSVswstf/bin/stgxfwcmsetdev -n Srv1

>検出デバイス

  1:/dev/sdf0

  2:/dev/sdf1

  3:/dev/sdf2

  4:/dev/sdf6 (/storage-2)

>追加指示デバイスを指定してください。[* or ?-? or ?,? or q]

2,4

>検出されなかったデバイス

  1:/dev/sdm0 (/aaa)

  2:/dev/sdm1

>削除指示デバイスを指定してください。[* or ?-? or ?,? or q]

*

>以下のデバイスの情報が変更されています。情報を更新します。
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  1:/dev/sdf4

>処理を続行しますか？[y or n] y

stgxfwcmsetdev completed

#

・ サーバ名(サーバ名:Srv1)が管理している特定のデバイスの情報取得／反映を行います。

# /opt/FJSVswstf/bin/stgxfwcmsetdev -n Srv1 -d /dev/sdl0

>以下のデバイスの情報が変更されています。情報を更新します。

  1:/dev/sdl0 (/zzz)

>処理を続行しますか？[y or n] y

stgxfwcmsetdev completed

#

 
注意事項

・ 検出デバイス、検出されなかったデバイスの数が多い場合には、以下が表示されます。

- hit Enter for more or s to select -

続けてデバイスの表示を行う場合は、Enterキーを入力します。表示を中断して追加指示または削除指示を行う場合は、sキーを入

力します。

・ 追加、削除指示は以下の方法で行います。

－ すべてを指定する場合は、“*”を入力します。

－ 範囲指定する場合は、番号をハイフンでつないて入力します。(例:1-3)

－ 列挙指定する場合は、番号をコンマで区切って入力します。(例:2,4)

－ 範囲指定と列挙指定を組み合わせて入力することも可能です。(例:1-3,5)

－ 何も指定しない場合は、何も入力しません。

－ 処理を中止する場合は、“q”を入力します。

・ 本コマンドはrootユーザーのみ実行可能です。

・ 製品インストール時に指定したロケールにて、実行してください。

・ HP-UXサーバにおいて、GPTディスクは、AdvancedCopy Managerでは管理対象外であるため、デバイスの情報取得／反映を行

うことはできません。

・ 処理に時間がかかる場合は、処理完了までの間、.(ピリオド)を表示します。

・ 追加指示デバイスの指定時に以下のメッセージが出力されることがあります。これは、筐体で設定不備の可能性があるデバイスを

登録しようとしていることを表しています。運用上問題がないかを確認した上で処理を続けてください。-yオプションを指定している

場合も、表示されます。

>以下のデバイスを構成するパーティションが存在する筐体で、ライセンスまたはテーブルサイズが設定されていないか、サイズが

不足しています。

>処理を続行しますか？[y or n]

・ 追加指示デバイスの指定時に以下のメッセージが出力されることがあります。その際は、同一物理サーバ上で動作する複数の論

理サーバを管理している場合に、誤ってデバイスを二重登録しようとしていないかを確認した上で処理を続けてください。-yオプ

ションを指定している場合も、表示されます。

>以下のデバイスを構成するパーティションはすでに管理されています。

>処理を続行しますか？[y or n]

・ 本コマンドにおいて、デバイス情報の取得時には指定したサーバに定義されているデバイスの総数に比例した時間がかかります。

デバイス数が多い場合はCPU負荷やI/O負荷の低い状態で実施してください。

目安として、負荷のない状態で、1デバイス(パーティション)あたり約0.5秒かかりますので、参考としてください。
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・ 次のコマンドが実行されているときは、本コマンドを実行することができません。

－ stgxfwcmaddsrv(サーバ情報追加コマンド)

－ stgxfwcommodsrv(サーバ情報変更コマンド)

－ stgxfwcmdelsrv(サーバ情報削除コマンド)

－ stgxfwcmdeldev(デバイス情報削除コマンド)

・ GUIクライアントを使用して、以下の操作を行っているときは、本コマンドを実行することができません。

－ サーバの追加

－ サーバの変更

－ サーバの削除

－ 全デバイスの情報取得／反映

－ 特定デバイスの情報取得／反映

－ デバイスの情報削除

10.3.8 stgxfwcmdeldev(デバイス情報削除コマンド)
 

名前

stgxfwcmdeldev －デバイス情報の削除

 
形式

/opt/FJSVswstf/bin/stgxfwcmdeldev -n サーバ名 -d デバイス名

 
機能説明

AdvancedCopy Managerで現在管理しているデバイスの情報を削除します。本コマンドは、Storage管理サーバで実行する必要があり

ます。

stxfwcmsetdev(デバイス情報取得／反映コマンド)が現在管理しているデバイス情報と検出したデバイス情報を比較して処理を行うの

に対し、本コマンドでは、現在管理しているデバイス情報が検出されるか否かにかかわらず、デバイス情報の削除を行います。

 
オプション

-n サーバ名

削除するデバイスを管理しているサーバ名を指定します。

-d デバイス名

削除するデバイス名を指定します。

 
終了ステータス

=0:正常終了

>0:異常終了
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使用例

・ Storageサーバ(サーバ名:Srv1)のデバイスの情報を削除します。

# /opt/FJSVswstf/bin/stgxfwcmdeldev -n Srv1 -d /dev/sdn7

stgxfwcmdeldev completed

#

 
注意事項

・ 本コマンドはrootユーザーのみ実行可能です。

・ 製品インストール時に指定したロケールにて、実行してください。

・ 処理に時間がかかる場合は、処理完了までの間、.(ピリオド)を表示します。

・ 次のコマンドが実行されているときは、本コマンドを実行することができません。

－ stgxfwcmaddsrv(サーバ情報追加コマンド)

－ stgxfwcommodsrv(サーバ情報変更コマンド)

－ stgxfwcmdelsrv(サーバ情報削除コマンド)

－ stgxfwcmsetdev(デバイス情報取得／反映コマンド)

・ GUIクライアントを使用して、以下の操作を行っているときは、本コマンドを実行することができません。

－ サーバの追加

－ サーバの変更

－ サーバの削除

－ 全デバイスの情報取得／反映

－ 特定デバイスの情報取得／反映

－ デバイスの情報削除

10.3.9 stgxfwcmdispsrv(サーバ情報表示コマンド)
 

名前

stgxfwcmdispsrv － サーバ情報の表示

 
形式

/opt/FJSVswstf/bin/stgxfwcmdispsrv [-n サーバ名 ]

 
機能説明

AdvancedCopy Managerで管理しているサーバの情報を表示します。

本コマンドは、Storage管理サーバで実行する必要があります。

表示される情報は以下のとおりです。

タイトル 説明

Server サーバ名を表示します。

Server-Type サーバ種別を表示します。
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タイトル 説明

“Management-server”：Storage管理サーバ

“Server”：Storageサーバ

Tape テープサーバの場合、“Y”を表示します。

OS-Type OSの種別を表示します。

OS-Version OSのバージョンを表示します。

Version 本製品のバージョンを表示します。

IP-Address サーバと通信するためのIPアドレスを表示します。

Port-Number サーバと通信するためのポート番号を表示します。

 
オプション

-n サーバ名

情報を表示するサーバ名を指定します。

省略した場合、AdvancedCopy Managerで管理している全サーバの情報を表示します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 全サーバの情報を表示します。

# /opt/FJSVswstf/bin/stgxfwcmdispsrv

Server  Server-Type       Tape OS-Type OS-Version      Version  IP-Address  Port-Number

Manager Management-Server --   Linux   2.4.9-e.8enterp V10.0L60 10.10.10.10 1226

Srv1 Server            --   Linux   2.4.9-e.8enterp V10.0L60 10.10.10.20 1226

#

・ Storageサーバ(サーバ名:Srv1)の情報を表示します。

# /opt/FJSVswstf/bin/stgxfwcmdispsrv -n Srv1

Server  Server-Type Tape OS-Type OS-Version      Version  IP-Address  Port-Number

Srv1 Server      --   Linux   2.4.9-e.8enterp V10.0L60 10.10.10.20 1226

#

 
注意事項

・ 「OS-Version」には、Storage管理サーバの場合はデータベース作成時、Storageサーバの場合はStorageサーバ追加時のOSバー

ジョンを表示します。以降にOSをバージョンアップした場合でも、データベース作成時・Storageサーバ追加時のOSのバージョンが

表示されます。

・ 本コマンドはrootユーザーのみ実行可能です。

・ 製品インストール時に指定したロケールにて、実行してください。

・ 処理に時間がかかる場合は、処理完了までの間、.(ピリオド)を表示します。
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10.3.10 stgxfwcmdispdev(デバイス情報表示コマンド)
 

名前

stgxfwcmdispdev － デバイス情報の表示

 
形式

/opt/FJSVswstf/bin/stgxfwcmdispdev  -n サーバ名 [-d デバイス名 [-sm|-grp]]

 
機能説明

AdvancedCopy Managerで管理しているデバイスの情報を表示します。また、指定したデバイスと同一コピー領域を使用しているデバ

イスや指定したデバイスと同一論理グループ内に存在するデバイスの一覧を表示することもできます。本コマンドは、Storage管理サー

バで実行する必要があります。

表示される情報は以下のとおりです。

なお、表中の“SDX”または“SDXオブジェクト”は、SafeDISKまたはPRIMECLUSTER Global Disk Services(以下、GDS)の用語です。

タイトル 説明

S デバイスの状態を表示します。デバイスの状態に応じて、以下の値を表示します。

*：未設定デバイス(デバイスが存在する筐体で、アドバンスト・コピーライセンス未設定、キャッシュ

テーブルサイズ未設定、キャッシュテーブルサイズ不足等の設定不備がある可能性があります。)

D：デバイス削除エラー

U：デバイス更新エラー

Device Solarisサーバの場合

RAWデバイス名を表示します。

Windowsサーバの場合

AdvancedCopy Managerが内部的に管理しているデバイス名を表示します。

g?d?およびg?d?p?の形式で表示します。

g?：ディスクアレイ装置番号(ETERNUS ディスクアレイ上にない場合は0)
d?：ディスク番号 (*1)

p?：パーティション番号 (*2)
(*1)ディスクアレイ装置内で一意に与えられた番号です。

ディスクアドミニストレータ上のディスク番号とは異なります。

(*2)ディスク内のパーティションの順序番号です。

パーティションとは、ディスクアドミニストレータにおける以下の内容を指します。

また、番号はディスクアドミニストレータ上の左から右に向かって数えた時の番号です。

－ プライマリパーティションの場合は、当該パーティション全体

－ 拡張パーティションの場合は、当該パーティション内の論理ドライブ

SDXオブジェクトの場合は、ディスククラス名/ミラーボリューム名：g?d?p?の形式で表示します。

ディスククラス名：SDXオブジェクトのディスククラス名

ミラーボリューム名：SDXオブジェクトのミラーボリューム名

HP-UXサーバの場合

RAWデバイス名、または、LVM配下のボリュームグループ名を表示します。

Linuxサーバの場合

RAWデバイスを作成している場合はRAWデバイス名、作成していない場合はブロックデバイ

ス名を表示します。
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タイトル 説明

AIXサーバの場合

RAWデバイス名、または、LVM配下のボリュームグループ名を表示します。

Block-Device ブロックデバイス名を表示します。

Solarisサーバの場合

ブロックデバイス名を表示します。

Windowsサーバの場合

disk?およびdisk?p?の形式で表示します。

disk?：ディスクアドミニストレータで表示されるディスク番号

p?：パーティション番号(*2)

HP-UXサーバの場合

ブロックデバイス名、または、LVM配下のボリュームグループ名を表示します。

Linuxサーバの場合

ブロックデバイス名を表示します。

AIXサーバの場合

ブロックデバイス名、または、LVM配下のボリュームグループ名を表示します。

Mount-Point Solarisサーバ、HP-UXサーバ、AIXサーバ、Linuxサーバの場合

マウントポイント名を表示します。

Windowsサーバの場合

ドライブ文字を表示します。

File-System ファイルシステム名を表示します。

Device-Type デバイスの種別を表示します。

Normal／SDX(Slice)／LVM／VxVM／SDX(Volume)

Size(MB) デバイスに割り当てられた容量(MB)を表示します。

RDB-Name Windowsサーバ、Solarisサーバ、Linuxサーバの場合

SymfowareのRDBシステム名を表示します。

HP-UXサーバ、AIXサーバの場合

常に、“---”を表示します。

Log-Group-Name Windowsサーバ、Solarisサーバ、Linuxサーバの場合

Symfowareのロググループ名を表示します。

HP-UXサーバ、AIXサーバの場合

常に、“---”を表示します。

DB-Space-Name Windowsサーバ、Solarisサーバ、Linuxサーバの場合

Symfowareのデータベーススペース名を表示します。

HP-UXサーバ、AIXサーバの場合

常に、“---”を表示します。

 
オプション

-n サーバ名

情報を表示するデバイスを管理するサーバ名を指定します。
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-d デバイス名

情報を表示するデバイス名を指定します。

省略した場合、指定したサーバが管理している全デバイスの情報を表示します。

-sm

-dオプションと同時に指定することで、指定デバイスと同じコピー領域を使用しているデバイスの一覧を表示します。

-grp

-dオプションと同時に指定することで、指定デバイスと同じ論理グループ内に存在しているデバイスの一覧を表示します。このオプ

ションは-dオプションに指定したデバイスのデバイス種別がLVM/VxVMの場合のみ指定可能です。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ サーバ(Srv1)のデバイスの情報を表示します。

# /opt/FJSVswstf/bin/stgxfwcmdispdev -n Srv1 -d /dev/sdl0

S Device    Block-Device Mount-Point File-System Device-Type Size(MB) RDB-Name Log-Group-Name DB-Space-Name

  /dev/sdl0 /dev/sdl0    /zzz        ext2        Normal      407      ---      ---            ---

・ サーバ(Srv1)の全デバイスの情報を表示します。

# /opt/FJSVswstf/bin/stgxfwcmdispdev -n Srv1

S Device                        Block-Device                 Mount-Point    File-System Device-Type Size(MB) RDB-Name 

Log-Group-Name DB-Space-Name

  /dev/sdl0                     /dev/sdl0                    /boot          ext2        Normal       141     ---      

---            ---

  /dev/sdu0                     /dev/sdu0                    ---            ---         Normal       407     ---      

---            ---

* /dev/sdu1                     /dev/sdu1                    ---            ---         Normal       407     ---      

---            ---

  /dev/sdu2                     /dev/sdu2                    ---            ---         Normal        28     ---      

---            ---

D /dev/sfdsk/Class2/rdsk/Vol201 /dev/sfdsk/Class2/dsk/Vol201 /ACMMnt/Vol201 ext3        SDX          304     ---      

---            ---

  /dev/sfdsk/Class2/rdsk/Vol202 /dev/sfdsk/Class2/dsk/Vol202 /ACMMnt/Vol202 ext3        SDX          400     ---      

---            ---

U /dev/sfdsk/Class2/rdsk/Vol203 /dev/sfdsk/Class2/dsk/Vol203 /ACMMnt/Vol203 ext3        SDX          512     ---      

---            ---

  /dev/sfdsk/Class2/rdsk/Vol204 /dev/sfdsk/Class2/dsk/Vol204 /ACMMnt/Vol204 ext3        SDX          608     ---      

---            ---

・ サーバ(Srv1)のデバイスを同じコピー領域を使用するデバイス情報を表示します。

# /opt/FJSVswstf/bin/stgxfwcmdispdev -n Srv1 -d /dev/vx/rdsk/dg1/vol1 -sm

Device                 Mount-Point

/dev/vx/rdsk/dg1/vol1  /storagedata

/dev/vx/rdsk/dg1/vol2  ---

/dev/vx/rdsk/dg1/vol3  /zzz

#

・ サーバ(Srv1)のデバイスと同じ論理グループに存在するデバイス情報を表示します。

# /opt/FJSVswstf/bin/stgxfwcmdispdev -n Srv1 -d /dev/vx/rdsk/dg1/vol1 -grp

Device                 Mount-Point

/dev/vx/rdmp/c1t0d0s2  ---
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/dev/vx/rdmp/c1t0d1s2  ---

/dev/vx/rdsk/dg1/vol1  /storagedata

/dev/vx/rdsk/dg1/vol2  ---

/dev/vx/rdsk/dg1/vol3  /zzz

/dev/vx/rdsk/dg1/vol4  ---

#

 
注意事項

・ AdvancedCopy Managerに登録されている情報を元に表示します。そのため、論理グループ内に登録されていないデバイスがあ

る場合や、登録後に構成を変更している場合には、正しい情報が表示されません。このような場合は、登録されていないデバイス

の登録や、構成変更したデバイスのデバイス情報取得／反映処理を再実行してください。

・ RDB-Name、Log-Group-Name、DB-Space-Nameは、以下の条件の場合に表示されます。

－ StorageサーバがSolarisサーバまたはLinuxサーバまたはWindowsサーバである

－ StorageサーバがSolarisサーバの場合、Symfoware Server Advanced Backup Controller 6.0以降がインストールされている

－ StorageサーバがLinuxサーバの場合、Symfoware Server Advanced Backup Controller V7.0以降がインストールされている

－ StorageサーバがWindowsサーバの場合、Symfoware Server Advanced Backup Controller V8.0以降がインストールされている

－ そのデバイスがETERNUS ディスクアレイ上に存在する

－ デバイス情報取得時に対象のRDB動作環境が動作している

・ 本コマンドはrootユーザーのみ実行可能です。

・ 製品インストール時に指定したロケールにて、実行してください。

・ 処理に時間がかかる場合は、処理完了までの間、.(ピリオド)を表示します。

10.3.11 stgxfwcmdisppat(パーティション情報表示コマンド)
 

名前

stgxfwcmdisppat － パーティション情報の表示

 
形式

/opt/FJSVswstf/bin/stgxfwcmdisppat -n サーバ名 -d デバイス名

 
機能説明

AdvancedCopy Managerで管理しているデバイスを構成するパーティションの情報を表示します。

本コマンドは、Storage管理サーバで実行する必要があります。

表示される情報は以下のとおりです。

なお、表中の“SDX”または“SDXオブジェクト”は、SafeDISKまたはPRIMECLUSTER Global Disk Services(以下、GDS)の用語です。

タイトル 説明

Partition Solarisサーバの場合

RAWデバイス名を表示します。

SDXオブジェクトのスライス単位の場合は、RAWデバイス名：c?t?d?の形式で表示します。
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タイトル 説明

Windowsサーバの場合

ETERNUS ディスクアレイ上に存在する場合、stgxfwcmdispdev(デバイス情報表示コマンド)の
Deviceと同じ内容を表示します。

ETERNUS ディスクアレイ上に存在しない場合、以下の形式で表示します。

MBRディスクの場合

S?p?
S?:シグネチャ(8桁の16進数)
p?:パーティション番号(*1)

GPTディスクの場合

G?p?
G?：ディスクのDiskId(32桁の16進文字列)
p?：パーティション番号(*1)

(*1)ディスク内のパーティションの順序番号です。パーティションとは、ディスクアドミニスト

レータにおける以下の内容を指します。

また、番号はディスクアドミニストレータ上の左から右に向かって数えた時の番号です。

- プライマリパーティションの場合は、当該パーティション全体

- 拡張パーティションの場合は、当該パーティション内の論理ドライブ

HP-UXサーバの場合

RAWデバイス名、または、LVM配下のボリュームグループ名を表示します。

Linuxサーバの場合

RAWデバイスを作成している場合はRAWデバイス名、作成していない場合はブロックデバイ

ス名を表示します。

スライス単位のSDXオブジェクトの場合は、以下のいずれかの形式で表示します。

詳細については、「1.5.2 PRIMECLUSTER GDSのSDXオブジェクト」を参照してください。

－ RAWデバイス名:sdxinfoのDEVNAMの値が指すudevデバイス名

－ RAWデバイス名:sdxinfoのDEVNAMの値

AIXサーバの場合

RAWデバイス名、または、LVM配下のボリュームグループ名を表示します。

Identifier Solarisサーバの場合

ブロックデバイス名を表示します。

SDXオブジェクトのスライス単位の場合は、ブロックデバイス名：c?t?d?の形式で表示します

Windowsサーバの場合

AdvancedCopy Managerが内部的に管理しているデバイス名を表示します。

stgxfwcmdispdev(デバイス情報表示コマンド)のDeviceと同じ内容を表示します。

HP-UXサーバの場合

ブロックデバイス名、または、LVM配下のボリュームグループ名を表示します。

Linuxサーバの場合

ブロックデバイス名を表示します。

スライス単位のSDXオブジェクトの場合は、以下のいずれかの形式で表示します。

詳細については、「1.5.2 PRIMECLUSTER GDSのSDXオブジェクト」を参照してください。

－ ブロックデバイス名:sdxinfoのDEVNAMの値が指すudevデバイス名

－ ブロックデバイス名:sdxinfoのDEVNAMの値
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タイトル 説明

AIXサーバの場合

ブロックデバイス名、または、LVM配下のボリュームグループ名を表示します。

Physical-Disk Solarisサーバ、HP-UXサーバ、Linuxサーバ、AIXサーバの場合

常に、“---”を表示します。

Windowsサーバの場合

物理ディスク名を表示します。

stgxfwcmdispdev(デバイス情報表示コマンド)のBlock-Deviceと同じ内容を表示します。

Disk-Type ETERNUS ディスクアレイ上に存在する場合、“GR”を表示します。

ETERNUS ディスクアレイ上に存在しない場合、“---”を表示します。

LU-Number ETERNUS ディスクアレイ上に存在する場合、論理ユニット番号を表示します。

ETERNUS ディスクアレイ上に存在しない場合、“---”を表示します。

 
オプション

-n サーバ名

情報を表示するデバイスを管理するサーバ名を指定します。

-d デバイス名

情報を表示するデバイス名を指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ サーバ(Srv1)のデバイスのパーティション情報を表示します。

# /opt/FJSVswstf/bin/stgxfwcmdisppat -n Srv1 -d /dev/sdl0

Partition Identifier Physical-Disk Disk-Type LU-Number

/dev/sdl0 /dev/sdl0  ---           GR        10

#

－

 
注意事項

・ 本コマンドはrootユーザーのみ実行可能です。

・ 製品インストール時に指定したロケールにて、実行してください。

・ 処理に時間がかかる場合は、処理完了までの間、.(ピリオド)を表示します。

10.3.12 stgenvdisp(環境情報表示コマンド)
 

名前

stgenvdisp － 環境情報の表示
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形式

/opt/FJSVswstf/bin/stgenvdisp [-n 業務の論理ノード名]

 
機能説明

AdvancedCopy Managerに設定されている環境の各値を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server type サーバ種別を表示します。

Management server：Storage管理サーバまたはStorage管理サーバ業務

Server：StorageサーバまたはStorageサーバ業務

Cluster system クラスタシステムの種類を表示します。

SafeCLUSTER or PRIMECLUSTER：SafeCLUSTERまたはPRIMECLUSTER
VERITAS Cluster Server：VERITAS Cluster Server
SafeCLUSTER：SafeCLUSTER
PRIMECLUSTER：PRIMECLUSTER
MC/ServiceGuard：MC/ServiceGuard
MSCS：MSCSまたはWSFC
HACMP：High Availability Cluster Multi-Processing
SunCLUSTER：SunCLUSTER

Node type ノード種別を表示します。

Primary：プライマリノード

Secondary：セカンダリノード

Node name 論理ノード名を表示します。

Local-Serviceの場合、ローカル業務であることを示します。

Service name 業務名を表示します。

Cluster name クラスタ名を表示します。

Mount point AdvancedCopy Manager共有データ用のマウントポイントを表示します。

Disk resource AdvancedCopy Manager共有データ用に使用した共有ディスクのリソース名を

表示します。

Drive AdvancedCopy Manager共有データ用に使用したドライブレターを表示します。

Volume group ボリュームグループ名を表示します。

Network name AdvancedCopy Managerで使用したネットワーク名を表示します。

External connection 外部接続用ネットワーク名を表示します。

Subnet mask サブネットマスクを表示します。

IP address resource IPアドレスリソースを表示します。

IP by cluster setup クラスタセットアップコマンドで指定した論理IPアドレスを表示します。

ただし、運用において、「Storage管理サーバ業務のIPアドレスの変更」または

「Storageサーバ業務のIPアドレスの変更」操作を実施している場合は、運用中

の論理IPアドレスではありませんので注意が必要です。

Manager IP address Storage管理サーバのIPアドレスを表示します。

ただし、「サーバの追加」操作を実施していない場合は、値に“????”が表示さ

れます。

Repository user リポジトリアクセスユーザーを表示します。
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タイトル 説明

DB log file Windows版のみ

DBログファイル格納先フォルダ名を表示します。

DB dictionary file Windows版のみ

DBディクショナリファイル格納先フォルダ名を表示します。

Repository database Windows版のみ

リポジトリデータベーススペース格納先フォルダ名を表示します。

DB file Solaris版の場合

DBファイルシステム用デバイス名またはディレクトリ名を表示します。

Linux版の場合

DBファイル用ディレクトリ名を表示します。

RDB dictionary Solaris版の場合

RDBディクショナリ用ローデバイス名を表示します。

Linux版の場合

RDBディクショナリ用ディレクトリ名を表示します。

RDB log file Solaris版の場合

RDBログファイル用ローデバイス名またはディレクトリ名を表示します。

Linux版の場合

RDBログファイル用ディレクトリ名を表示します。

Database space Solaris版の場合

リポジトリデータ格納DBスペース用ローデバイス名を表示します。

Linux版の場合

リポジトリデータ格納DBスペース用ディレクトリ名を表示します。

Database size Windows版、Linux版のみ

データベースサイズを表示します。

IP address for GUI GUI接続用IPアドレスを表示します。

Communication 通信サービス/デーモンのポート番号(servicesファイル内のサービス名：stgxfws)
を表示します。

クラスタ運用の場合は、業務用通信サービス／デーモンのポート番号(services
ファイル内のサービス名：stgxfws_論理ノード名)を表示します。

Remote access リモートアクセスサービス／デーモンのポート番号(servicesファイル内のサービ

ス名：rmiswstf)を表示します。

Exclusive control 排他制御サービス／デーモンのポート番号(servicesファイル内のサービス名：

semswstf)を表示します。

Authentication feature 認証機構サービス／デーモンのポート番号(servicesファイル内のサービス名：

smaclmgr)を表示します。

Repository Windows版、Solaris版のみ

リポジトリサービス／デーモンのポート番号(servicesファイル内のサービス

名：rdaswstf)を表示します。

Resource Type Solaris版、Linux版のみ

リソース種別を表示します。
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タイトル 説明

Procedure：プロシジャリソース

CmdLine：コマンドラインリソース

Network Resource Solaris版のみ

論理ホスト名リソースの名前または共有アドレスリソースの名前を表示しま

す。

Program install directory インストール時に指定したプログラムディレクトリを表示します。

Fixed configuration directory インストール時に指定した環境設定ディレクトリを表示します。

Modifying configuration directory インストール時に指定した作業用ディレクトリを表示します。

Version AdvancedCopy Managerのバージョンレベルを表示します。

Language AdvancedCopy Managerの言語種別を表示します。

JAPANESE：国内版

ENGLISH：海外版

Code Solaris版、Linux版のみ

インストール時に指定した文字コードを表示します。

 
オプション

-n 業務の論理ノード名

業務の論理ノード名（クラスタセットアップコマンドで指定した論理ノード名）を指定します。

クラスタ環境の場合

本オプションが指定された場合、指定された業務の情報のみ出力します。

本オプションが指定されていない場合、全業務の情報を出力します。

非クラスタ環境の場合

本オプションは指定できません。指定された場合は、swstf6001のメッセージを出力して処理を終了します。

本オプションが指定されていない場合、情報を出力します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 非クラスタ環境において情報を表示します。

[Storage管理サーバの場合]

# /opt/FJSVswstf/bin/stgenvdisp

  Server type            : Management server

  Manager IP address     : 10.10.10.10

  Repository user        : acm

  DB file                : /acmdb/dbfile

  RDB dictionary         : /acmdb/rdbdic

  RDB log file           : /acmdb/rdblog

  Database space         : /acmdb/dbsp

  Database size          : 65MB

  IP address for GUI     : 10.10.10.10

  Communication          : 1226

  Remote access          : 9851
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  Exclusive control      : 9852

  Authentication feature : 4660

-------------------------------------------------------------------------

  Version                : 14.1

  Language               : JAPANESE

  Code                   : EUC

  Program install directory          : /opt

  Fixed configuration directory      : /etc/opt

  Modifying configuration directory  : /var/opt

#

[Storageサーバの場合]

# /opt/FJSVswstf/bin/stgenvdisp

  Server type            : Server

  Manager IP address     : 10.10.10.10

  Communication          : 1226

-------------------------------------------------------------------------

  Version                : 14.1

  Language               : JAPANESE

  Program install directory          : /opt

  Fixed configuration directory      : /etc/opt

  Modifying configuration directory  : /var/opt

#

・ クラスタ環境(PRIMECLUSTER)において全業務の情報を表示します。

[Storage管理サーバの場合]

# /opt/FJSVswstf/bin/stgenvdisp

  Server type            : Management server

  Cluster system         : PRIMECLUSTER

  Node type              : Primary

  Node name              : nodemgr

  Service name           : manager_service

  Mount point            : /acmmgrdisk

  Resource Type          : Procedure

  IP by cluster setup    : 10.10.10.10

  Manager IP address     : 10.10.10.10

  Repository user        : acm

  DB file                : /ACMMnt/Vol202/DBFile

  RDB dictionary         : /ACMMnt/Vol203/DBDic

  RDB log file           : /ACMMnt/Vol204/DBLog

  Database space         : /ACMMnt/Vol205/DBSpa

  Database size          : 65MB

  IP address for GUI     : 10.10.10.10

  Communication          : 11000

  Remote access          : 9851

  Exclusive control      : 9852

  Authentication feature : 4660

-------------------------------------------------------------------------

  Server type            : Server

  Node name              : Local-Service

  Manager IP address     : 10.10.10.10

  Communication          : 1226

-------------------------------------------------------------------------

  Version                : 14.1

  Language               : JAPANESE

  Code                   : EUC

  Program install directory          : /opt

  Fixed configuration directory      : /etc/opt

  Modifying configuration directory  : /var/opt

#

[Storageサーバの場合]
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# /opt/FJSVswstf/bin/stgenvdisp

  Server type            : Server

  Cluster system         : PRIMECLUSTER

  Node type              : Primary

  Node name              : nodeagt1

  Service name           : agent_service1

  Mount point            : /acmagt1disk

  Resource Type          : CmdLine

  Manager IP address     : 10.10.10.10

  Communication          : 11000

-------------------------------------------------------------------------

  Server type            : Server

  Cluster system         : PRIMECLUSTER

  Node type              : Secondary

  Node name              : nodeagt2

  Service name           : agent_service2

  Mount point            : /acmagt2disk

  Resource Type          : CmdLine

  Manager IP address     : 10.10.10.10

  Communication          : 12000

-------------------------------------------------------------------------

  Server type            : Server

  Node name              : Local-Service

  Manager IP address     : 10.10.10.10

  Communication          : 1226

-------------------------------------------------------------------------

  Version                : 14.1

  Language               : JAPANESE

  Program install directory          : /opt

  Fixed configuration directory      : /etc/opt

  Modifying configuration directory  : /var/opt

#

 
注意事項

・ クラスタ運用の情報を出力する場合、運用中のノードにてコマンドを実行してください。待機ノードでは、一部の情報が表示されま

せん。また、業務停止中にクラスタ運用の情報を出力する場合、業務用のAdvancedCopy Manager共有データ用共有ディスクをマ

ウントしてからコマンドを実行してください。

・ 本コマンドをクラスタ環境で実行する場合、環境変数(SWSTGNODE)を設定する必要はありません。

・ 本コマンドはrootユーザーのみ実行可能です。

・ 何らかのエラーが発生し、情報を表示出来ない場合は、値に“????”が表示されます。

・ 出力項目は、サーバ種別(Storage管理サーバ／Storageサーバ)やクラスタ種別により出力されない場合もあります。

10.3.13 stgmgrinfoset(管理情報一括バックアップサーバ登録／削除コマンド)
 

名前

stgmgrinfoset － 管理情報一括バックアップ実行サーバの登録、削除と表示

 
形式

/opt/FJSVswstf/bin/stgmgrinfoset [-del | -d ディレクトリ名 -c Storage管理サーバのコード] 
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機能説明

本コマンドは、以下の3つの機能があります。

・ 管理情報一括バックアップ実行サーバ(stgmgrinfobkup（管理情報一括バックアップコマンド)を実行するサーバ)を登録します。

・ 管理情報一括バックアップ実行サーバを削除します。

・ 管理情報一括バックアップ実行サーバの情報を表示します。

 
オプション

指定なし

管理情報一括バックアップ実行サーバの情報を表示します。

-del

管理情報一括バックアップ実行サーバを削除します。

-d ディレクトリ名

バックアップデータを格納するディレクトリの絶対パスを指定します。

ディレクトリ名には、英数字、_(アンダースコア)のみ使用可能です。

-c Storage管理サーバのコード

Storage管理サーバをインストールしたときに指定したcodeを指定します。指定できる値は以下のとおりです。

EUCを指定した場合：EUC
SJISを指定した場合：SJIS
UTF-8(UNICODE)を指定した場合：UTF8

なお、Storage管理サーバがWindows版の場合、SJISを指定してください。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 管理情報一括バックアップ実行サーバを登録します。

# /opt/FJSVswstf/bin/stgmgrinfoset -d /stgbkupdata -c EUC

swstf3000 AdvancedCopy Managerの管理情報の一括バックアップを実行するサー

バを登録しました。

#

・ 管理情報一括バックアップ実行サーバを削除します。

# /opt/FJSVswstf/bin/stgmgrinfoset -del

swstf3001 AdvancedCopy Managerの管理情報の一括バックアップを実行するサー

バを削除しました。ディレクトリを削除してください。ディレクトリ=/stgbkupdata

#

・ 管理情報一括バックアップ実行サーバの情報を表示します。

# /opt/FJSVswstf/bin/stgmgrinfoset

Directory    : /stgbkupdata

Manager code : EUC

#
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注意事項

・ rootユーザーまたはAdministratorsグループに所属するアカウントのみ実行可能です。

・ バックアップデータを保管するディレクトリを変更する場合、-delオプションで削除した後、再度登録してください。

・ 1つのStorageサーバのみ管理情報一括バックアップ実行サーバとして登録してください。

・ 管理情報一括バックアップ実行サーバとして登録するStorageサーバがクラスタ運用の場合、環境変数SWSTGNODEに論理ノー

ド名を設定してください。

・ -dオプションに指定するディレクトリは、あらかじめ準備してください。

10.3.14 stgmgrinfobkup(管理情報一括バックアップコマンド)
 

名前

stgmgrinfobkup －Storageサーバ、Storage管理サーバの管理情報のバックアップ

 
形式

/opt/FJSVswstf/bin/stgmgrinfobkup [-n サーバ名] [-t バックアップ種別] 

 
機能説明

Storageサーバ、Storage管理サーバの管理情報をバックアップします。

 
オプション

-n Server-Name

指定されたサーバのバックアップを実施します。

指定がない場合、全Storageサーバ(Storage管理サーバも含む)のバックアップを実施します。

-t バックアップ種別

バックアップするデータの種別を指定します。指定できる値は以下のとおりです。一度に複数の値を指定することはできません。

DBData：データベースのバックアップ

RegiData：レジストリのバックアップ

MgrInfoData：管理情報一括バックアップのポリシーファイルのバックアップ

AuthData：認証管理簿のバックアップ

BkupData：バックアップ管理のバックアップ

ReplData：レプリケーション管理のバックアップ

TapeData：テープバックアップ管理のバックアップ

指定がない場合、ポリシーファイルの設定に従ってバックアップを実施します。

ポリシーファイルの詳細については、「9.1.2.1 事前準備」を参照してください。

 
終了ステータス

=0:正常終了

>0:異常終了
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使用例

・ ポリシーファイルの設定に従って全てのStorageサーバのバックアップを実施します。

# /opt/FJSVswstf/bin/stgmgrinfobkup

swstf3014 管理情報のバックアップを開始します。開始時間=04/07/02 11:00:00, サーバ名=acm01

swstf3020 管理情報のバックアップは正常に終了しました。終了時間=04/07/02 11:02:00, サーバ名=acm01

swstf3014 管理情報のバックアップを開始します。開始時間=04/07/02 11:02:00, サーバ名=acm02

swstf3020 管理情報のバックアップは正常に終了しました。終了時間=04/07/02 11:05:00, サーバ名=acm02

swstf3021 全てのサーバで管理情報のバックアップは正常終了しました。

#

・ ポリシーファイルの設定に従ってStorageサーバ(acm01)のバックアップを実施します。

# /opt/FJSVswstf/bin/stgmgrinfobkup -n acm01

swstf3014 管理情報のバックアップを開始します。開始時間=04/07/02 11:00:00, サーバ名=acm01

swstf3020 管理情報のバックアップは正常に終了しました。終了時間=04/07/02 11:02:00, サーバ名=acm01

swstf3021 全てのサーバで管理情報のバックアップは正常終了しました。

#

・ 全Storageサーバのレジストリのバックアップを実施します。

# /opt/FJSVswstf/bin/stgmgrinfobkup -t RegiData

swstf3014 管理情報のバックアップを開始します。開始時間=04/07/02 11:00:00, サーバ名=acm01

swstf3020 管理情報のバックアップは正常に終了しました。終了時間=04/07/02 11:02:00, サーバ名=acm01

swstf3014 管理情報のバックアップを開始します。開始時間=04/07/02 11:02:00, サーバ名=acm02

swstf3020 管理情報のバックアップは正常に終了しました。終了時間=04/07/02 11:05:00, サーバ名=acm02

swstf3021 全てのサーバで管理情報のバックアップは正常終了しました。

#

・ Storageサーバ(acm01)のバックアップ管理のバックアップを実施します。

# /opt/FJSVswstf/bin/stgmgrinfobkup -n acm01 -t BkupData

swstf3014 管理情報のバックアップを開始します。開始時間=04/07/02 11:00:00, サーバ名=acm01

swstf3020 管理情報のバックアップは正常に終了しました。終了時間=04/07/02 11:02:00, サーバ名=acm01

swstf3021 全てのサーバで管理情報のバックアップは正常終了しました。

#

 
注意事項

・ rootユーザーまたはAdministratorsグループに所属するアカウントのみ実行可能です。

・ 本コマンドが出力する情報(正常終了メッセージやエラーメッセージ)を必ず確認してください。

・ 管理情報一括バックアップ実行サーバでのみ実行可能です。

・ 管理情報一括バックアップ実行サーバがクラスタ運用の場合、環境変数SWSTGNODEに論理ノード名を設定してください。

・ 本コマンド実行中は、AdvancedCopy Managerの他のコマンドやGUI操作を実施しないでください。また、AdvancedCopy Manager
の他のコマンドやGUI操作中に本コマンドを実行しないでください。

・ 本コマンドを同時に複数実行しないでください。

・ バックアップデータをテープ等に退避する場合は、バックアップデータ格納ディレクトリ配下のファイルとディレクトリを全て退避して

ください。

・ レジストリのバックアップは、-tオプションにRegiDataを指定した場合のみバックアップします。-tオプションを指定しない場合、レジ

ストリのバックアップは実施されません。

・ 管理情報一括バックアップのポリシーファイルのバックアップは、-tオプションにMgrInfoDataを指定した場合のみバックアップしま

す。-tオプションを指定しない場合、管理情報一括バックアップのポリシーファイルのバックアップは実施されません。また、-nオプ

ションには管理情報一括バックアップ実行サーバのサーバ名を指定してください。

・ Softek AdvancedCopy Manager 10.4(V10.0L50)以前のバージョンのStorageサーバの管理情報は、バックアップできません。
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10.3.15 stgmgrinfodisp(管理情報一括バックアップ状況表示コマンド)
 

名前

stgmgrinfodisp － 管理情報一括バックアップの実施状況表示

 
形式

/opt/FJSVswstf/bin/stgmgrinfodisp [-n サーバ名]

 
機能説明

stgmgrinfobkup(管理情報一括バックアップコマンド)の実施状況を表示します。

管理情報一括バックアップコマンドによるバックアップを実施していない場合、管理情報一括バックアップコマンドがエラー終了した場

合は、データは出力されません。

表示される情報は以下のとおりです。

タイトル 説明

Server サーバ名

RegiData レジストリを管理情報一括バックアップコマンドでバックアップした日時(管理情報一括バックアッ

プコマンド実行日時)

yy/mm/dd hh:mm:ss

DBData データベースを管理情報一括バックアップコマンドでバックアップした日時(管理情報一括バッ

クアップコマンド実行日時)

yy/mm/dd hh:mm:ss

AuthData 認証管理簿を管理情報一括バックアップコマンドでバックアップした日時(管理情報一括バック

アップコマンド実行日時)

yy/mm/dd hh:mm:ss

BkupData バックアップ管理を管理情報一括バックアップコマンドでバックアップした日時(管理情報一括

バックアップコマンド実行日時)

yy/mm/dd hh:mm:ss

ReplData レプリケーション管理を管理情報一括バックアップコマンドでバックアップした日時(管理情報一

括バックアップコマンド実行日時)

yy/mm/dd hh:mm:ss

MgrInfoData 管理情報一括バックアップのポリシーファイルを管理情報一括バックアップコマンドでバックアッ

プした日時(管理情報一括バックアップコマンド実行日時)

yy/mm/dd hh:mm:ss

TapeData テープバックアップ管理を管理情報一括バックアップコマンドでバックアップした日時(管理情報

一括バックアップコマンド実行日時)

yy/mm/dd hh:mm:ss

 
オプション

-n Server-Name

情報を表示するサーバ名を指定します。

省略した場合、stgmgrinfobkup(管理情報一括バックアップコマンド)を実施したStorageサーバのバックアップの実施状況を出力し

ます。

- 318 -



 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 全Storageサーバの情報を出力します。

# /opt/FJSVswstf/bin/stgmgrinfodisp

Server:         acm01

   DBData:      04/08/02 16:11:26

   AuthData:    04/08/02 16:32:00

   RegiData:    04/08/01 09:00:00

   ReplData:    04/08/02 16:32:22

Server:         acm02

   RegiData:    04/08/01 09:00:00

   BkupData:    04/08/03 16:00:00

Server:         tape

   RegiData:    05/08/01 09:00:00

   TapeData:    05/08/03 16:00:00

#

・ Storageサーバ(acm01)の情報を出力します。

# /opt/FJSVswstf/bin/stgmgrinfodisp -n acm01

Server:         acm01

   DBData:      04/08/02 16:11:26

   AuthData:    04/08/02 16:32:00

   RegiData:    04/08/01 09:00:00

   ReplData:    04/08/02 16:32:22

#

 
注意事項

・ rootユーザーまたはAdministratorsグループに所属するアカウントのみ実行可能です。

・ 管理情報一括バックアップ実行サーバでのみ実行可能です。

・ 管理情報一括バックアップ実行サーバがクラスタ運用の場合、環境変数SWSTGNODEに論理ノード名を設定してください。

10.3.16 stgxfwcmsetsdx(SDXオブジェクト運用単位設定コマンド)
 

名前

stgxfwcmsetsdx －SDXオブジェクトの運用単位の設定

 
形式

/opt/FJSVswstf/bin/stgxfwcmsetsdx [-slice | -volume ]

 
機能説明

AdvancedCopy Managerで扱うSDXオブジェクトの運用単位(「4.8.1 SDXオブジェクト運用単位」を参照)を設定します。

また、現在のSDXオブジェクトの運用単位を表示します。
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表示形式は、『管理単位 (SWSTGNODE=設定値)』になります。

管理単位 － スライス単位の場合は、Slice
論理ボリューム単位の場合は、Volume
設定値 － 環境変数SWSTGNODEが設定されている場合には、その設定値

環境変数SWSTGNODEが設定されていない場合には、null

 
オプション

指定なし

現在のSDXオブジェクト管理単位を表示します。

-slice

AdvancedCopy Managerで扱うSDXオブジェクトの管理単位を、スライス単位に設定します。

-volume

AdvancedCopy Managerで扱うSDXオブジェクトの管理単位を、論理ボリューム単位に設定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storage管理サーバ業務(論理ノード名:aserv)のSDXオブジェクト単位をスライス単位に設定します。

# SWSTGNODE=aserv; export SWSTGNODE

# /opt/FJSVswstf/bin/stgxfwcmsetsdx -slice

stgxfwcmsetsdx completed (SWSTGNODE=aserv)

・ 非クラスタ環境での現在のSDXオブジェクト管理単位を表示します。

# /opt/FJSVswstf/bin/stgxfwcmsetsdx

Volume (SWSTGNODE=null)

#

 
注意事項

・ 本コマンドはrootユーザーのみ実行可能です。

・ クラスタ運用時は、Storageサーバ業務毎に設定を行います。

10.3.17 stgxfwcmsetmode(情報取得モード設定コマンド)
 

名前

stgxfwcmsetmode －情報取得モードの設定と表示

 
形式

/opt/FJSVswstf/bin/stgxfwcmsetmode -udev {on | off | disp}

/opt/FJSVswstf/bin/stgxfwcmsetmode -udev_gds {on | off | disp}
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機能説明

サーバで取得する情報の取得モードを設定します。また、現在設定されている取得モードを表示します。

 
オプション

-udev {on | off | disp}

通常デバイスについて、udevで生成されたデバイスを使用するかを設定します。指定できる値は以下のとおりです。

on：udevで生成されたデバイスを使用します。

off：udevで生成されたデバイスを使用しません。

disp：udevで生成されたデバイスの使用可否の設定状況を確認します。

disp指定時の出力情報

udev：on udevで生成されたデバイスを使用します。

udev：off udevで生成されたデバイスを使用しません。

-udev_gds {on | off | disp}

PRIMECLUSTER GDSのSDXオブジェクト（スライス単位の運用時のみ）について、udevで生成されたデバイスを使用するかを設

定します。指定できる値は以下のとおりです。

on：udevで生成されたデバイスを使用します。

off：udevで生成されたデバイスを使用しません。

disp：udevで生成されたデバイスの使用可否の設定状況を確認します。

disp指定時の出力情報

udev：on udevで生成されたデバイスを使用します。

udev：off udevで生成されたデバイスを使用しません。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ udevで生成されたデバイスを使用しないように設定します。

# /opt/FJSVswstf/bin/stgxfwcmsetmode -udev off

stgxfwcmsetmode completed (SWSTGNODE=nodemgr)

#

・ udevで生成されたデバイスの使用可否の設定状況を確認します。

# /opt/FJSVswstf/bin/stgxfwcmsetmode -udev disp

udev : on (SWSTGNODE=null)

#

 
注意事項

・ 管理しているデバイス情報が存在している状態で、本コマンドを使用して設定を変更した場合、その後のデバイス情報取得/反映

時に、デバイス情報が変更されたと通知される可能性があります。そのため、設定を変更する前に、バックアップ管理やレプリケー

ション管理の定義情報を削除しておく必要があります。

・ Symfowareと連携したバックアップ運用において、Symfowareのデータベーススペースの定義時にudev名を意識して利用する場

合には、“udevで生成されたデバイスを使用しない”の設定はしないでください。設定に誤りがあると、Symfoware関連情報を正しく

取得できなくなる可能性があります。
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・ udevパッケージが導入されていない環境で実行した場合には、本コマンドはエラーとなります。

10.4 レプリケーション管理のコマンド

本節では、レプリケーション管理のコマンドによる操作について説明しています。

 

 注意

レプリケーション管理のすべてのコマンドはrootユーザーのみが実行可能です。

その他のユーザーでコマンド実行した場合は、「swst0601」のメッセージを出力しエラー終了します。

 

 注意

コマンド実行時の動作環境

コマンドを実行する際に必要となる動作環境は下表のとおりです。

表10.16 レプリケーション管理のコマンド実行時の動作環境

コマンド名 AdvancedCopy Managerの動作環境

swsrpcancel Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

StorageサーバがWindowsかつEC運用の場合は複写先Storageサーバのデーモン／サービ

スが動作していなければならない(-mオプション、-tオプションを指定する場合を除く)。
EC等価状態のサーバ間レプリケーションの場合は相手サーバが動作していなければならない

(-mオプションを指定する場合を除く)。

swsrpchsync Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

swsrpdelvol Storageサーバで実行する場合、Storage管理サーバのデーモン／サービスが動作していな

ければならない。

Storage管理サーバで-hオプションを指定してコマンドを実行する場合、Storage管理サーバ

のデーモン／サービスおよび処理対象Storageサーバのデーモン／サービスが動作していな

ければならない。

サーバ間レプリケーションの場合は通信先Storageサーバのサービス・デーモンが動作してい

なければならない(-dオプションを指定する場合を除く)。

swsrprecbuffstat Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

swsrprecbuffset Storageサーバで実行する場合、Storage管理サーバのデーモン／サービスが動作していな

ければならない。

Storage管理サーバで-hオプションを指定してコマンドを実行する場合、Storage管理サーバ

のデーモン／サービスおよび処理対象Storageサーバのデーモン／サービスが動作していな

ければならない。

swsrpmake Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

StorageサーバがWindowsかつサーバ内レプリケーションかつEC運用の場合はStorageサー

バのデーモン／サービスが動作していなければならない。

サーバ間レプリケーションの場合は通信先Storageサーバのデーモン／サービスが動作して

いなければならない(-mオプション、-tオプションを指定する場合を除く)。

swsrprecoverres Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

StorageサーバがWindowsの場合はStorageサーバのデーモン／サービスが動作していなけ

ればならない。
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コマンド名 AdvancedCopy Managerの動作環境

-rオプションを指定する場合は、Storage管理サーバのデーモン／サービスが動作していなけ

ればならない。

swsrprevsync Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

swsrpsetvol Storageサーバで実行する場合、Storage管理サーバのデーモン／サービスが動作していな

ければならない。

Storage管理サーバで-hオプションを指定してコマンドを実行する場合、Storage管理サーバ

のデーモン／サービスおよび処理対象Storageサーバのデーモン／サービスが動作していな

ければならない。

サーバ間レプリケーションの場合は通信先Storageサーバのサービス・デーモンが動作してい

なければならない。

swsrpstartsync Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

StorageサーバがWindowsの場合はStorageサーバのデーモン／サービスが動作していなけ

ればならない。

サーバ間レプリケーションの場合は相手サーバが動作していなければならない(-mオプショ

ンを指定する場合を除く)。

swsrpstat Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

swsrpvolinfo Storage管理サーバで-hオプションを指定してコマンドを実行する場合は、Storage管理サー

バおよび処理対象Storageサーバのデーモン／サービスが動作していなければならない。

 

 注意

クラスタ運用の場合

クラスタ運用におけるコマンドは、次の手順で実行します。

1. 必要に応じて、環境変数SWSTGNODEに該当業務の論理ノード名を設定します。環境変数の設定方法は以下のとおりで

す。

# SWSTGNODE=論理ノード名

# export SWSTGNODE

2. コマンドを実行します。

クラスタ運用におけるコマンドと、環境変数設定の要否およびコマンドを実行するノードは下表のとおりです。コマンドを実行する際

の注意事項等は備考欄に記述しています。

表10.17 クラスタ運用時のコマンド

コマンド 環境変数の要否 コマンド実行ノード 備考

swsrpsetvol 必要 業務稼働ノード －

swsrpvolinfo 必要 業務稼働ノード －

swsrpdelvol 必要 業務稼働ノード －

swsrprecbuffstat 必要 業務稼働ノード －

swsrprecbuffset 必要 業務稼働ノード －

swsrpstartsync 必要 業務稼働ノード －

swsrpmake 必要 業務稼働ノード －

swsrpstat 必要 業務稼働ノード －

swsrpcancel 必要 業務稼働ノード －
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コマンド 環境変数の要否 コマンド実行ノード 備考

swsrpchsync 必要 業務稼働ノード －

swsrprevsync 必要 業務稼働ノード －

swsrprecoverres 必要 業務稼働ノード －

10.4.1 環境定義系コマンド

レプリケーション管理の環境定義系コマンドについて説明します。

10.4.1.1 swsrpsetvol(複製ボリューム情報設定コマンド)
 

名前

swsrpsetvol － 複製ボリュームの設定

 
形式

サーバ内レプリケーションの場合

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpsetvol [-n] [-u] [-Xgroup Group-Name] [-Xvtoc] Original-Volume-Name Replica-Volume-Name

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpsetvol -h Server-Name [-n] [-u] [-Xgroup Group-Name] [-Xvtoc] Original-Volume-Name Replica-

Volume-Name

サーバ間レプリケーションの場合

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpsetvol [-n] [-u] -o (ORG|REP|BOTH) [-Xgroup Group-Name] [-Xvtoc] Original-Volume-Name 

Replica-Volume-Name

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpsetvol -h Server-Name [-n] [-u] -o (ORG|REP|BOTH) [-Xgroup Group-Name] [-Xvtoc] Original-

Volume-Name Replica-Volume-Name

 
機能説明

レプリケーション運用で使用する複製元ボリューム／複製先ボリュームを設定します。

本コマンドを実行することで指定した複製ボリュームを使ってレプリケーション運用を行うことを宣言します。

 
オプション

-h Server-Name

レプリケーション運用を行うStorageサーバ名を指定します。本オプションはStorage管理サーバでのみ有効です。

省略した場合は、コマンドを投入したStorageサーバが処理対象となります。

-u

コピー方向を指定します。

本オプションを指定すると、複製元ボリュームから複製先ボリュームへの一方向コピーのみを行い、複製先ボリュームから複製元ボ

リュームへのコピーは禁止されます。

本オプションを指定しない場合は、複製元／複製先ボリューム間の双方向のコピーが実施可能です。
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-o (ORG|REP|BOTH)

操作サーバを指定します。

オペランドには以下のいずれかを指定します。

ORG：複製元サーバを操作サーバに設定します。

REP：複製先サーバを操作サーバに設定します。

BOTH：複製元サーバと複製先サーバの両方を操作サーバに設定します。

操作サーバに指定されなかったサーバでは、複製ボリュームに対して以下のコマンドのみが実行可能です。

－ swsrpvolinfo(複製ボリューム情報表示コマンド)

－ swsrpstat(運用状況表示コマンド)

－ swsrpcancel(複製解除コマンド)(強制停止オプションが必要)

オペランドにBOTHを指定した場合は、複製元サーバおよび複製先サーバのどちらでも全てのコマンドを実行できます。なお、BOTH
オプションは両サーバのバージョンが11.0/V11.0L10以降の場合に使用することができます。

本オプションは、サーバ間レプリケーションの場合のみ有効です。

-n

本オプションを指定しない場合、複製元／複製先ボリュームのサイズが異なる場合は、複製ボリューム情報の設定はできません。

本オプションを指定すると、複製元／複製先ボリュームのボリュームサイズのチェックをしないことを指定します。異種OS間のレプリ

ケーションなど、ボリュームサイズが一致しない場合に使用してください。

複製元／複製先ボリュームのボリュームサイズが異なる場合のコピーは以下のように実施されます。

コピー開始アドレスは、複製先ボリュームの先頭セクタです。

コピーデータサイズは、小さい方のボリュームサイズです。

したがって、複製先ボリュームのサイズは複製元ボリュームのサイズ以上になるようにしてください。

また、本オプションは、SDXオブジェクトの論理ボリュームの場合(GDS Snapshot連携機能)には、使用できません。

-Xgroup Group-Name

グループに登録することを指定します。

指定したグループが存在しない場合、新規にグループが作成されます。それ以外の場合は既存のグループに指定した複製元／

複製先ボリュームを追加します。

グループ名に使用できる文字は半角の英数字、-(マイナス)、_(アンダースコア)、#、.(ピリオド)です。また、先頭は半角英数字であ

る必要があります。文字数は、64文字までです。

-Xvtoc

本オプションを指定しない場合、Solaris上にあるVTOCを含むスライスを複製元／複製先ボリュームに設定することはできません。

本オプションを指定すると、複製元／複製先ボリュームのVTOCを含むか含まないかのチェックを回避できます。

本オプションは、以下のボリュームを複製元／複製先ボリュームに設定する場合に指定します。

－ Solaris上にある、VTOCラベル付きディスクのVTOCを含むスライス

－ Solaris上にある、VTOCラベル付きディスクのディスク全体を表す2番目のスライス

本オプションは、上記以外のボリュームに指定された場合は無視されます。

 
オペランド

Original-Volume-Name

複製元ボリューム名を指定します。

他サーバのボリューム名は、「ボリューム名＠Storageサーバ名」の形式で指定します。

Replica-Volume-Name

複製先ボリューム名を指定します。

他サーバのボリューム名は、「ボリューム名＠Storageサーバ名」の形式で指定します。
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終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storageサーバ:SRC-SVの論理ボリューム/dev/dsb3を複製元ボリューム、Storageサーバ:TARG-SVの論理ボリューム:/dev/dsb3を複

製先ボリュームとして複製ボリューム情報を設定します。また、コピー方向を一方向コピー、操作サーバを複製元サーバ(SRC-SV)
とします。以下の例は、SRC-SVから実行した場合の例です。

# /opt/FJSVswsrp/bin/swsrpsetvol -u -o ORG /dev/sdb3 /dev/sdb3@TARG-SV

swsrpsetvol completed

#

・ 同じ設定をTARG-SVから行う場合は、以下のようになります(ボリューム名の指定に注意してください)。

# /opt/FJSVswsrp/bin/swsrpsetvol -u -o ORG /dev/sdb3@SRC-SV /dev/sdb3

swsrpsetvol completed 

#

 
注意事項

・ 次のような場合は、複製ボリューム情報の設定ができません。

－ 既に複製ボリューム情報が設定済みであるとき。

－ 指定した複製元ボリュームと複製先ボリュームが、それぞれ、複製先ボリュームと複製元ボリュームとして設定されているとき。

－ 複製元／複製先ボリュームのサイズが異なるが、nオプションが指定されていないとき。

－ 指定された2つのボリュームと同一の筐体情報(筐体識別子、OLU番号、EXTENT開始位置、EXTENTサイズ)をもつ2つのボ

リュームが既に複製ボリュームとして設定されているとき。

－ 複製先ボリュームがバックアップ管理機能のバックアップボリュームに登録されているとき。

－ 双方向コピーを実施することを複製ボリュームの属性として指定した場合に、複製元ボリュームがバックアップ管理機能のバッ

クアップボリュームに登録されているとき。

－ 指定した複製先／複製元ボリュームが他サーバのボリュームであるとき(少なくとも一方は自サーバのボリュームである必要が

あります)。

－ 複製元／複製先ボリュームが別のETERNUS ディスクアレイに存在している場合、ETERNUS ディスクアレイのリモートコピー

機能が適切に設定されていないとき。

－ Storage管理サーバとの通信に失敗したとき。

－ サーバ間レプリケーションの場合、相手サーバとの通信に失敗したとき。

・ ボリュームの物理情報(パーティションサイズ、ドライブ文字、ETERNUS ディスクアレイの筐体情報)をOS管理ツール(fdiskコマンド

等)やETERNUS ディスクアレイが提供するETERNUS Web GUI、GDSなどの機能を用いて変更した場合、変更したボリュームに

関連する設定済みの複製ボリューム情報を以下の手順で再設定する必要があります。

1. swsrpdelvol(複製ボリューム情報削除コマンド)で複製ボリューム情報を削除します。

2. GUIクライアントで「全デバイスの情報取得/反映」を行います。または、Storage管理サーバでstgxfwcmsetdev(デバイス情報取得

／反映コマンド)を実行します。

3. swsrpsetvol(複製ボリューム情報設定コマンド)で複製ボリューム情報を再設定します。

・ 複製作成後、複製先ボリュームをマウントして使用する場合は、複製先ボリュームのサイズは複製元ボリュームのサイズとバイト単

位まで一致している必要があります。複製先ボリュームを使用しない場合(複製データが必要な際は、複製元ボリュームにいったん

リストアした後、使用する場合など)は、複製先ボリュームのサイズは、複製元ボリュームのサイズより大きくても構いません。
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・ 次のような場合、グループの設定を行うことができません。

－ グループの構成条件を満たしていないとき。

－ サーバ間レプリケーションにおいて、両サーバのバージョンが13.0以降でないとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swsrpstartsync(複製開始コマンド)

－ swsrpmake(複製作成コマンド)

－ swsrpcancel(複製解除コマンド)

－ swsrpchsync(同期処理モード変更コマンド)

－ swsrprevsync(同期処理反転コマンド)

－ swsrprecoverres(資源整合コマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」、「11.1.6 SDXオブジェクト運用の注意(レプリケーション管理)」を参照してくださ

い。

10.4.1.2 swsrpvolinfo(複製ボリューム情報表示コマンド)
 

名前

swsrpsetvolinfo － 複製ボリューム情報の表示

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpvolinfo [-L] [Original-Volumue-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpvolinfo -h Server-Name [-L] [Original-Volume-Name]

 
機能説明

swsrpsetvol(複製ボリューム情報設定コマンド)で登録した複製ボリューム情報を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Original-Volume 複製元ボリューム名を表示します。

Size ボリュームサイズを表示します。

Replica-Volume 複製先ボリューム名を表示します。

Copy コピー方向を表示します。

uni-direction：複製元から複製先への一方向コピーのみ可能です。

bi-direction：双方向コピーが可能です。

Op-Server 複製ボリューム(ペア)の操作サーバを表示します。
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タイトル 説明

original：複製元サーバが操作サーバです。

replica：複製先サーバが操作サーバです。

both：複製元サーバおよび複製先サーバが操作サーバです。

Group
[-Lオプション指定時のみ]

グループ名を表示します。

グループに登録されていない場合は“----”を表示します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

-L

拡張形式で表示することを指定します。

本オプション指定時に表示される項目については実行例の表を参照してください。

なお、将来のバージョンにて提供される新機能に対応して、本オプション指定時に表示される項目が追加される可能性があります。

 
オペランド

Original-Volume-Name

複製元ボリューム名を指定します。

他サーバのボリューム名は、「ボリューム名＠Storageサーバ名」の形式で指定します。

指定された複製元ボリュームに関する全ての複製ボリューム情報を表示します。

本オペランドを省略した場合は、本コマンドを実行したStorageサーバに関する全ての複製ボリューム情報を表示します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storage管理サーバからStorageサーバ:SRC-SVへ全複製ボリューム情報を表示するよう指示します。

# /opt/FJSVswsrp/bin/swsrpvolinfo -h SRC-SV

Server Original-Volume  Size        Replica-Volume    Size        Copy          Op-Server

SRC-SV /dev/sdb3@SRC-SV    4.0Gbyte /dev/sdb3@TARG-SV    4.0Gbyte uni-direction original

SRC-SV /dev/sdc3@SRC-SV    4.0Gbyte /dev/sdc3@TARG-SV    5.0Gbyte bi-direction  original

SRC-SV /dev/sdd3@SRC-SV    9.1Gbyte /dev/sdd3@TARG-SV    9.1Gbyte bi-direction  replica

SRC-SV /dev/sde3@SRC-SV    7.5Gbyte /dev/sde3@TARG-SV    7.5Gbyte bi-direction  both

#

 
注意事項

・ 次のような場合は、複製ボリューム情報を表示できません。

－ 指定したボリュームが複製元ボリュームとして設定されていないとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrprecoverres(資源整合コマンド)
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10.4.1.3 swsrpdelvol(複製ボリューム情報削除コマンド)
 

名前

swsrpdelvol － 複製ボリューム情報の削除

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpdelvol [-e] [-d] Original-Volume-Name Replica-Volume-Name

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpdelvol -h Server-Name [-e] [-d] Original-Volume-Name Replica-Volume-Name

 
機能説明

設定されている複製ボリューム情報を削除します。

削除する複製ボリュームでコピー処理が実行されている場合は、コピー処理を停止した後、本コマンドを実行してください。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

-e

緊急操作モードで動作します。

アドバンスト・コピーの実行状態確認を行わずに複製ボリューム情報を削除することを指定します。このオプションは、アドバンスト・

コピーが実行されていないことが明らかな場合のみ使用してください。

GDS Snapshot連携機能を使用している場合、SDXオブジェクトのマスタ・プロキシ関係が解除されていることを確認せずに複製ボ

リューム情報を削除します。

-d

サーバ間レプリケーションで、相手サーバとの通信を行わないことを指定します。

本オプションを指定した場合、相手サーバと通信を行わず複製ボリューム情報の削除を行います。

相手サーバの復旧が見込めない場合のみ使用してください。

本オプションはサーバ間レプリケーションの場合のみ有効です。

本オプションは非操作サーバでも使用できます。

 
オペランド

Original-Volume-Name

複製元ボリューム名を指定します。

他サーバのボリューム名は、「ボリューム名＠Storageサーバ名」の形式で指定します。

Replica-Volume-Name

複製先ボリューム名を指定します。

他サーバのボリューム名は、「ボリューム名＠Storageサーバ名」の形式で指定します。

 
終了ステータス

=0:正常終了
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>0:異常終了

 
使用例

・ Storageサーバ:SRC-SV上で複製ボリューム情報を削除します。

# /opt/FJSVswsrp/bin/swsrpdelvol /dev/sdb3 /dev/sdb3@TARG-SV

swsrpdelvol completed

#

 
注意事項

・ 次のような場合は、複製ボリューム情報を削除できません。

－ 指定した複製元／複製先ボリュームが複製ボリュームとして設定されていないとき。

－ 複製ボリューム間でコピー処理(同期処理、スナップショット処理)が実施されているとき。

－ サーバ間レプリケーションの場合、コマンドを実行したStorageサーバがその複製ボリュームの操作サーバでなかったとき。

－ Storage管理サーバとの通信に失敗したとき。

－ サーバ間レプリケーションの場合、相手サーバとの通信に失敗したとき。

－ 緊急操作モードで実行した場合、OPCのセション確認およびセションキャンセルは行われません。エラーサスペンド状態やhalt
状態になっているOPCセションが存在していた場合は、管理されないセションが残るため、ETERNUS Web GUI、GDSを使用

してセションをキャンセルする必要があります。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swsrpstartsync(複製開始コマンド)

－ swsrpmake(複製作成コマンド)

－ swsrpcancel(複製解除コマンド)

－ swsrpchsync(同期処理モード変更コマンド)

－ swsrprevsync(同期処理反転コマンド)

－ swsrprecoverres(資源整合コマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」、「11.1.6 SDXオブジェクト運用の注意(レプリケーション管理)」を参照してくださ

い。

10.4.1.4 swsrprecbuffstat(REC転送バッファ情報表示コマンド)
 

名前

swsrprecbuffstat － 転送バッファ情報の表示

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrprecbuffstat [-Xaltpath] Volume-Name
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Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrprecbuffstat -h Server-Name [-Xaltpath] Volume-Name

 
機能説明

RECをConsistencyモードで行う際にETERNUS ディスクアレイが使用する転送バッファの情報を表示します。

表示される情報は以下のとおりです。

タイトル 説明

BoxID コマンドを実行したサーバに接続されている筐体の筐体識別子を表示します。

ID 転送バッファのIDを表示します。

Use 転送バッファの属性(用途)を表示します。

SEND：送信用

RECV：受信用

Rate 転送バッファの使用率をパーセントで表示します。

送信用の場合

転送バッファの使用率をパーセントで表示します。非同期ConsistencyモードのRECを行って

いない場合でも、"0%"になることはありません。

受信用の場合

常に“0%”を表示します。

転送バッファが使用できない状態のときは、“----”を表示します。

RemoteBoxID リモートコピーを行う筐体の筐体識別子を表示します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

-Xaltpath

情報を表示したい筐体上にあるデバイス名を指定します。

複製ボリュームがSDXオブジェクトで、論理ボリューム単位に運用している場合は、オペランドに次の形式で代替パスを指定しま

す。

/dev/sfdsk/(クラス名)/dsk/(ボリューム名)：(sdxinfoのDEVNAMの値)

または、

/dev/sfdsk/(クラス名)/dsk/(ボリューム名)：(sdxinfoのDEVNAMの値のby-id名)

または、

/dev/sfdsk/(クラス名)/dsk/(ボリューム名)：(sdxinfoのDEVNAMの値のby-path名)

 
オペランド

Volume-Name

複製ボリュームとして登録しているボリューム名を指定します。

コマンドを実行するStorageサーバに接続されているボリュームのみが指定できます。

複製ボリュームがSDXオブジェクトで、論理ボリューム単位に運用している場合は、-Xaltpathオプションを使用して、代替パスを指

定する必要があります。
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終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storageサーバ:Srv1でサーバ内レプリケーションを行っている環境で、複製元ボリューム／複製先ボリュームのRECで利用される

転送バッファの情報を表示します。

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sda1@Srv1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  SEND 25%  BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sdb1@Srv1

BoxID = BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

ID Use  Rate RemoteBoxID

1  RECV 0%   AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

#

・ Storageサーバ:Srv1とStorageサーバ:Srv2の間でサーバ間のレプリケーションを行っている環境で、複製元ボリューム／複製先ボ

リュームのRECで利用される転送バッファの情報を表示します。

[Storageサーバ:Srv1で実行]

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sda1@Srv1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  SEND 25%  BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

2  RECV 0%   BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

#

[Storageサーバ:Srv2で実行]

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sdk1@Srv2

BoxID = BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

ID Use  Rate RemoteBoxID

1  RECV 0%   AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

2  SEND 12%  AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

#

・ Storageサーバ:Srv1とStorageサーバ:Srv2の間でサーバ間のレプリケーションを行っている環境で、複製元ボリュームが存在する筐

体が複数の筐体とリモートコピーの設定が行われている場合。

[Storageサーバ:Srv1で実行]

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sda1@Srv1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  SEND 25%  BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

2  RECV 0%   BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

3  SEND 12%  CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

4  RECV 0%   CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

5  SEND 12%  DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD

6  RECV 0%   EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

7  SEND 12%  FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF

8  SEND 12%  GGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGGG

#
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・ Storageサーバ:Srv1とStorageサーバ:Srv2の間でサーバ間のレプリケーションを行っている環境で、複製元ボリューム／複製先ボ

リュームのRECで利用される転送バッファの情報を表示します。

(SDXオブジェクトは2筐体でのミラー構成)

[Storageサーバ:Srv1で実行]

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class1/dsk/volume1:sda1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  SEND 25%  BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

2  RECV 0%   BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class1/dsk/volume1:sdb1

BoxID = CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

ID Use  Rate RemoteBoxID

1  SEND 12%  DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD

2  RECV 0%   DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD

#

[Storageサーバ:Srv2で実行]

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class2/dsk/volume1:sdk1

BoxID = BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

ID Use  Rate RemoteBoxID

1  RECV 0%   AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

2  SEND 12%  AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class2/dsk/volume1:sdl1

BoxID = DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD

ID Use  Rate RemoteBoxID

1  RECV 0%   CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

2  SEND 12%  CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

#

 
注意事項

・ 表示される情報は、コマンドを実行したサーバの複製ボリュームが存在する筐体の情報のみです。

筐体間のレプリケーションをサーバ間で行っている場合、両筐体の転送バッファの情報を確認するためには、レプリケーションを

行っている両サーバでコマンドを実行する必要があります。

・ REC転送バッファ設定変更には数十秒かかるため、変更直後はバッファが使用できない状態(“Rate”欄が“----”)となる場合があり

ます。この場合は、1分程度経過してから再度実行してください。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrprecoverres(資源整合コマンド)

10.4.1.5 swsrprecbuffset(REC転送バッファ設定変更コマンド)
 

名前

swsrprecbuffset － 転送バッファの設定変更

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid buffer-id -Xbuffuse {SEND|RECV} [-Xaltpath] Volume-Name

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrprecbuffset -h Server-Name -Xbuffid buffer-id -Xbuffuse {SEND|RECV} [-Xaltpath] Volume-Name
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機能説明

RECをConsistencyモードで行う際にETERNUS ディスクアレイが使用する転送バッファの設定を変更します。

REC転送バッファの設定方法は、ETERNUS Web GUIのユーザーガイドを参照してください。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

-Xbuffid buffer-id

転送バッファのIDを指定します。

-Xbuffuse {SEND|RECV}

転送バッファの用途を指定します。

SEND：送信用

RECV：受信用

-Xaltpath

情報を変更したい筐体上にあるデバイス名を指定します。

複製ボリュームがSDXオブジェクトで、論理ボリューム単位に運用している場合は、オペランドに次の形式で代替パスを指定しま

す。

/dev/sfdsk/(クラス名)/dsk/(ボリューム名)：(sdxinfoのDEVNAMの値)

または、

/dev/sfdsk/(クラス名)/dsk/(ボリューム名)：(sdxinfoのDEVNAMの値のby-id名)

または、

/dev/sfdsk/(クラス名)/dsk/(ボリューム名)：(sdxinfoのDEVNAMの値のby-path名)

 
オペランド

Volume-Name

複製ボリュームとして登録しているボリューム名を指定します。

コマンドを実行するStorageサーバに接続されているボリュームのみが指定できます。

複製ボリュームがSDXオブジェクトで、論理ボリューム単位に運用している場合は、-Xaltpathオプションを使用して、代替パスを指

定する必要があります。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storageサーバ:Srv1でサーバ内レプリケーションを行っている環境で、複製元ボリューム／複製先ボリュームのRECで利用される

転送バッファの属性を変更します。

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sda1@Srv1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  SEND 25%  BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

# /opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid 1 -Xbuffuse RECV /dev/sda1@Srv1

swsrprecbuffset completed
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# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sda1@Srv1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  RECV 0%   BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sdb1@Srv1

BoxID = BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

ID Use  Rate RemoteBoxID

1  RECV 0%   AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

# /opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid 1 -Xbuffuse SEND /dev/sdb1@Srv1

swsrprecbuffset completed

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sdb1@Srv1

BoxID = BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

ID Use  Rate RemoteBoxID

1  SEND 12%  AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

#

・ Storageサーバ:Srv1とStorageサーバ:Srv2の間でサーバ間のレプリケーションを行っている環境で、複製元ボリュームの転送バッ

ファの属性を変更します。

[Storageサーバ:Server1で実行]

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sda1@Srv1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  SEND 25%  BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

2  RECV 0%   BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

# /opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid 1 -Xbuffuse SEND /dev/sdb1@Srv1

swsrprecbuffset completed

# /opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid 2 -Xbuffuse RECV /dev/sdb1@Srv1

swsrprecbuffset completed

# /opt/FJSVswsrp/bin/swsrprecbuffstat /dev/sdb1@Srv1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  SEND 12%  BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

2  RECV 0%   BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

#

・ Storageサーバ:Srv1とStorageサーバ:Srv2の間でサーバ間のレプリケーションを行っている環境で、複製元ボリューム／複製先ボ

リュームのRECで利用される転送バッファの属性を変更します。

(SDXオブジェクトは2筐体でのミラー構成)

[Storageサーバ:Srv1で実行]

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class1/dsk/volume1:sda1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  SEND 25%  BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class1/dsk/volume1:sdb1

BoxID = CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

ID Use  Rate RemoteBoxID

1  SEND 12%  DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD

# /opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid 1 -Xbuffuse RECV -Xaltpath /dev/sfdsk/class1/dsk/volume1:sda1

swsrprecbuffset completed

# /opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid 1 -Xbuffuse RECV -Xaltpath /dev/sfdsk/class1/dsk/volume1:sdb1

swsrprecbuffset completed

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class1/dsk/volume1:sda1

BoxID = AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

ID Use  Rate RemoteBoxID

1  RECV 0%   BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class1/dsk/volume1:sdb1

BoxID = CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

ID Use  Rate RemoteBoxID

1  RECV 0%   DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD

[Storageサーバ:Srv2で実行]
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# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class1/dsk/volume1:sdk1

BoxID = BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

ID Use  Rate RemoteBoxID

1  RECV 0%   AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class2/dsk/volume1:sdl1

BoxID = DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD

ID Use  Rate RemoteBoxID

1  RECV 0%   CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

# /opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid 1 -Xbuffuse SEND -Xaltpath /dev/sfdsk/class1/dsk/volume1:sdk1

swsrprecbuffset completed

# /opt/FJSVswsrp/bin/swsrprecbuffset -Xbuffid 1 -Xbuffuse SEND -Xaltpath /dev/sfdsk/class2/dsk/volume1:sdl1

swsrprecbuffset completed

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class1/dsk/volume1:sdk1

BoxID = BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB

ID Use  Rate RemoteBoxID

1  SEND 12%  AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

# /opt/FJSVswsrp/bin/swsrprecbuffstat -Xaltpath /dev/sfdsk/class2/dsk/volume1:sdl1

BoxID = DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD

ID Use  Rate RemoteBoxID

1  SEND 12%  CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

#

 
注意事項

・ 事前にREC専用バッファの設定が行われている必要があります。

ACTIVE、または ERROR SUSPEND 状態の非同期Consistencyモードのセションが存在しない状態で実施してください。

・ バッファの設定変更には数十秒かかります。設定変更中は転送バッファが使用できない状態となるため、RECの操作は行わない

でください。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swsrpstartsync(複製開始コマンド)

－ swsrpmake(複製作成コマンド)

－ swsrpstat(運用状況表示コマンド)

－ swsrpcancel(複製解除コマンド)

－ swsrpchsync(同期処理モード変更コマンド)

－ swsrprevsync(同期処理反転コマンド)

－ swsrprecoverres(資源整合コマンド)

10.4.2 運用系コマンド

レプリケーション管理の運用系コマンドについて説明します。

10.4.2.1 swsrpstartsync(複製開始コマンド)
 

名前

swsrpstartsync － 同期型レプリケーション処理の開始
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形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpstartsync [ [-y [-a | -v] | -k | -i] [-g] [-m] [-Xskip | -Xremain] | -Xgds-softcopy | -Xgds-

selectcopy] [-t] [-Xgds-slice-skipchk] From-Volume-Name To-Volume-Name

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpstartsync -h Server-Name [ [-y [ -a | -v ] | -k | -i ] [-g] [-m] [ -Xskip | -Xremain ] | -Xgds-

softcopy | -Xgds-selectcopy ] [-t] [-Xgds-slice-skipchk] From-Volume-Name To-Volume-Name

Storageサーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpstartsync [-y [-a | -v] | -k | -i] [-g] [-m] [-Xskip | -Xremain] [-t] [-Xgds-slice-skipchk] [-

Xreverse] -Xgroup Group-Name

Storage管理サーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpstartsync -h Server-Name [-y [-a | -v] | -k | -i] [-g] [-m] [-Xskip | -Xremain] [-t] [-Xgds-

slice-skipchk] [-Xreverse] -Xgroup Group-Name

 
機能説明

同期型レプリケーション処理(EC/RECによるディスク間のコピー)を開始します。

指定された複写先／複写元ボリュームの全面コピー(同期処理の開始)、または更新(差分)コピー(同期処理の再開)をします。運用の

開始時、または、複製確立状態からの更新(差分)データの反映を行う場合に使用します。

GDSのボリュームの場合は、ソフトコピーによって同期処理を行うこともできます。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-y

同期処理を同期Writeモードで開始することを指定します。本オプションは、筐体間のレプリケーションの全面コピー開始時のみ有

効です。

-y、-k、-iのいずれのオプションも指定しない場合は、非同期Writeモードになります。

筐体内レプリケーションの同期処理は、常に同期Writeモードで実施されます。

SDXオブジェクトを論理ボリューム単位で操作する場合で、同期処理の再開の場合は、本オプションを使用することはできません。

-a

筐体間同期処理のSplitモードをAutomatic Splitモードで開始することを指定します。本オプションは、筐体間のレプリケーションの

全面コピー開始時のみ有効です。

-y オプションと同時に指定します。-yオプションのみを指定して、-a、-vのいずれのオプションも指定しない場合は、Automatic Split
モードになります。

SDXオブジェクトを論理ボリューム単位で操作する場合は、本オプションを使用することはできません。

-v

筐体間同期処理のSplitモードをManual Splitモードで開始することを指定します。本オプションは、筐体間のレプリケーションの全

面コピー開始時のみ有効です。

-y オプションと同時に指定します。-yオプションのみを指定して、-a、-vのいずれのオプションも指定しない場合は、Automatic Split
モードになります。

Automatic Splitモードがサポートされていない筐体で、同期モード(-yオプション)を指定する場合、本オプションの指定が必須で

す。

SDXオブジェクトを論理ボリューム単位で操作する場合は、本オプションを使用することはできません。
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-k

筐体間同期処理の転送モードをStackモードにすることを指定します。本オプションは、筐体間のレプリケーションの全面コピー開

始時のみ有効です。

-y、-k、-iのいずれのオプションも指定しない場合は、非同期Writeモードになります。

SDXオブジェクトを論理ボリューム単位で操作する場合は、本オプションを使用することはできません。

-i

筐体間同期処理の転送モードをConsistencyモードにすることを指定します。本オプションは、筐体間のレプリケーションの全面コ

ピー開始時のみ有効です。

-y、-k、-iのいずれのオプションも指定しない場合は、非同期Writeモードになります。

SDXオブジェクトを論理ボリューム単位で操作する場合は、本オプションを使用することはできません。

-g

筐体間同期処理のリカバリモードをManual Recoveryモードにすることを指定します。本オプションは、筐体間のレプリケーションの

全面コピー開始時のみ有効です。

本オプションを指定しない場合は、Automatic Recoveryモードになります。

SDXオブジェクトを論理ボリューム単位で操作する場合は、本オプションを使用することはできません。

-m

サーバ間レプリケーションの場合、非操作サーバとの通信処理を行わないことを指定します。本オプションを指定した場合、非操作

サーバのコピー先ボリュームに対するボリューム状態確認処理、前処理は行われません。

本オプションは、サーバ間レプリケーション時のみ有効です。

-t

コピー先ボリュームへの前処理を実行しないことを指定します。

本オプションは以下のいずれかの条件に該当する場合に使用してください。

－ 複写先ボリュームの前後処理をAdvancedCopy Managerでは実施せず、独自の前後処理をAdvancedCopy Managerコマンドの

前後に組み込む場合

－ 複写先前後処理が不要であると判断できる場合(例:RAWデバイス上に構築されたデータベース)

－ 強制サスペンド後の筐体間同期処理(REC)を再開する場合

-Xgds-softcopy

SDXオブジェクトの同期処理をアドバンスト・コピー機能ではなくソフトコピー機能を使用して開始することを指定します。

アドバンスト・コピー機能使用時に、本オプションを指定して差分コピーを開始すると、アドバンスト・コピー処理が停止され、ソフトコ

ピー処理が実施されます。

本オプションは、GDS Snapshot 連携機能を使用している場合に指定します。

本オプションは、SDXオブジェクトに対してのみ有効です。

-y、-Xgds-selectcopyと同時に指定することはできません。

-Xgds-selectcopy

ETERNUS ディスクアレイによるコピー(OPC/EC)やソフトコピーといったコピー種別を指定せずに同期処理を開始することを指定し

ます。起動されるコピー種別の選択は、GDSが行います。

本オプションは、GDS Snapshot 連携機能を使用している場合に指定します。

本オプションは、SDXオブジェクトに対してのみ有効です。

-Xgds-softcopyと同時に指定することはできません。

-Xgroup Group-Name

グループ単位で同期処理を開始することを指定します。

-Xreverse

逆方向(複製先から複製元の方向)にグループ単位の同期処理を開始することを指定します。

-Xskip

初期コピースキップ機能を使用して同期処理をサスペンド状態にすることを指定します。

本オプションは、筐体間のレプリケーションの全面コピー開始時のみ有効です。
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本オプションは、GDS Snapshot連携の場合にはサポートされません。

-Xremain

同期処理の再開時に、複製確立状態中にコピー先に対して行った更新データを有効にします。

本オプションは、筐体間のレプリケーションの再開時のみ有効です。

本オプションは、-Xskipオプション指定で同期処理を開始し、テープ媒体上のバックアップデータを複写先ボリュームにコピーした

後に、複写元ボリュームの更新部分のみを複写先ボリュームに反映したい場合に使用します。

本オプションはGDS Snapshot連携の場合にはサポートされません。

-Xgds-slice-skipchk

SDXオブジェクトをスライス単位で運用する場合、複写先前処理で実施される、SDXオブジェクトの状態確認処理を省略します。

停止状態のボリュームに対して本オプションを指定する場合は、別途-tオプションを指定する必要があります。

 
オペランド

From-Volume-Name

複写元ボリューム名を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

To-Volume-Name

複写先ボリューム名を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storage管理サーバからStorageサーバ:SRC-SVに対して、/dev/sdb3から/dev/sdb3@TARG-SVへの複製開始をします。

# /opt/FJSVswsrp/bin/swsrpstartsync -h SRC-SV /dev/sdb3 /dev/sdb3@TARG-SV

FROM=/dev/sdb3@SRC-SV,TO=/dev/sdb3@TARG-SV swsrpstartsync completed 

#

・ グループGRP1の複製開始をします。

# /opt/FJSVswsrp/bin/swsrpstartsync -Xgroup GRP1

GROUP=GRP1 swsrpstartsync completed

#

 
注意事項

・ 次のような場合は複製開始を実行する事ができません。

－ 指定した複製元／複製先ボリュームが、複製ボリュームとして設定がされていないとき。

－ 複製ボリュームのコピー属性として一方向コピーを設定している場合に、複製元ボリュームを複写先ボリューム、複製先ボリュー

ムを複写元ボリュームに指定したとき。

－ 運用開始後にボリューム情報(媒体識別子、OLU、EXTENT開始位置、EXTENTサイズ)が変更されているとき。この場合は当

該ボリュームに対する運用は継続できなくなります。いったん、該当ボリュームに対するレプリケーション運用を停止してから、

複製ボリューム情報の削除・設定をしてください。

－ サーバ間レプリケーションの場合、コマンドを実行したStorageサーバがその複製ボリュームの操作サーバでなかったとき。
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－ サーバ間レプリケーションの場合、相手サーバとの通信に失敗したとき。

－ 先行するアドバンスト・コピー機能が原因で実行できないとき。

－ 筐体間レプリケーションでないときに-gオプションを指定したとき。

－ GDS Snapshot 連携機能を使用していない場合に、Xgds-softcopy、Xgds-selectcopyオプションを指定したとき。

－ GDS Snapshot連携時に、-a、-v、-k、-i、-gオプションを指定したとき。

－ 指定した複写元／複写先ボリュームがバックアップ管理機能またはテープバックアップ機能によって使用されているとき。

－ 複写元／複写先ボリュームのいずれかがSnap Data Volumeのとき。

・ -Xgroupオプションを使用している場合は、処理対象の複製ボリュームを順次処理しますが、処理の途中で異常が発生した場合

は、その時点で処理を中断します。

・ 実行するレプリケーションが以下の条件のいずれかに該当する場合は、コマンドを実行する前に複写先ボリュームのアンマウント

を実行してください。

－ 異なるOS間でレプリケーションを行う場合

－ 複製元／複製先ボリュームのサイズが異なる場合

－ 複製元／複製先ボリュームのファイルシステムが異なる場合

上記の場合において、アンマウントを実行しない場合は、複製作成時の複写先ボリュームの後処理がエラーとなります。

・ 同期処理再開時に同期処理のモードを変更することはできません。

同期処理再開時は、-y、-a、-v、-k、-i、-gオプションは次のどちらかにする必要があります。

－ 再開しようとする同期処理のモードと同一となるようなオプションの組合せを指定する。

－ どのオプションも指定しない。

・ 指定した複写元／複写先ボリュームの同期処理の状態により、本コマンドの処理内容が異なります。

表10.18 同期処理の状態に対する処理内容

同期処理の状態 処理

未実施状態 全面コピー開始

全面／差分コピー中状態 通報メッセージ(swsrp2401)を出力して正常終了

等価性維持状態 通報メッセージ(swsrp2401)を出力して正常終了

複製確立状態(一時停止状態) 差分コピー開始

・ 複製開始を実行する前に、複写先ボリュームに対してレプリケーション前処理スクリプトを実行します。このスクリプトの内容につい

ては、カスタマイズすることが可能です。詳細については、「付録C レプリケーションの前後処理」を参照してください。また、-tオプ

ションを使用することにより、前処理スクリプトを実施しないようにすることも可能です。

なお、-Xgroupオプションを指定して複製開始を行う場合は、複写先ボリュームに対するレプリケーション前処理スクリプトは実行さ

れないため、グループ内の全ての複写先ボリュームに対して、本コマンド実行前に前処理を実行する必要があります。

・ Logical Unit(ディスク)が対象となる複製開始を実行する前に、Logical Unit(ディスク)に対して前後処理を実施します。詳細につい

ては、「付録C レプリケーションの前後処理」を参照してください。

・ 本コマンドでは、複写先ボリュームにアクセスしているプロセスを保護するために、複写先ボリュームを他のプロセスからアクセスで

きない状態にしてから複製開始を実行します。そのために、複写先ボリュームのアンマウントを実行します。複写先ボリュームのア

ンマウントができない以下のような場合は、本コマンドはエラーで終了します。

－ マウントポイントの配下にさらに他のボリュームをマウントするディレクトリがある場合。

－ ボリューム内に使用中のファイルがある。また、本コマンドを投入するサーバ以外のサーバから複写先ボリュームが使用されて

いる場合、レプリケーション運用の管理者の責任において複写先ボリュームを共有設定の解除やアンマウント等によりアクセス

禁止状態にしてください。

・ 複製開始時に注意する点として、「11.1.1 全般的な注意事項」をご理解ください。
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・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swsrprecoverres(資源整合コマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」や「11.1.6 SDXオブジェクト運用の注意(レプリケーション管理)」を参照してくださ

い。

10.4.2.2 swsrpmake(複製作成コマンド)
 

名前

swsrpmake － 複製ボリュームの作成

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpmake [-m] [-f] [-t] ([-j | -T | -Xconcur | -C | -P]) [-Xgds-slice-skipchk] From-Volume-Name To-

Volume-Name

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpmake -h Server-Name [-m][-f][-t] ([-j | -T | -Xconcur | -C | -P]) [-Xgds-slice-skipchk] From-

Volume-Name To-Volume-Name

Storageサーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpmake [-m] [-f] [-t] ([-j | -T | -Xconcur | -C | -P]) [-Xreverse] -Xgroup Group-Name

Storage管理サーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpmake -h Server-Name [-m] [-f] [-t] ([-j | -T | -Xconcur | -C | -P]) [-Xreverse] -Xgroup Group-

Name

 
機能説明

同期処理(EC)が行われていない場合は、スナップショット処理(OPC/QuickOPC/SnapOPC/SnapOPC+)を起動して複製ボリュームを作

成します。

同期処理が行われている場合は、等価性維持状態かどうかを確認し、等価性維持状態の場合は同期処理をサスペンドすることによっ

て、複製ボリュームを作成します。同期処理がサスペンドされている状態を複製確立状態と呼びます。本コマンドを実行後、複製ボリューム

(複写先ボリューム)へのアクセスが可能となります。

このコマンドは、実行中のアドバンスト・コピーの状態によって動作が異なります。

・ 同期処理が行われていない場合

スナップショット処理を起動して複製ボリュームを作成します。

このような形態のレプリケーションをスナップショット型レプリケーションと呼びます。

・ 同期処理が行われている場合

同期処理の状態を確認し、等価性維持状態の場合は同期処理をサスペンドすることによって、複製ボリュームを作成します。この

ような形態のレプリケーションを同期型レプリケーションと呼びます。同期処理がサスペンドされている状態を複製確立状態と呼び

ます。

どちらの場合も本コマンドを実行後、複写先ボリュームへのアクセスが可能となります。

本コマンドでは、複製作成を行う前にレプリケーション前後処理スクリプトを実行します。これらのスクリプトの詳細については、「付録C
レプリケーションの前後処理」を参照してください。
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オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-m

サーバ間レプリケーションの場合、非操作サーバとの通信処理を行わないことを指定します。本オプションを指定した場合、非操作

サーバのボリュームに対するボリューム状態確認処理および、前後処理は行われません。

複写先サーバからコマンドを実行する場合、かつ、-Xconcurオプションを指定した場合は、本オプションを指定することはできませ

ん。

本オプションは、サーバ間レプリケーション時のみ有効です。

-f

複写元ボリュームへの前後処理を実行しないことを指定します。

複写元ボリュームの前後処理をAdvancedCopy Managerでは実施せず、独自の前後処理をAdvancedCopy Managerコマンドの前

後に組み込む場合や、複写元前後処理が不要であると判断できる場合(例：RAWデバイス上に構築されたデータベース)に限り、

本オプションを使用してください。

-t

複写先ボリュームへの前後処理を実行しないことを指定します。

複写先ボリュームの前後処理をAdvancedCopy Managerでは実施せず、独自の前後処理をAdvancedCopy Managerコマンドの前

後に組み込む場合や、複写先前後処理が不要であると判断できる場合(例：RAWデバイス上に構築されたデータベース)に限り、

本オプションを使用してください。

-j

筐体間の同期型レプリケーションにおいて、コピーの実行状態が「sync：全面コピー、または差分コピー中」もしくは「halt：ハードサ

スペンド状態」であってもコピー処理を強制的に一時停止(サスペンド)します。本オプションは、筐体間レプリケーションの場合のみ

使用可能です。筐体間でない場合はエラーとなります。

本オプションを指定した場合、複写先ボリュームのデータは保証されません。

また、本オプションを指定した場合、複写元ボリュームへの前後処理および、複写先ボリュームへの前後処理は実行されません。

筐体間同期処理(REC)を再開する際は、-tオプションを指定してswsrpstartsync (複製開始コマンド)を実施してください。

-T

差分スナップショット処理を起動することを指定します。

同期処理が行われている場合は本オプションを指定することはできません。

本オプションは筐体内レプリケーション、かつ、ETERNUS ディスクアレイがQuickOPC機能をサポートしている場合のみ有効で

す。

本オプションを指定しないスナップショット型レプリケーションの場合、通常のスナップショット処理(QuickOPC機能を利用しないOPC)
が起動されます。差分スナップショットを利用したレプリケーション運用を行う場合は常に本オプションを指定する必要があります。

-Xgroup Group-Name

グループ単位で複製の作成を行うことを指定します。

-Xreverse

逆方向(複製先から複製元の方向)にグループ単位の複製の作成を行うことを指定します。

-Xconcur

コンカレントサスペンド機能を使用して複製の作成を行うことを指定します。

本オプションは、GDS Snapshot連携の場合にはサポートされません。

-C

SnapOPCを起動することを指定します。

本オプションは筐体内レプリケーション、かつ、ETERNUS ディスクアレイがSnapOPC機能をサポートしている場合のみ有効です。

SnapOPCを実行するためには、複写先ボリュームがSnap Data Volumeである必要があります。
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-P

SnapOPC+を起動することを指定します。

本オプションは筐体内レプリケーション、かつ、ETERNUS ディスクアレイがSnapOPC+機能をサポートしている場合のみ有効で

す。

SnapOPC+を実行するためには、複写先ボリュームがSnap Data Volumeでなければなりません。

以下の場合、エラーとなります。

－ 複写元ボリュームと複写先ボリュームで、同じSnapOPC+セッションが存在する場合

－ 複写元ボリュームのSnapOPC+セッションの合計が8セッションを超えた場合

-Xgds-slice-skipchk

SDXオブジェクトをスライス単位で運用する場合、複写元/複写先前処理で実施される、SDXオブジェクトの状態確認処理を省略し

ます。

停止状態のボリュームに対して本オプションを指定する場合は、別途-fオプション、-tオプションを指定する必要があります。

 
オペランド

From-Volume-Name

複写元ボリューム名を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

To-Volume-Name

複写先ボリューム名を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storage管理サーバからStorageサーバ:SRC-SVに対して、/dev/sdb3の複製を/dev/sdb3@TARG-SVに作成することを指示します。

# /opt/FJSVswsrp/bin/swsrpmake -h SRC-SV /dev/sdb3 /dev/sdb3@TARG-SV

FROM=/dev/sdb3@SRC-SV,TO=/dev/sdb3@TARG-SV swsrpmake completed

#

・ グループGRP1の複製を作成します。

# /opt/FJSVswsrp/bin/swsrpmake -Xgroup GRP1

GROUP=GRP1 swsrpmake completed

#

 
注意事項

・ mountコマンドの--bindオプションを使用して複写元あるいは複写先ボリュームのファイル階層の一部を別のマウントポイントにマウ

ントしている場合は、バックアップの管理者の責任において複写元あるいは複写先ボリュームをアンマウント状態にしてください。

・ 処理対象のボリュームがマウントされているマウントポイントに他のボリュームがマウントされている状態で本コマンドを実施しないで

ください。

本コマンドを実施する場合は、処理対象以外のボリュームをアンマウントしてから実施してください。

・ 次のような場合は複製を作成できません。

－ 指定した複写元／複写先ボリュームが、複製ボリュームとして設定されていないとき。

- 343 -



－ 指定した複写元ボリュームから複写先ボリュームへの同期処理が等価性維持状態になっていないとき。

－ 運用開始後に物理ボリューム情報(媒体識別子、OLU、EXTENT開始位置、EXTENTサイズ)が変更されているとき。この場合

は当該ボリュームに対する運用は継続できなくなります。いったん、該当ボリュームに対するレプリケーション運用を停止してか

ら、複製ボリューム情報の削除と設定を行ってください。

－ 複写元ボリュームまたは複写先ボリュームが複数マウントポイントを持っているとき。

－ 複写元ボリュームがSDXオブジェクトの場合、そのSDXオブジェクトの状態が以下の状態でないとき。

- ミラーボリュームがACTIVE、STOPのいずれか。

- ミラーパーティションの状態がACTIVE、TEMPのいずれか。

- SDXディスクの状態がENABLEである。

※ミラーパーティションがTEMPの状態の場合、複製元ボリュームの前処理は行われません。

－ サーバ間レプリケーションの場合、コマンドを実行したStorageサーバがその複製ボリュームの操作サーバでなかったとき。

－ サーバ間レプリケーションの場合、相手サーバとの通信に失敗したとき。

－ GDS Snapshot連携時に-j、-Tまたは-Cオプションを指定したとき。

－ 指定した複写元／複写先ボリュームがバックアップ管理機能またはテープバックアップ機能によって使用されているとき。

・ -Xgroupオプションを使用している場合、処理対象の複製ボリュームの運用状態にスナップショット型レプリケーションと同期型レプ

リケーションが混在している場合は、複製作成を行わずに処理を中断します。

また、-Xgroupオプションを使用している場合は、処理対象の複製ボリュームを順次処理しますが、処理の途中で異常が発生した

場合は、その時点で処理を中断します。

・ 実行するレプリケーションが以下の条件のいずれかに該当する場合は、コマンドを実行する前に複写先ボリュームのアンマウント

を実行してください。

－ 異なるOS間でレプリケーションを行う場合

－ 複製元／複製先ボリュームのサイズが異なる場合

－ 複製元／複製先ボリュームのファイルシステムが異なる場合

上記の場合において、アンマウントを実行しない場合は、複製作成時の複写先ボリュームの後処理がエラーとなります。

・ 複製を作成する前に、複写元ボリュームに対してレプリケーション前後処理スクリプトを実行し(ただし、同期型レプリケーションの場

合は後処理スクリプトのみを実行)、複製を作成した後に、複写元／複写先ボリュームに対してレプリケーション後処理スクリプトを

実行します。このスクリプトの内容については、カスタマイズすることが可能です。詳細については、「付録C レプリケーションの前

後処理」を参照してください。また、-fや-tオプションを使用することにより、前後処理スクリプトを実施しないようにすることも可能で

す。

なお、-Xgroupオプションを指定して複製作成を行う場合は、複写元ボリューム／複写先ボリュームに対するレプリケーション前後

処理スクリプトは実行されないため、グループ内の全ての複写元ボリューム／複写先ボリュームに対して、本コマンド実行前に前処

理を実行します。

(ただし、同期型レプリケーションの場合は、複写先ボリュームに対する前処理は、複製開始時に実行済みであるため実行不要で

す。)
また、本コマンド実行後に後処理を実行する必要があります。

・ スナップショット処理の実行中に本コマンドを実行した場合は、実行中のコピーを停止し、新たにスナップショット処理を起動しま

す。

・ 本コマンドでは、データを保証するために、複写元ボリュームを他のプロセスからアクセスできない状態にしてから複製を作成しま

す。そのために、複写元ボリュームのアンマウントを実行します。複写元ボリュームのアンマウントができない以下のような場合は、

本コマンドはエラーで終了します。

－ マウントポイントの配下にさらに他のボリュームをマウントするディレクトリがある場合。

－ ボリューム内に使用中のファイルがある。また、本コマンドを投入するサーバ以外のサーバから複写元ボリュームが使用されて

いる場合、レプリケーションの管理者の責任において複写元ボリュームをアンマウント等によりアクセス禁止状態にしてくださ

い。都合により複写元ボリュームのアンマウント等をしたくない場合は、「付録C レプリケーションの前後処理」を参考にして以

下を実施してください。

- レプリケーション前処理では、ボリュームとファイルシステムとの同期をとるためにsyncコマンドを実行してください。
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- レプリケーション後処理では、複写先のファイルシステムの確認を行うために、fsckコマンドを実行してください。

－ 複写元ボリュームがバックアップ管理によって使用されている場合、アンマウントできないことがあります。この場合、「swsrp2613
複製作成時の前処理スクリプトで、異常が発生しました。 エラーコード＝2」が出力されます。

・ スナップショット型レプリケーションを実施する場合、本コマンドでは、複写先ボリュームにアクセスしているプロセスを保護するため

に、複写先ボリュームを他のプロセスからアクセスできない状態にしてから複製作成を実行します。そのために、複写先ボリューム

のロック、または、アンマウントを実行します。複写先ボリュームのロック、または、アンマウントができない以下のような場合は、本コ

マンドはエラーで終了します。

－ マウントポイントの配下にさらに他のボリュームをマウントするディレクトリがある

－ ボリューム内に使用中のファイルがある

－ 本コマンドを投入するサーバ以外のサーバから複写先ボリュームが使用されている

レプリケーション運用の管理者の責任において複写先ボリュームを共有設定の解除やアンマウント等によりアクセス禁止状態にし

てください。

・ Snap Data Volumeに対して実行可能なものはSnapOPC/SnapOPC+だけです。

また、Snap Data Volumeからデータをリストアする際は、複製元ボリュームと複製先ボリューム(Snap Data Volume)との間にSnapOPC
セッションが存在している必要があります。

・ 複製作成時に注意する点として、「11.1.1 全般的な注意事項」をご理解ください。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swsrprecoverres(資源整合コマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」や「11.1.6 SDXオブジェクト運用の注意(レプリケーション管理)」を参照してくださ

い。

・ スナップショット処理の実行中に本コマンドを実行した場合は、新たにスナップショット処理を起動します。コピー動作の詳細につ

いては、以下の表を参照してください。

表10.19 コピー動作の詳細

運用状態

(swsrpstat -Lの表示内容)
-Tオプションの指

定
コピー動作

コピー未実施

(Statusが“----”かつTrkが“----”)
なし 通常のスナップショット処理を起動(開始)します。

コピー未実施

(Statusが“----”かつTrkが“----”)
あり 差分スナップショット処理を起動(開始)します。

スナップショット処理実行中

かつ

トラッキング未実施

(Statusが“snap”かつTrkが“off”)

なし 実行中のコピーを停止し、新たに通常のスナップ

ショット処理を起動(開始)します。

スナップショット処理実行中

かつ

トラッキング未実施

(Statusが“snap”かつTrkが“off”)

あり 実行中のコピーを停止し、新たに差分スナップ

ショット処理を起動(開始)します。

スナップショット処理実行中

かつ

トラッキング処理実行中

(Statusが“snap”かつTrkが“on”)

なし 実行中のコピーを停止し、新たに通常のスナップ

ショット処理を起動(開始)します。

スナップショット処理実行中

かつ

あり 差分スナップショット処理を起動(再開)します。
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運用状態

(swsrpstat -Lの表示内容)
-Tオプションの指

定
コピー動作

トラッキング処理実行中

(Statusが“snap”かつTrkが“on”)

トラッキング処理実行中

(Statusが“----”かつTrkが“on”)
なし トラッキング処理を停止し、新たに通常のスナップ

ショット処理を起動(開始)します。

トラッキング処理実行中

(Statusが“----”かつTrkが“on”)
あり 差分スナップショット処理を起動(再開)します。

10.4.2.3 swsrpstat(運用状況表示コマンド)
 

名前

swsrpstat － 運用状況の表示

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpstat [-L] [-E] [-H] [-O] [Original-Volume-Name]

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpstat -h Server-Name [-L] [-E] [-H] [-O] [Original-Volume-Name]

Storageサーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpstat [-L] [-E] [-O] -Xgroup Group-Name

Storage管理サーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpstat -h Server-Name [-L] [-E] [-O] -Xgroup Group-Name

 
機能説明

指定ボリュームの運用状況を表示します。

表示される情報は以下のとおりです。

タイトル 説明

Server Storageサーバ名を表示します。

Original-Volume 複製元ボリューム名を表示します。

Replica-Volume 複製先ボリューム名を表示します。

Direction コピー方向を表示します。

regular：複製元から複製先へのコピー中です。

reverse：複製先から複製元へのコピー中です。

----：複製未実施です。

Status 実行状態を表示します。

----：複製未実施です。

sync：全面コピー、または差分コピー中です。

equivalent：等価性維持状態です。

replicated：複製確立状態です。

copy-on-write：SnapOPC処理中です。

copy-on-write(active)：SnapOPC+処理中です(最新のスナップ世代)。
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タイトル 説明

copy-on-write(inactive)：SnapOPC+処理中です(過去のスナップ世代)。
failed：エラーサスペンド状態です。

failed(badsector)：コピー元に不良セクタあり

failed(overflow)：Snap Data VolumeまたはSnap Data Poolの容量不足

failed(other)：failed(badsector)、failed(overflow)以外のエラーサスペンド状態です。

halt：ハードサスペンド状態です。

halt(sync)：ハードサスペンド状態です。(RECの全面コピー／差分コピー中にハードサスペンド状態

になりました。)
halt(equivalent)：ハードサスペンド状態です。(RECの等価性維持状態中にハードサスペンド状態に

なりました。)
snap：OPCまたはQuickOPC処理中です。

?????：コピー状況取得に失敗しました。

gds-error：GDSによるコピーが異常終了しています。

Execute 複製進行率をパーセントで表示します。複製未実施またはSnapOPC中の場合は“----”を表示しま

す。

Trk トラッキング処理の有無を表示します。

on：トラッキング処理中です。

off：トラッキング処理中ではありません。

----：スナップショット処理を行っていません。

GDS Snapshot連携の場合は常に“----”となります。

Update 以下のいずれかに該当する場合、前回の複製作成後の更新済みデータ量をパーセンテージで表

示します。

SnapOPC+の場合は、前回のスナップ世代からの更新済みデータ量をパーセンテージで表示しま

す。

・ Status欄が“----”かつTrk欄が“on”のとき(すなわち、トラッキング中かつ物理コピーが実施され

ていないとき)

・ Status欄が“copy-on-write”のとき(すなわち、SnapOPC処理中のとき)

・ Status欄が“copy-on-write(active)”のとき(すなわち、SnapOPC＋処理中(最新のスナップ世代)
のとき)

・ Status欄が“copy-on-write(inactive)”のとき(すなわち、SnapOPC＋処理中(過去のスナップ世

代)のとき)

上記以外の場合は、“----”で表示します。

GDS Snapshot連携の場合は常に“----”となります。

Rcv 筐体間同期処理のRecoveryモードを表示します。

auto：Automatic Recoveryモードです。

manual：Manual Recoveryモードです。

----：筐体間で同期型の複製(REC)を行っていません。

Split 筐体間同期処理のSplitモードを表示します。

auto：Automatic Splitモードです。

manual：Manual Splitモードです。

----：筐体間で同期形の複製(REC)を同期モードで行っていません。

Xfer 筐体間同期処理の転送モードを表示します。

sync：同期モードです。

async：非同期モードです。

stack：Stackモードです。

consist：Consistencyモードです。

----：筐体間で同期型の複製(REC)を行っていません。

- 347 -



タイトル 説明

Snap-Gen SnapOPC+を行っている場合、スナップ世代番号(1～8)を表示します。

SnapOPC+を行っていない場合、“----”を表示します。

スナップ世代番号は、1が最も古く、数が増えるごとに最新の世代になります。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

-L

拡張形式で表示することを指定します。

本オプション指定時に表示される項目については実行例の表を参照してください。

なお、本オプション指定時に表示される項目は、今後のリリースで変更される可能性があります。

-E

逆方向(複製先から複製元)の運用状況のみを表示することを指定します。

本オプションを指定しない場合、双方向のOPC物理コピーが動作しているときは常に順方向(複製元から複製先)の運用状況が表

示されます。

本オプションを指定した場合、順方向の運用状況を表示せず、逆方向の運用状況のみを表示します。

本オプションは、順方向のQuickOPC/SnapOPCセッションが存在している状態で逆方向のOPCを行う場合の運用状況の確認に使

用することができます。

-Xgroup Group-Name

グループ名を指定します。

本オプションを指定した場合、指定されたグループに関するすべての運用状況を表示します。

-H

RECがハードサスペンド(halt)状態になった場合のStatus欄の表示方法を変更します。

本オプションを指定した場合、全面コピー中または差分コピー中にハードサスペンドが発生した場合は“halt(sync)”、等価性維持

状態中にハードサスペンドが発生した場合は“halt(equivalent)”と表示されます。

なお、GDS Snapshot連携の場合は本オプションを指定してもハードサスペンド状態は従来のとおり“halt”と表示されます。

-O

エラーサスペンド(faild)状態のStatus欄の表示方法を変更します。

本オプションを指定した場合、以下のように表示されます。

不良セクタがある場合："failed(badsector)"
Snap Data VolumeまたはSnap Data Poolの容量不足の場合："failed(overflow)"
それ以外の場合："failed(other)"

ただし、GDS Snapshot連携の場合は、エラーサスペンド発生時に「-O」を指定しても、"failed"しか表示されません。

 
オペランド

Original-Volume-Name

複製元ボリューム名を指定します。他サーバのボリューム名は、「ボリューム名＠Storageサーバ名」の形式で指定します。

指定された複製元ボリュームに関する全ての運用状況を表示します。

省略した場合は、本コマンドを実行したStorageサーバに関する全ての運用状況を表示します。

 
終了ステータス

=0:正常終了
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>0:異常終了

 
使用例

・ Storage管理サーバからStorageサーバ:SRC-SVへ全レプリケーション運用状況を表示するよう指示します。

# /opt/FJSVswsrp/bin/swsrpstat -h SRC-SV

Server Original-Volume  Replica-Volume    Direction Status     Execute

SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV regular   replicated ----

SRC-SV /dev/sdc3@SRC-SV /dev/sdc3@TARG-SV ----      ----       ----

SRC-SV /dev/sdd3@SRC-SV /dev/sdd3@TARG-SV reverse   snap       45%

#

・ Storage管理サーバからStorageサーバ:SRC-SVへ全レプリケーション運用状況を表示するよう指示します(-Lオプションを指定した

場合）。

# /opt/FJSVswsrp/bin/swsrpstat -h SRC-SV -L

Server Original-Volume  Replica-Volume    Direction  Status                  Execute Trk  Update Rcv  Split Xfer  Snap-

Gen

SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV regular    replicated              ----    ---- ----   auto ----  async 

----

SRC-SV /dev/sdc3@SRC-SV /dev/sdb3@TARG-SV ----       ----                    ----    on   6%     ---- ----  ----  

----

SRC-SV /dev/sdd3@SRC-SV /dev/sdb3@TARG-SV reverse    snap                    45%     off  ----   ---- ----  ----  

----

SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV regular    copy-on-write(inactive) ----    off  0%     ---- ----  ----  1

SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV regular    copy-on-write(inactive) ----    off  5%     ---- ----  ----  2

SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV regular    copy-on-write(active)   ----    off  6%     ---- ----  ----  3

#

 
注意事項

・ 実行状態(“Status”欄に表示される状態)が"failed"、"halt"、"?????"の場合

「9.4 レプリケーション中に発生したハードウェア障害等の対処方法」を参照して対処してください。

・ 実行状態(“Status”欄に表示される状態)が“gds-error”の場合

GDSにトラブルが発生したと考えられます。GDSのトラブルの原因を取り除いた後、swsrpcancel(複製解除コマンド)を用いて複写

運用を停止してください。

・ 次のような場合は、運用状況を表示できません。

－ 指定したボリュームが複製元ボリュームとして設定されていないとき。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrprecoverres(資源整合コマンド)

10.4.2.4 swsrpcancel(複製解除コマンド)
 

名前

swsrpcancel － 複製処理の停止

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpcancel [-c] ([-f] [-t] [-m] [-b])|[-T]|[-Xforce] [-Xgds-slice-skipchk] From-Volume-Name To-

Volume-Name
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Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpcancel -h Server-Name [-c] ([-f] [-t] [-m] [-b])|[-T]|[-Xforce] [-Xgds-slice-skipchk] From-

Volume-Name To-Volume-Name

Storageサーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpcancel [-c] ([-f] [-t] [-m] [-b])|[-T]|[-Xforce] [-Xreverse] -Xgroup Group-Name

Storage管理サーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpcancel -h Server-Name [-c] ([-f] [-t] [-m] [-b])|[-T]|[-Xforce] [-Xreverse] -Xgroup Group-

Namee

 
機能説明

指定された複製ボリュームのスナップショット処理(OPC/QuickOPC/SnapOPC/SnapOPC+)、同期処理(EC)を停止します。レプリケーショ

ン運用中に何らかの異常を検出した場合や、複製処理を停止したい場合に使用します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

本オプションはStorage管理サーバでのみ有効です。

-c

システムダウンなど操作サーバが使用不可能な場合、操作サーバでないサーバからコピー処理の強制停止を行うことを指定しま

す。本オプションを使用した場合、前後処理を実施せずコピー処理を停止させます。

本オプションは、操作サーバでは指定できません。

-m

サーバ間レプリケーションの場合、非操作サーバとの通信処理を行わないことを指定します。本オプションを指定した場合、非操作

サーバのボリュームに対するボリューム状態確認処理および、前後処理は行われません。

本オプションは、サーバ間レプリケーション時のみ有効です。

-f

等価性維持状態の同期処理を停止する場合、複写元ボリュームへの前後処理を実行しないことを指定します。

複写元ボリュームの前後処理をAdvancedCopy Managerでは実施せず、独自の前後処理をAdvancedCopy Managerコマンドの前

後に組み込む場合や、複写元前後処理が不要であると判断できる場合(例：RAWデバイス上に構築されたデータベース)に限り、

本オプションを使用してください。

-t

等価性維持状態の同期処理を停止する場合、複写先ボリュームへの後処理を実行しないことを指定します。

複写先ボリュームの前後処理をAdvancedCopy Managerでは実施せず、独自の前後処理をAdvancedCopy Managerコマンドの前

後に組み込む場合や、複写先前後処理が不要であると判断できる場合(例：RAWデバイス上に構築されたデータベース)に限り、

本オプションを使用してください。

-b

halt状態の筐体間コピー処理を停止することを指定します。

サーバ内レプリケーションの場合、両筐体に対して筐体間コピー停止処理を行います。

サーバ間レプリケーションの場合、本コマンドを実行したサーバに接続されている筐体にのみ、コピー停止処理を行います。

コピー処理がhalt状態で、その復旧が見込めない場合にのみ使用してください。

本オプションはコピー処理がhalt状態の時のみ使用できます。

本オプションは非操作サーバでも使用できます。

本オプションは、SDXオブジェクトの論理ボリュームの場合には使用できません。

-Xgroupオプションと同時に指定した場合、グループ内のhalt状態のセッションのみコピー処理を停止します。
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-T

差分スナップショットのトラッキング処理を停止することを指定します。

本オプションを指定した場合、トラッキング処理のみが停止され、実行中のスナップショット処理(OPC物理コピー)は停止されませ

ん。スナップショット処理(OPC物理コピー)が完了している場合はOPCセッションが解除されます。

本オプションは差分スナップショットのトラッキング処理中でない場合は使用できません。

本オプションは、SDXオブジェクトの論理ボリュームの場合には使用できません。

-Xgroupオプションと同時に指定した場合、グループ内のトラッキング処理のみ停止します。

-Xgroup Group-Name

グループ単位でコピー処理を停止することを指定します。

-Xreverse

逆方向(複製先から複製元の方向)に実施されているコピー処理を停止することを指定します。

-Xgds-slice-skipchk

SDXオブジェクトのスライス単位運用において等価性維持状態の同期処理を停止する場合、複写元／複写先前処理で実施され

る、SDXオブジェクトの状態確認処理を省略します。

停止状態のボリュームに対して本オプションを指定する場合は、別途-fオプション、-tオプションを指定する必要があります。

-Xforce

本オプションを指定することで、強制的にSnapOPC+のセッションを停止することができます。

SnapOPC+の強制停止は、停止を指定したスナップ世代とそれ以前のスナップ世代がすべて停止されます。

本オプションは、1つのスナップ世代しかない場合でも指定できます。

本オプションは、SnapOPC+固有のオプションです。

-Xgroupオプションを同時に指定した場合、グループ内のSnapOPC+のセッションが停止され、グループ内のスナップ世代とそれ以

前のスナップ世代もすべて停止されます。

 
オペランド

From-Volume-Name

複写元ボリューム名を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

To-Volume-Name

複写先ボリューム名を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storage管理サーバからStorageサーバ:SRC-SVに対して、/dev/sdb3から/dev/sdb3@TARG-SVへのコピー処理を停止することを指

示します。

# /opt/FJSVswsrp/bin/swsrpcancel -h SRC-SV /dev/sdb3 /dev/sdb3@TARG-SV

FROM=/dev/sdb3@SRC-SV,TO=/dev/sdb3@TARG-SV swsrpcancel completed

#
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・ グループGRP1のコピー処理を停止します。

# /opt/FJSVswsrp/bin/swsrpcancel -Xgroup GRP1

GROUP=GRP1 swsrpcancel completed

#

 
注意事項

・ サーバ内レプリケーションでbオプションを指定し実行した場合、どちらか一方の筐体のコピー停止処理に成功すれば本コマンド

は正常終了します。

・ 次のような場合はコピー処理を停止する事ができません。

－ 指定した複写元／複写先ボリュームが、複製ボリュームとして設定がされていないとき。

－ 指定した複写元／複写先ボリュームに対して、複写処理が実行されていないとき。

－ サーバ間レプリケーションの場合、コマンドを実行したStorageサーバがその複製ボリュームの操作サーバでなかったとき。

－ サーバ間レプリケーションの場合、相手サーバとの通信に失敗したとき。

－ 指定した複写元／複写先ボリュームがバックアップ管理機能またはテープバックアップ機能によって使用されているとき。

・ -Xgroupオプションを使用している場合は、運用中の複製ボリュームについてのみ処理を行いますが、以下の場合は複製解除を

行わずに処理を中断します。

－ 全ての複製ボリュームがコピー未実施だった場合。

－ グループ内にhalt状態のコピー処理が存在しないときに、-bオプションを指定して実行した場合。

－ グループ内のQuickOPCのトラッキング処理が存在しないときに、-Tオプションを指定して実行した場合。

また、-Xgroupオプションを使用している場合は、処理対象の複製ボリュームを順次処理しますが、処理の途中で異常が発生した

場合は、その時点で処理を中断します。

・ SnapOPC+のセッションを停止する場合は、最も古いスナップ世代から停止する必要があります。

2世代目以降のスナップ世代を強制的に停止する場合は、-Xforceオプションを指定してください。ただし、この場合、指定したス

ナップ世代とそれ以前のスナップ世代がすべて停止されます。

-Xforceオプションと-Xgroupオプションを同時に指定した場合、グループ内のSnapOPC+のセッションが停止され、グループ内のス

ナップ世代とそれ以前のスナップ世代もすべて停止されます。

・ 指定したボリュームのボリューム情報はチェックしません（管理簿のボリューム情報と実際の物理情報との一致確認）。管理簿のボ

リューム情報を使用して無条件で運用を解除します。

・ 指定した複写元ボリュームと複写先ボリュームの運用状態により以下のような処理となります。

表10.20 運用状態に対する処理内容

運用状態 処理

逆方向コピー 処理を中断します。

未運用 処理を中断します。

全面／差分コピー中 同期処理を停止します。複写先ボリュームは使用できません。

等価性維持状態 同期処理を停止します。複写先ボリュームは複製として利用できます。

複製確立状態 同期処理を停止します。複写先ボリュームは複製として利用できます。

スナップショット処理中 スナップショット処理を停止します。複写先ボリュームは使用できません。

・ 複写元／複写先ボリュームへの前後処理は、同期処理が等価性維持状態のときのみ実施されます。

・ 次のような場合は、等価性維持状態の同期処理を停止できません。

－ 複写元ボリュームがSDXオブジェクトの場合、そのSDXオブジェクトの状態が以下の状態でないとき。

- ミラーボリュームがACTIVE、STOPのいずれか。
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- ミラーパーティションの状態がACTIVE、TEMPのいずれか。

- SDXディスクの状態がENABLEである。

※ミラーパーティションがTEMPの状態の場合、複製元ボリュームの前処理は行われません。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swsrprecoverres(資源整合コマンド)

・ GDSのSDXオブジェクトを運用する場合、「4.8.2 論理ボリューム単位のバックアップ運用(GDS Snapshotを使用する方式)」の注意の

「運用できないSDXオブジェクトの構成や条件」、「11.1.6 SDXオブジェクト運用の注意(レプリケーション管理)」を参照してくださ

い。

・ -Tオプションを指定しない場合

複写元ボリュームと複写先ボリュームの運用状態により以下のような処理となります。

表10.21 -Tオプションを指定しない場合の運用状態に対する処理内容

運用状態

(swsrpstat -Lの内容表示)
処理

逆方向コピー 処理を中断します。

未運用

(Statusが“----”かつTrkが“----”)
処理を中断します。

全面／差分コピー中

(Statusが“sync”)
同期処理を停止します。複写先ボリュームは使用できま

せん。

等価性維持状態

(Statusが“equivalent”)
同期処理を停止します。複写先ボリュームは複製として

利用できます。

複製確立状態

(Statusが“replicated”)
同期処理を停止します。複写先ボリュームは複製として

利用できます。

スナップショット処理中

(Statusが“snap”)
スナップショット処理を停止します。複写先ボリュームは

使用できません。

トラッキング処理中の場合はトラッキング処理も停止しま

す。

スナップショット処理完了状態

かつトラッキング処理中

(Statusが“----”かつTrkが“on”)

トラッキング処理を停止します。複写先ボリュームは複製

として利用できます。

・ -Tオプションを指定した場合

複写元ボリュームと複写先ボリュームの運用状態により以下のような処理となります。

表10.22 -Tオプションを指定した場合の運用状態に対する処理内容

運用状態

(swsrpstat -Lの内容表示)
処理

逆方向コピー 処理を中断します。

未運用

(Statusが“----”かつTrkが“----”)
処理を中断します。

全面／差分コピー中

(Statusが“sync”)
処理を中断します。

等価性維持状態

(Statusが“equivalent”)
処理を中断します。
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運用状態

(swsrpstat -Lの内容表示)
処理

複製確立状態

(Statusが“replicated”)
処理を中断します。

スナップショット処理中

かつトラッキング処理未実施

(Statusが“snap”かつTrkが“off”)

処理を中断します。

スナップショット処理中

かつトラッキング処理中

(Statusが“snap”かつTrkが“on”)

トラッキング処理のみを停止します。スナップショット処理

(物理コピー)は継続されます。

複写先ボリュームは複製として利用できます。

スナップショット処理完了状態

かつトラッキング処理中

(Statusが“----”かつTrkが“on”)

トラッキング処理を停止します。複写先ボリュームは複製

として利用できます。

10.4.2.5 swsrpchsync(同期処理モード変更コマンド)
 

名前

swsrpchsync － 同期処理モードの変更

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrpchsync [-F (Sync|Async|Stack|Consist)] [-R (Auto|Manual)] [-S (Auto|Manual)] From-Volume-Name 

To-Volume-Name

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrpchsync -h Server-Name [-F (Sync|Async|Stack|Consist)] [-R (Auto|Manual)] [-S (Auto|Manual)] 

From-Volume-Name To-Volume-Name

Storageサーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpchsync [-F (Sync|Async|Stack|Consist)] [-R (Auto|Manual)] [-S (Auto|Manual)] [-Xreverse] -

Xgroup Group-Name

Storage管理サーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrpchsync -h Server-Name [-F (Sync|Async|Stack|Consist)] [-R (Auto|Manual)] [-S (Auto|Manual)] [-

Xreverse] -Xgroup Group-Name

 
機能説明

筐体間同期処理の動作モード(転送モード、Recoveryモード、Splitモード)を変更します。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-F (Sync|Async|Stack|Consist)

転送モードを変更します。

オペランドには以下のいずれかを指定します。
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Sync：同期モードに変更します。

Async：非同期(逐次転送)モードに変更します。

Stack：Stackモードに変更します。

Consist：Consistencyモードに変更します。

本オプションを省略した場合は転送モードは変更されません。

-Sオプションと同時に指定できるのは-F Syncオプションのみです。

-F Syncオプションを指定して同期モード以外の転送モードから同期モードへ変更する際に、-Sオプションが指定されなかった場合の

Splitモードは、Automatic Splitモードとなります。

-R (Auto|Manual)

Recoveryモードを変更します。

オペランドには以下のいずれかを指定します。

Auto：Automatic Recoveryモードに変更します。

Manual：Manual Recoveryモードに変更します。

本オプションを省略した場合はRecoveryモードは変更されません。

-S (Auto|Manual)

Splitモードを変更します。

オペランドには以下のいずれかを指定します。

Auto：Automatic Splitモードに変更します。

Manual：Manual Splitモードに変更します。

本オプションを省略した場合、Splitモードは変更されません。

-F Syncを指定しない、かつ、現在の同期処理の転送モードが同期モードでない場合は、本オプションを指定することはできませ

ん。

-Xgroup Group-Name

グループ単位の筐体間同期処理の動作モード(転送モード、Recoveryモード、Splitモード)を変更します。

-Xreverse

逆方向(複製先から複製元の方向)に実施されている同期処理の動作モードを変更することを指定します。

 
オペランド

From-Volume-Name

複写元ボリューム名を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

To-Volume-Name

複写先ボリューム名を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storage管理サーバからStorageサーバ:SRC-SVに対して、/dev/sdb3@SRC-SVと/dev/sdb3@TARG-SV間の筐体間同期処理の転

送モードをConsistencyモードから非同期モードに変更することを指示します。

# /opt/FJSVswsrp/bin/swsrpstat -h SRC-SV -L /dev/sdb3@SRC-SV

Server Original-Volume  Replica-Volume    Direction Status Execute Trk  Rcv  Split Xfer     Snap-Gen

SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV regular   sync   99%     ---- auto ----  consist  ----
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：

# /opt/FJSVswsrp/bin/swsrpchsync -h SRC-SV -F Async /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV

FROM=/dev/sdb3@SRC-SV, TO=/dev/sdb3@TARG-SV swsrpchsync completed

：

# /opt/FJSVswsrp/bin/swsrpstat -h SRC-SV -L /dev/sdb3@SRC-SV

Server Original-Volume  Replica-Volume    Direction Status     Execute Trk  Rcv  Split Xfer  Snap-Gen

SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV regular   equivalent 100%    ---- auto ----  async ----

#

・ グループGRP1の筐体間同期処理の転送モードをConsistencyモードから非同期モードに変更することを指示します。

# /opt/FJSVswsrp/bin/swsrpchsync -F Async -Xgroup GRP1

GROUP=GRP1 swsrpchsync completed

#

 
注意事項

・ 次のような場合、筐体間同期処理の動作モードを変更することができません。

－ 指定した複製元／複製先ボリュームが、複製ボリュームとして設定がされていないとき。

－ -F、-R、-Sのいずれのオプションも指定されていないとき。

－ サーバ間レプリケーションの場合、コマンドを実行したStorageサーバがその複製ボリュームの操作サーバでなかったとき。

－ 指定した複写元ボリュームから複写先ボリュームへの同期処理が行われていないとき。

－ 指定した複写元ボリュームから複写先ボリュームへの同期処理がエラーサスペンド状態(swsrpstat(運用状況表示コマンド)のStatus
が“failed”)またはハードサスペンド状態(swsrpstat(運用状況表示コマンド)のStatusが“halt”)になっているとき。

－ 指定した複製元／複製先ボリュームが配置されているETERNUS ディスクアレイが動作モード変更機能をサポートしていない

とき。

－ GDS Snapshot連携のとき。

・ -Xgroupオプションを使用している場合は、処理対象の複製ボリュームの同期処理をすべて同じ動作モードに変更しますが、上記

の条件にあてはまる複製ボリュームが1つでも存在する場合は、同期処理の動作モードを変更することはできません。

また、-Xgroupオプションを使用している場合は、処理対象の複製ボリュームを順次処理しますが、処理の途中で異常が発生した

場合は、その時点で処理を中断します。

・ 等価性維持状態のRECの動作モード変更を行った場合は、動作モード変更後に再度、等価性維持状態になるのを待ち合わせる

必要があります。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swsrprecoverres(資源整合コマンド)

10.4.2.6 swsrprevsync(同期処理反転コマンド)
 

名前

swsrprevsync － 同期処理の反転

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrprevsync From-Volume-Name To-Volume-Name
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Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrprevsync -h Server-Name From-Volume-Name To-Volume-Name

Storageサーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrprevsync [-Xreverse] -Xgroup Group-Name

Storage管理サーバで実施する場合:グループ指定

/opt/FJSVswsrp/bin/swsrprevsync -h Server-Name [-Xreverse] -Xgroup Group-Name

 
機能説明

サスペンド状態の同期処理のコピー方向を反転します。

本コマンドは、SDXオブジェクトの論理ボリュームを操作する場合には使用することはできません。

 
オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-Xgroup Group-Name

グループ単位の同期処理を反転します。

-Xreverse

逆方向(複製先から複製元の方向)に実施されている同期処理を反転することを指定します。

 
オペランド

From-Volume-Name

複写元ボリューム名(反転後の複写先となるボリューム名)を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

To-Volume-Name

複写先ボリューム名(反転後の複写元となるボリューム名)を指定します。

swsrpsetvol(複製ボリューム情報設定コマンド)で設定した複製元ボリューム、または、複製先ボリュームを指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Storage管理サーバからStorageサーバ:SRC-SVに対して、/dev/sdb3@SRC-SVと/dev/sdb3@TARG-SV間の同期処理のコピー方

向を反転することを指示します。

# /opt/FJSVswsrp/bin/swsrpstat -h SRC-SV /dev/sdb3@SRC-SV

Server Original-Volume  Replica-Volume    Direction  Status     Execute

SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV reverse    replicated ----

# /opt/FJSVswsrp/bin/swsrprevsync /dev/sdb3@TARG-SV /dev/sdb3@SRC-SV 

FROM=/dev/sdb3@SRC-SV,TO=/dev/sdb3@TARG-SV swsrprevsync completed

# /opt/FJSVswsrp/bin/swsrpstat /dev/sdb3@SRC-SV

Server Original-Volume  Replica-Volume    Direction  Status     Execute
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SRC-SV /dev/sdb3@SRC-SV /dev/sdb3@TARG-SV regular    replicated ----

#

・ グループGRP1の同期処理を反転します。

# /opt/FJSVswsrp/bin/swsrprevsync -Xgroup GRP1

GROUP=GRP1 swsrprevsync completed

#

 
注意事項

・ 次のような場合は同期処理を反転できません。

－ 指定した複製元／複製先ボリュームが、複製ボリュームとして設定がされていないとき。

－ 複製ボリュームのコピー属性として一方向コピーを設定しているとき。

－ サーバ間レプリケーションの場合、コマンドを実行したStorageサーバがその複製ボリュームの操作サーバでなかったとき。

－ 指定した複写元ボリュームから複写先ボリュームへの同期処理が複製確立状態でないとき。

－ 指定した複製元／複製先ボリュームが配置されているETERNUS ディスクアレイが反転機能をサポートしていないとき。

－ GDS Snapshot連携のとき。

・ -Xgroupオプションを使用している場合は、処理対象の複製ボリュームの同期処理をすべて反転しますが、上記の条件にあてはま

る複製ボリュームが1つでも存在する場合は、同期処理を反転することはできません。

また、-Xgroupオプションを使用している場合は、処理対象の複製ボリュームを順次処理しますが、処理の途中で異常が発生した

場合は、その時点で処理を中断します。

・ -Xgroupオプションを使用している場合に、グループ内の既に反転済みのセッションに対しては処理を行いません。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swstsrsemtch(資源整合コマンド)

10.4.3 保守系コマンド

レプリケーション管理の保守系コマンドについて説明します。

10.4.3.1 swsrprecoverres(資源整合コマンド)
 

名前

swsrprecoverres － 管理情報の復旧

 
形式

Storageサーバで実施する場合

/opt/FJSVswsrp/bin/swsrprecoverres [-r] [-p]

Storage管理サーバで実施する場合

/opt/FJSVswsrp/bin/swsrprecoverres -h Server-Name [-r] [-p]

 
機能説明

システムダウンなどでレプリケーション管理情報の整合性が不完全となってしまった場合、整合性がとれるように復旧します。
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オプション

-h Server-Name

Storageサーバ名を指定します。

Storage管理サーバ以外でこのオプションを指定することはできません。

-r

レプリケーション管理簿の更新操作を行うswsrpsetvol(複製ボリューム情報設定コマンド)、swsrpdelvol(複製ボリューム情報削除コ

マンド)が強制終了やシステムダウンなどにより不意に終了した場合や、レプリケーション管理簿が誤って削除されてしまった場合

のような、レプリケーション管理簿の不正状態が発生した場合に指定します。

本オプションが指定された場合、以下のようなレプリケーション管理簿の再作成処理が実施されます。

Storage管理サーバのリポジトリ内にあるレプリケーション管理情報がStorageサーバにダウンロードされ、複製ボリューム情報が復元

されます。

ETERNUS ディスクアレイに問い合わせ処理を行うことによって、同期処理の実行情報が復元されます。

-p

未実施の後処理を実行しないことを指定します。swsrpmake(複製作成コマンド)のプロセスが強制終了、システムダウンなどにより

不意に終了した場合に使用できます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 資源整合を行います。

# /opt/FJSVswsrp/bin/swsrprecoverres

swsrprecoverres completed

#

 
注意事項

・ 次のような場合は資源整合処理ができません。

－ -rオプションを指定した場合に、Storage管理サーバとの通信に失敗したとき。

－ swsrpsetvol(複製ボリューム情報設定コマンド)、swsrpdelvol(複製ボリューム情報削除コマンド)の実行プロセスが強制終了した

後の本コマンド実行時に-rオプションが指定されていなかったとき。

・ 資源情報の整合性復旧は本コマンドを実施したStorageサーバに対してのみ行われます。サーバ間レプリケーションに関する処理

の実行中に資源不整合が発生した場合は、処理を実行したStorageサーバおよび通信先となるStorageサーバの双方で本コマンド

を実施する必要があります。

・ 複写元ボリュームや複写先ボリュームに対して、swsrpmake(複製作成コマンド)などが処理途中で終了し、処理が完了していない

状態で、本コマンドを実行したとき、未実施の後処理を行う必要がある場合は、レプリケーションの後処理が実行されます。

・ 次のコマンドが実行しているときは、本コマンドを実行することができません。

－ swsrpsetvol(複製ボリューム情報設定コマンド)

－ swsrpvolinfo(複製ボリューム情報表示コマンド)

－ swsrpdelvol(複製ボリューム情報削除コマンド)

－ swsrpstartsync(複製開始コマンド)
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－ swsrpmake(複製作成コマンド)

－ swsrpstat(運用状況表示コマンド)

－ swsrpcancel(複製解除コマンド)

－ swsrpchsync(同期処理モード変更コマンド)

－ swsrprevsync(同期処理反転コマンド)

－ swsrprecoverres(資源整合コマンド)

10.5 デーモンの起動／停止コマンド

本節では、AdvancedCopy Managerのデーモンの起動方法と停止方法について説明します。

 

 注意

コマンドを使用する場合の注意事項は以下のとおりです。

・ 環境変数SWSTGNODEが設定されていないことを確認してください。

・ 本コマンドを実行する時のLANG環境変数はシステムで使用しているコード系と同一の環境で実行してください。

・ 本コマンドはrootユーザーのみ実行可能です。

・ クラスタ運用の場合、「第2章 デーモンの起動と停止」を参照してください。

10.5.1 通信デーモンの起動と停止

・ 通信デーモンの起動方法

以下のコマンドを入力し、通信デーモンを起動します。

# /opt/FJSVswstf/bin/stgfwcom start

・ 通信デーモンの停止方法

以下のコマンドを入力し、通信デーモンを停止します。

# /opt/FJSVswstf/bin/stgfwcom stop

10.5.2 RMIデーモンの起動と停止

RMIデーモンは、Storage管理サーバのみに存在します。

・ RMIデーモンの起動方法

以下のコマンドを入力し、RMIデーモンを起動します。

# /opt/FJSVswstf/bin/stgrmicom start

・ RMIデーモンの停止方法

以下のコマンドを入力し、RMIデーモンを停止します。

# /opt/FJSVswstf/bin/stgrmicom stop
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10.5.3 RDBデーモンの起動と停止

RDBデーモンは、Storage管理サーバのみに存在します。

・ RDBデーモンの起動方法

以下のコマンドを入力し、RDBデーモンを起動します。

# /opt/FJSVswstf/bin/stgdbcom start

・ RDBデーモンの停止方法

以下のコマンドを入力し、RDBデーモンを停止します。

# /opt/FJSVswstf/bin/stgdbcom stop

10.5.4 認証デーモンの起動と停止

認証デーモンは、Storage管理サーバのみに存在します。

・ 認証デーモンの起動方法

以下のコマンドを入力し、認証デーモンを起動します。

# /opt/FJSVswssc/bin/rc.smfwsec start

・ 認証デーモンの停止方法

以下のコマンドを入力し、認証デーモンを停止します。

# /opt/FJSVswssc/bin/rc.smfwsec stop

10.5.5 AdvancedCopy Managerデーモンの起動と停止

以下に示すデーモンを一括して起動または停止します。

表10.23 一括して起動または停止するデーモン

サーバ種別 Storageサーバ Storage管理サーバ

デーモン名 通信デーモン 通信デーモン

RMIデーモン

RDBデーモン

認証デーモン

・ AdvancedCopy Managerデーモンの起動方法

以下のコマンドを入力し、AdvancedCopy Managerを起動します。

# /opt/swstorage/bin/startacm

・ AdvancedCopy Managerデーモンの停止方法

以下のコマンドを入力し、AdvancedCopy Managerを停止します。

# /opt/swstorage/bin/stopacm
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10.6 SnapOPC/SnapOPC+サポートコマンド

SnapOPC/SnapOPC+を実施する場合に使用できるコマンドについて説明します。

 

 注意

コマンド実行時の動作環境

コマンドを実行する際に必要となる動作環境は下表のとおりです。

表10.24 SnapOPC/SnapOPC+サポートコマンド実行時の動作環境

コマンド名 AdvancedCopy Managerの動作環境

swstestupdate －

swstsdv －

 

 注意

クラスタ運用の場合

クラスタ運用におけるコマンドは、次の手順で実行します。

1. 必要に応じて、環境変数SWSTGNODEに該当業務の論理ノード名を設定します。環境変数の設定方法は以下のとおりで

す。

# SWSTGNODE=論理ノード名

# export SWSTGNODE

2. コマンドを実行します。

クラスタ運用におけるコマンドと、環境変数設定の要否およびコマンドを実行するノードは下表のとおりです。コマンドを実行する際

の注意事項等は備考欄に記述しています。

表10.25 クラスタ運用時のコマンド

コマンド 環境変数の要否 コマンド実行ノード 備考

swstestupdate 不要 業務稼働ノード －

swstsdv 不要 業務稼働ノード －

10.6.1 swstestupdate(更新量測定コマンド)
 

名前

swstestupdate － 更新量の測定

 
形式

更新量の測定を開始する場合(擬似セッションを設定)

/opt/FJSVswsts/bin/swstestupdate start Volume-Name

更新量を参照する場合(擬似セッションの状態を表示)

/opt/FJSVswsts/bin/swstestupdate status Volume-Name
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更新量の測定を終了する場合(擬似セッションを解除)

/opt/FJSVswsts/bin/swstestupdate stop Volume-Name

 
機能説明

擬似セッション設定機能を使って、Snap Data Volumeの物理容量を測定します。

更新量の測定を開始する場合(擬似セッションを設定)

サブコマンドに"start"を指定し、更新量の測定を開始します。

更新量を参照する場合(擬似セッションの状態を表示)

サブコマンドに"status"を指定し、更新量を参照します。

表示される情報は以下のとおりです。

タイトル 説明

Volume-Name ボリューム名を表示します。

Update 測定開始後の更新済みデータ量をブロック数で表します(1ブロック=512バイト)。
擬似セッションが存在しない場合は“----”を表示します。

擬似セッションがエラーサスペンド状態になった場合は“failed”を表示します。

更新量の測定を終了する場合(擬似セッションを解除)

サブコマンドに"stop"を指定し、更新量の測定を終了します。

 
オペランド

Volume-Name

ボリューム名を指定します。

SnapOPC/SnapOPC+運用で使用する複製元ボリュームを指定します。

GDS論理ボリュームを指定することはできません。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ 更新量を測定します。

(擬似セッションを開始して測定を開始する)

# /opt/FJSVswsts/bin/swstestupdate start /dev/sda1

/dev/sda1 swstestupdate completed

(測定1回目)

# /opt/FJSVswsts/bin/swstestupdate status /dev/sda1

Volume-Name Update

/dev/sda1   644333

(測定2回目)

# /opt/FJSVswsts/bin/swstestupdate status /dev/sda1

Volume-Name Update

/dev/sda1   1045000

(擬似セッションを解除して測定を終了する)
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# /opt/FJSVswsts/bin/swstestupdate stop /dev/sda1

/dev/sda1 swstestupdate completed

#

 
注意事項

・ 次のような場合は更新量の測定ができません。

－ 指定したボリュームが存在しないとき。

－ ETERNUS ディスクアレイがSnapOPC/SnapOPC+機能をサポートしていないとき。

－ 擬似セッションが既に設定されているとき(start時)。

－ 擬似セッションが存在しないとき(stop時)。

10.6.2 swstsdv(Snap Data Volumeの操作／参照コマンド)
 

名前

swstsdv － Snap Data Volumeの操作と参照

 
形式

Snap Data Volumeの初期化

/opt/FJSVswsts/bin/swstsdv init Volume-Name

/opt/FJSVswsts/bin/swstsdv init -G Access-Path-Name LU-Number

Snap Data Volumeの状態表示

/opt/FJSVswsts/bin/swstsdv stat Volume-Name

/opt/FJSVswsts/bin/swstsdv stat -G Access-Path-Name LU-Number

Snap Data Poolの状態表示

/opt/FJSVswsts/bin/swstsdv poolstat -G Volume-Name

 
機能説明

Snap Data Volumeの初期化、Snap Data Volumeの状態表示、またはSnap Data Poolの状態表示を実施します。

操作したい内容にしたがい、以下のサブコマンドを指定して実行してください。

Snap Data Volumeの初期化

サブコマンドに"init"を指定し、Snap Data Volumeを初期化します。

Snap Data Volumeの初期化は、SnapOPC/SnapOPC+が停止中に実施してください。

また、Snap Data Volume内の全てのデータは破棄されるため、次の手順で実施することを推奨します。

（論理ボリュームマネージャーによる運用時は、事前にアクセスパスの準備と、LU-Numberの収集が必要です。）

1. Snap Data Volume内に必要なデータがある場合は、OSコマンド等を利用して事前にデータの退避します。

2. ディスクの管理情報を初期化します。

論理ボリュームマネージャーによる運用時は、対象のSnap Data Volume(物理ディスク)を論理ボリュームマネージャーの管理

外に設定します。

3. 本コマンドにより、Snap Data Volumeの初期化を実施します。

論理ボリュームマネージャーによる運用時は、アクセスパスを利用して初期化します。
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Snap Data Volumeの状態表示

サブコマンドに"stat"を指定し、Snap Data Volumeの論理容量、物理容量、使用領域の容量、未使用領域の容量を表示します。

表示される情報は以下のとおりです。

タイトル 説明

BoxID Box IDを表示します。

LUN ETERNUS ディスクアレイ上の論理ユニット番号を表示します。

表示は「<10進数>(<16進数>)」の形式で表示されます。

Rate Snap Data Volumeの使用率をパーセンテージで表示します。

Logical Snap Data Volumeの論理容量を表示します。表示単位はセクタです。

Physical Snap Data Volumeの物理容量を表示します。表示単位はセクタです。

Used Snap Data Volumeの使用領域の容量を表示します。表示単位はセクタです。

Copy使用量(注)とHost使用量(注)を合わせた容量を表示します。

Copy Snap Data Volumeの使用している容量のうちCopy使用量(注)を表示します。表示単位は

セクタです。

Host Snap Data Volumeの使用している容量のうちHost使用量(注)を表示します。表示単位は

セクタです。

Pool Snap Data Volumeに割り当てられたSnap Data Poolの使用量を表示します。表示単位は

セクタです。

注）

Copy使用量：SnapOPC/SnapOPC+の起動中に行われた更新の使用量です。

Host使用量：SnapOPC/SnapOPC+が起動していない状態でSnap Data Volumeに行った更新の使用量です。

Snap Data Poolの状態表示

サブコマンドに"poolstat"を指定し、Snap Data Poolの総容量、使用領域の容量、未使用領域の容量を表示します。

表示される情報は以下のとおりです。

タイトル 説明

BoxID Box ID を表示します。

Pool-Type Snap Data Poolの種類を表示します。

Normal:通常（非暗号化）

Encrypted:暗号化

Rate Snap Data Poolの使用率（%）を表示します。

Total Snap Data Poolの総容量を表示します。表示単位はセクタです。

Used Snap Data Poolの使用領域の容量を表示します。表示単位はセクタです。

Copy使用量(注)とHost使用量(注)を合わせた容量を表示します。

Copy Snap Data Poolが使用されている容量のうちCopy使用量(注)を表示します。表示単位は

セクタです。

Host Snap Data Poolが使用されている容量のうちHost使用量(注)を表示します。表示単位は

セクタです。

Free Snap Data Poolの未使用領域の容量を表示します。表示単位はセクタです。

注）

Copy使用量：SnapOPC/SnapOPC+の起動中に行われた更新の使用量です。

Host使用量：SnapOPC/SnapOPC+が起動していない状態でSnap Data Volumeに行った更新の使用量です。
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オプション

Snap Data Volumeの初期化(init指定)に指定できるオプション

-G Access-Path-Name

アクセスパス(Access-Path-Name)を指定します。

アクセスパスについては、「アクセスパスの作成」を参照してください。

Snap Data Volumeの状態表示(stat指定)に指定できるオプション

-G Access-Path-Name

アクセスパス(Access-Path-Name)を指定します。

アクセスパスについては、「アクセスパスの作成」を参照してください。

Snap Data Poolの状態表示(poolstat指定)に指定できるオプション

-G Volume-Name

ETERNUS ディスクアレイのボリューム(Volume-Name)を指定します。

だだし、容量不足が発生しているSnap Data Volumeなどを指定すると、コマンドが異常となります。このような場合は、容量不足

が発生していない、アクセスパスなどを指定してください。

アクセスパスについては、「アクセスパスの作成」を参照してください。

 
オペランド

Snap Data Volumeの初期化(init指定)に指定できるオペランド

Volume-Name

初期化するSnap Data Volumeのボリューム名(AdvancedCopy Managerデバイス名)を指定します。

パーティション(スライス)を指定した場合は、パーティション(スライス)が存在するLogical Unit(ディスク)が初期化されます。

LU-Number

ETERNUS ディスクアレイの論理ユニット番号を指定します。

この値は10進数で指定します。

Snap Data Volumeの状態表示(stat指定)に指定できるオプション

Volume-Name

Snap Data Volumeのボリューム名(AdvancedCopy Managerデバイス名)を指定します。

パーティション(スライス)を指定した場合は、パーティション(スライス)が存在するLogical Unit(ディスク)の情報が表示されます。

LU-Number

ETERNUS ディスクアレイの論理ユニット番号を指定します。

この値は10進数で指定します。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

・ Snap Data Volumeを初期化します。

# /opt/FJSVswsts/bin/swstsdv init /dev/sdz

swstsdv init completed

#
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・ 容量不足が発生した場合に、アクセスパスを利用して、LU-Number(117)のボリュームを初期化します。

# /opt/FJSVswsts/bin/swstsdv init /dev/sdz

swstsdv init completed

#

・ Snap Data Volumeの状態を表示します。

# /opt/FJSVswsts/bin/swstsdv stat /dev/sdz

BoxID = 00E4000M3#####E450S20A####KD4030639004##

LUN = 117 (0x75)

Rate Logical(sector) Physical(sector) Used(sector) Copy(sector) Host(sector) Pool(sector)

0%   8388608         1048576          0            0            0            0

#

・ アクセスパスを利用して、Snap Data Volumeの状態を表示します。

# /opt/FJSVswsts/bin/swstsdv stat -G /dev/sdt 117

BoxID = 00E4000M3#####E450S20A####KD4030639004##

LUN = 117 (0x75)

Rate Logical(sector) Physical(sector) Used(sector) Copy(sector) Host(sector) Pool(sector)

0%   8388608         1048576          0            0            0            0

#

・ アクセスパスを指定して、Snap Data Poolの状態を表示します。

# /opt/FJSVswsts/bin/swstsdv poolstat -G /dev/sdt

BoxID = 00E4000M3#####E450S20A####KD4030639004##

Pool-Type Rate Total(sector) Used(sector) Copy(sector) Host(sector) Free(sector)

Normal    10%  20971520      2097152      0            2097152      18874368

Encrypted 0%   20971520      0            0            0            20971520

#

 
注意事項

Snap Data Volumeが容量不足になった場合、アクセスパスとETERNUS ディスクアレイの論理ユニット番号(LU-Number)を使用して操

作が可能です。

しかし、Snap Data Volumeが容量不足となった状態では、サブコマンドに"stat"を指定し、容量不足となったSnap Data VolumeのLU-
Numberを確認しようとしても、容量不足となったSnap Data Volumeに対してはアクセスがエラーとなるため、コマンドが異常となり、LU-
Numberの確認ができません。

このため、LU-Numberを使用する場合は、事前に、Snap Data VolumeのLU-Numberを確認し、覚えておく必要があります。

10.7 調査資料採取コマンド

AdvancedCopy Managerの障害発生時に調査資料を採取するためのコマンドについて説明します。

10.7.1 acmcapture(調査資料採取コマンド)
 

名前

acmcapture － AdvancedCopy Managerの調査資料の採取

 
形式

/opt/FJSVswstf/bin/acmcapture dirname
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機能説明

本コマンドは、AdvancedCopy Managerの調査資料を採取するコマンドです。本コマンドを実行したサーバにインストールされているACM
のすべてのコンポーネントの資料を採取します。

本コマンドを実行するためには、OSの管理者（root）権限が必要です。

[調査資料のファイル名の形式]

採取された資料は、dirname配下の“acmcapture_HOSTNAME_YYYYMMDD_ttmmss.tar.gz”の形式のファイルに格納されます。

HOSTNAMEはコマンド実行するホスト名となります。ホスト名が0～9の数字、大文字と小文字の英字、およびハイフン (-)以外の文字

を含む場合は、"NOHOSTNAME"となります。また、15文字を超える場合は、15文字より後の文字を切り捨てます。

・ YYYYMMDDは、YYYY:年、MM:月、DD:日となります。

・ ttmmssは、tt:時、mm:分、ss:秒となります。

 
オペランド

dirname

dirnameには、調査資料を格納するディレクトリを指定します。

十分な空き容量(500MB以上を推奨)のあるディレクトリを指定してください。調査資料のサイズはシステムの環境や状態によって変

動するため、500MBは目安としてください。十分な空き容量がない場合、本コマンドは調査資料を採取せずに異常終了します。

存在するディレクトリを指定してください。存在しないディレクトリを指定した場合、本コマンドは調査資料を採取せずに異常終了し

ます。

 
終了ステータス

=0:正常終了

>0:異常終了

 
使用例

資料を /tmpディレクトリに採取します。

# /opt/FJSVswstf/bin/acmcapture /tmp

Executing.........................................

Completed.

OUTPUT=/tmp/acmcapture_srv01_20090323_094614.tar.gz

 
注意事項

・ クラスタ構成システムの場合は、全ノードで本コマンドを実行してください。なお、共有ディスクの情報を採取するために、いずれか

のノードで共有ディスクをマウントして本コマンドを実行してください。

・ 本コマンドは、他のAdvancedCopy Manageのコマンドが停止している状態で実行してください。他のAdvancedCopy Manageのコマ

ンドが動作している状態で実行した場合、正常に資料を採取できない場合があります。
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第11章 運用上の注意事項

本章では、AdvancedCopy Managerの運用における注意事項について説明します。

11.1 バックアップ運用／レプリケーション運用の注意事項

バックアップ運用／レプリケーション運用の注意事項について説明します。

11.1.1 全般的な注意事項

バックアップ運用／レプリケーション運用における全般的な注意事項について説明します。

 
Storageサーバのロケールについて

すべてのStorageサーバには、AdvancedCopy Managerが使用する内部コード系（Storage管理サーバへAdvancedCopy Managerをイン

ストールする際に指定するコード系）のロケールがインストールされている必要があります。

Storage管理サーバとStorageサーバの間で、言語環境(LANG)が異なる場合に対処が必要となります。以下にその組み合わせと対処

方法を示します。

表11.1 Storage管理サーバとStorageサーバの言語環境の組み合わせ

Storage管理サーバ Storageサーバ 対処方法

Windows (SJIS) Windows (SJIS) 必要なし

Solaris (EUC) StorageサーバにSJISパッケージをインストールする必要がある

HP-UX (EUC) StorageサーバにSJISパッケージをインストールする必要がある

Linux (EUC) 必要なし

Linux (UTF8) 必要なし

AIX (SJIS) 必要なし

AIX (EUC) StorageサーバにSJISの言語環境を追加する必要がある

Solaris ロケールの設定

による(標準 EUC)
Windows (SJIS) 必要なし(Storage管理サーバがEUCの場合、Storageサーバが

問題なく処理する)

Solaris (EUC) 必要なし(同じコードの場合)

管理サーバがSJISの場合、StorageサーバにSJISパッケージを

インストールする必要がある

HP-UX (EUC) 必要なし(同じLANGの場合)

管理サーバがSJISの場合、StorageサーバにSJISパッケージを

インストールする必要がある

Linux (EUC) 必要なし

Linux (UTF8) 必要なし

AIX (SJIS) 必要なし(同じLANGの場合)

管理サーバがEUCの場合、StorageサーバにEUCの言語環境

を追加する必要がある

AIX (EUC) 必要なし(同じLANGの場合)

管理サーバがSJISの場合、StorageサーバにSJISの言語環境を

追加する必要がある

Linux (EUC) Windows (SJIS) 必要なし(Storage管理サーバがEUCの場合、Storageサーバが

問題なく処理する)

Solaris (EUC) 必要なし
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Storage管理サーバ Storageサーバ 対処方法

HP-UX (EUC) 必要なし

Linux (EUC) 必要なし

Linux (UTF8) 必要なし

AIX (SJIS) StorageサーバにEUCの言語環境を追加する必要がある

AIX (EUC) 必要なし

Linux (UTF8) Windows (SJIS) 必要なし

Solaris (EUC) StorageサーバにUTF8の言語環境を追加する必要がある

HP-UX (EUC) StorageサーバにUTF8の言語環境を追加する必要がある

Linux (EUC) 必要なし

Linux (UTF8) 必要なし

AIX (SJIS) StorageサーバにUTF8の言語環境を追加する必要がある

AIX (EUC) StorageサーバにUTF8の言語環境を追加する必要がある

該当パッケージをインストール後、再度GUIクライアントから「Storageサーバ上の全デバイス情報の更新」操作を実施してください。

 
バックアップ、レプリケーション対象について

以下のデバイスは、バックアップ対象、レプリケーション対象としないでください。

・ AdvancedCopy Managerがインストールされているデバイス

・ AdvancedCopy Managerの管理簿が存在するデバイス

・ LVM(Logical Volume Manager)の論理ボリュームまたはボリュームグループ

 
ボリューム上のデータとデータの整合性について

表11.2 ボリューム上のデータとデータの整合性

業務ボリューム上のデータ データの整合性確保 運用方法

運用中のOracleのデータベースス

ペース

Oracleと連携する必要があります。 Oracle連携用のサンプルスクリプトを使用しま

す。

詳細については、「付録B Oracleと連携した

バックアップ運用(サンプルシェルスクリプト)」
を参照してください。

運用中のSymfowareのデータ

ベーススペース

AdvancedCopy Managerのコマンドが

Symfowareと連携して整合性を確保

します。

「第5章 バックアップ運用(Symfoware)」を参

照してください。

ファイルシステム AdvancedCopy Managerのコマンドが

ファイルシステムをアンマウントして整

合性を確保します。

「付録A バックアップ／リストアの前後処理」

および「付録C レプリケーションの前後処理」

を参照してください。

上記以外 運用でデータの整合性を確保する必

要があります。

バックアップ、レプリケーションの実行時に業

務を停止するなどの対処を行ってください。

 
デバイス情報の取り込みについて

バックアップ運用／レプリケーション運用を開始する前に、AdvancedCopy ManagerのGUIクライアントを使用して、全Storageサーバが

管理するデバイス情報の取り込みを行います。デバイス情報の取り込みについては、「4.4.5 Storageサーバ配下のデバイス情報の取り

込み」を参照してください。この操作は、選択したStorageサーバに定義されているデバイスの総数に比例した時間がかかります。デバ

イス数が多い場合はCPU負荷やI/O負荷の低い状態で実施してください。

目安として、負荷のない状態で、1デバイス(パーティション)あたり約0.5秒かかりますので、参考としてください。
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同時実行数の上限について

1つのLU(Logical Unit)内で、同時に実行できるアドバンスト・コピーのセッション数には、上限(最大値)があります。そのため、1つのLU
内のボリューム数は、LUあたりの最大コピーセッション数以下にしてください。

運用上、1LUあたりの最大コピーセッション数以上のボリュームを、同一LUに作成する必要がある場合、同一LU内のボリュームに対し

て、最大コピーセッション数以上のアドバンスト・コピーを同時に実施しない運用設計が必要です。

なお、1LUあたりの最大コピーセッション数については、ETERNUS ディスクアレイの『SA/SEハンドブック』を参照してください。

 
パーティションのサイズについて

業務ボリュームとバックアップボリュームは同一サイズである必要があります。しかし、以下のパーティションについては、OS制御領域

が自動的に確保されるため、fdiskコマンドで指定したサイズが、全て利用可能なサイズとはなりません。

・ ディスク内の先頭(fdiskコマンド上一番左)に存在する基本パーティション

・ 拡張パーティションの先頭の論理パーティション

図11.1 パーティションで確保されるサイズについて

このため、業務ボリュームとバックアップボリュームを構成するパーティションは、サイズを同じにして作成した、以下の組み合わせにし

たがい構成してください。

図11.2 業務ボリュームとバックアップボリュームの組み合わせ
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図11.3 サイズの異なるパーティションが混在しているディスクでの組み合わせ例

また、レプリケーション運用において、複製元ボリューム／複製先ボリュームを同一サイズにする場合も、上記の同色の組み合わせに

してください。

 

 ポイント

運用ミスを防止するために、AdvancedCopy Managerで管理するETERNUS ディスクアレイ上の全パーティションは、拡張パーティショ

ンとする事をお勧めします。

全てを拡張パーティションとして定義できない場合には、業務ボリュームとして定義したデバイスが含まれるパーティション構成と、バッ

クアップボリュームとして定義したデバイスが含まれるパーティション構成は同一にする事をお勧めします。

 

 注意

PRIMECLUSTER GDSのボリュームをバックアップ運用する場合

GDSボリュームをバックアップする場合は、バックアップボリュームのサイズをセクタサイズで指定して、GDSボリュームと一致させてくだ

さい。

バックアップボリュームの作成方法は以下になります。

1. バックアップするGDSボリュームの正確なサイズと本数を調べてください。

正確なサイズは、以下のコマンドで出力されるBLOCKSに、512バイトをかけた値です。

sdxinfo -o ボリューム名

下記の例では、BLOCKSに425984と出力されているため、サイズは218103808バイト(425984ブロック*512バイト)になります。

# sdxinfo   -o v1

OBJ    NAME    CLASS   GROUP   SKIP JRM 1STBLK   LASTBLK  BLOCKS   STATUS

------ ------- ------- ------- ---- --- -------- -------- -------- --------

volume v1      c1      g1      off  on     65536   491519   425984 ACTIVE

2. partedコマンドを使用して、バックアップボリュームのディスク形式が、msdos形式であることを確認してください。msdos形式でな

い場合は、「/sbin/parted <デバイス名> mklabel msdos」を実行してmsdos形式にしてください。

3. バックアップボリュームを作成するディスクの1セクタあたりのバイト数を調べます。

下記の例では、”sectors of 512 bytes”とあり、1セクタが512バイトであることがわかります。

# /sbin/sfdisk -uS -l /dev/sdp

Disk /dev/sdp: 1017 cylinders, 133 heads, 62 sectors/track

Units = sectors of 512 bytes, counting from 0

  Device Boot    Start       End   #sectors  Id  System
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/dev/sdp1             0         -          0   0  Empty

/dev/sdp2             0         -          0   0  Empty

/dev/sdp3             0         -          0   0  Empty

/dev/sdp4             0         -          0   0  Empty

ディスクにmsdosディスクラベルが存在しない場合、次のようなエラーとなります。

「sfdisk: ERROR: sector 0 does not have an msdos signature」

あらかじめ、対象のディスクに、fdiskコマンドまたはpartedコマンドで、msdosディスクラベルを作成してください。

例) # partedコマンドでmsdosディスクラベルを作成する場合

# /sbin/parted /dev/sdp mklabel msdos

4. 作成するバックアップボリュームのセクタ数を計算します。

218103808バイト / 512バイト = 425984セクタ

ただし、論理ボリュームの先頭1セクタは、パーティションディスクリプタが配置されるため、使用できないセクタになります。そのた

め、求めたセクタ数に1を加算します。

425984セクタ + 1=425985セクタ

よって、作成するセクタは425985セクタになります。

5. sfdiskコマンドで入力するファイルを作成します。

バックアップボリュームは、拡張パーティション内の論理パーティションとして作成する必要があるため、以下のようなファイルを作

成します。

# cat ./sdp-partition.dat

,,E

;

;

;

,128,L

,425985,L

,425985,L

,425985,L

1つ目の論理パーティション(/dev/sdp5)は、パーティションディスクリプタの関係により、ほかの論理パーティションと同じサイズに

することができません。

そのため、1つ目の論理パーティションは、適当なサイズ(この場合128セクタ)で作成し、バックアップボリュームとしては使用しま

せん。

6. sfdiskコマンドを利用して、パーティションを作成します。

#  /sbin/sfdisk -uS --force /dev/sdp < ./sdp-partition.dat

Checking that no-one is using this disk right now ...

OK

Disk /dev/sdp: 1017 cylinders, 133 heads, 62 sectors/track

Old situation:

Units = sectors of 512 bytes, counting from 0

   Device Boot    Start       End   #sectors  Id  System

/dev/sdp1             0         -          0   0  Empty

/dev/sdp2             0         -          0   0  Empty

/dev/sdp3             0         -          0   0  Empty

/dev/sdp4             0         -          0   0  Empty
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New situation:

Units = sectors of 512 bytes, counting from 0

   Device Boot    Start       End   #sectors  Id  System

/dev/sdp1             1   8386181    8386181   5  Extended

/dev/sdp2             0         -          0   0  Empty

/dev/sdp3             0         -          0   0  Empty

/dev/sdp4             0         -          0   0  Empty

/dev/sdp5             2       129        128  83  Linux

/dev/sdp6           131    426114     425984  83  Linux

/dev/sdp7        426116    852099     425984  83  Linux

/dev/sdp8        852101   1278084     425984  83  Linux

Warning: partition 5 does not end at a cylinder boundary

Successfully wrote the new partition table

Re-reading the partition table ...

If you created or changed a DOS partition, /dev/foo7, say, then use dd(1)

to zero the first 512 bytes:  dd if=/dev/zero of=/dev/foo7 bs=512 count=1

(See fdisk(8).)

作成された/dev/sdp6、/dev/sdp7、/dev/sdp8を、バックアップボリュームとして使用してください。

 
GDSでのミラーについて

筐体間ミラーを行っている場合、筐体障害の場合もOPCによりリストアする必要がある場合は、ミラーの両系をバックアップする必要が

あります。この場合バックアップボリュームは、論理ボリュームの容量ではなく、物理ボリュームの容量分が必要です。

 
ディスクへの他サーバからのマウントについて

複数のサーバからマウントできる状態のボリュームに対してバックアップ／リストア、レプリケーションを行う場合は、他サーバからのマウ

ントを事前に解除してください。

また、他サーバからのマウントが必要ないディスクには、ETERNUS ディスクアレイやファイバーチャネルスイッチ等のハードウェアの設

定により、複数のサーバから同じパーティションを検出したり、アクセスしたりできないように設定してください。

 
ファイルシステムを対象としたコピー処理を実行する場合の注意事項

ファイルシステムを対象とする場合、データへのアクセス抑止とデータの整合性を保証するためにボリュームのアンマウントを行いま

す。

そのため、ボリュームが使用中の場合はアンマウントができないため、バックアップ／リストアおよびレプリケーション処理の実行はエ

ラーとなります。

以下の点などに注意して、アンマウントができる状態で処理を実行するようにしてください。

・ 他のアプリケーションがボリュームを使用していないこと。使用している場合は、一時的にアプリケーションを停止してください。

・ ユーザーがボリュームを使用していないこと。利用している場合は、一時的に利用をやめてください。

・ ボリュームの中に別のボリュームをマウントしていないこと。別のボリュームをマウントしている場合は、一時的にマウントを解除して

ください。

・ NFS共有でshareされていないこと（Solaris/HP-UX/Linuxの場合）。Shareされている場合は、一時的にunshareしてください。

アンマウントが必要な時間はコマンドの実行中のみです。コマンドの終了後は運用を再開することができます。

 
Logical Unit(ディスク)単位コピーを実施する場合の注意事項

Logical Unit(ディスク)単位コピーは、レプリケーション運用で利用できます。

Logical Unit(ディスク)単位コピーを実施する場合、以下の点に注意してください。
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・ テープバックアップについて

テープバックアップ機能については、『ETERNUS SF AdvancedCopy Manager 運用手引書 テープバックアップ連携編』の「システ

ムボリュームのバックアップ／リストア」を参照してください。

・ サーバ間でコピーを行う場合

両サーバのバージョンを13.1以降にしてください。

・ サイズの異なるLogical Unit(ディスク)間でのコピーを行う場合

サイズの異なるLogical Unit(ディスク)間でコピーを行う場合、小さいサイズのLogical Unit(ディスク)に合わせて物理コピーを行い

ます。小さいサイズのLogical Unit(ディスク)から大きいサイズのLogical Unit(ディスク)へコピーする場合は、一部領域には物理コ

ピーが行われず、コピーを行う前のデータが残ります。この残存した領域にLogical Unit(ディスク)の管理情報が存在している場

合、パーティショニングツールがディスク形式を誤って認識することがありますので、事前にコピー先のLogical Unit(ディスク)をフォー

マットしてから実施してください。

・ コピー実施時の注意

－ レプリケーション管理の複製元ボリューム／複製先ボリュームの領域と、バックアップ管理の業務ボリューム／バックアップボ

リュームの領域が重複している場合、領域が重複したボリュームに対して同時にレプリケーション管理とバックアップ管理の操

作を行わないでください。

－ Logical Unit(ディスク)に含まれるパーティションをアンマウントした状態でコピーを実施してください。マウントした状態でコピー

を実施した場合、コピー先のディスクに含まれるパーティションは、ファイルシステムとして整合がとれない場合があります。

・ SDXオブジェクトについて

SDXオブジェクトのLogical Unit(ディスク)単位コピーは利用できません。

 
異なるOS間でコピーを実施する場合の注意事項

異なるOS間でのコピーは、レプリケーション運用で利用できます。

異なるOS間でのコピーを実施する場合は、次の組み合わせで実施してください。

表11.3 異なるOS間でのコピーを実施する場合の組み合わせ

  複製先

パーティション Logical Unit(ディスク)

複製元 パーティション ○ ×

Logical Unit(ディスク) ○ ×

○:可能、×:不可

 

 注意

SnapOPC+を利用して、異なるOS間でコピーを実施する場合は、SnapOPC+が利用可能なOS間でコピーを実施してください。

 
サポートするディスク形式

以下のディスク形式をサポートしています。

表11.4 サポートOSとディスク形式

サポートOS ディスク形式

GPT MBR

Red Hat Enterprise Linux AS (v.4 for x86)
Red Hat Enterprise Linux ES (v.4 for x86)
Red Hat Enterprise Linux 5 (for x86)

○ ◎
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サポートOS ディスク形式

GPT MBR

Red Hat Enterprise Linux AS (v.4 for EM64T)
Red Hat Enterprise Linux ES (v.4 for EM64T)
Red Hat Enterprise Linux 5 (for Intel64)

○ ◎

Red Hat Enterprise Linux AS (v.4 for Itanium)
Red Hat Enterprise Linux 5 (for Intel Itanium)

◎ ○

◎:サポート(推奨)、○:サポート、×:非サポート

 
udev機構により生成されるデバイス名(by-id、by-path)での運用について

udev機構により生成されるデバイス名を使用してAdvancedCopy Managerを運用する場合、以下の点に注意してください。

ファイルシステムをマウントする場合のデバイス名は、AdvancedCopy Managerで使用するデバイス名と同じにする必要があります。

・ AdvancedCopy Managerをby-idで運用する場合、by-idでマウントします。

・ AdvancedCopy Managerをby-pathで運用する場合、by-pathでマウントします。

・ udev名でサーバ間レプリケーションを行う場合、相手サーバのAdvancedCopy Managerのバージョンを同一にする必要があります。

・ 相手サーバが以下のOSの場合、udev名でのサーバ間レプリケーションは行えません。

－ HP-UX

－ AIX

 
-mオプション使用時の注意事項

サーバ間レプリケーションの場合、以下のコマンドにおいて、-mオプションを指定することにより、非操作サーバとの通信処理を行わな

いようにすることができます。

・ 10.4.2.1 swsrpstartsync(複製開始コマンド)

・ 10.4.2.2 swsrpmake(複製作成コマンド)

・ 10.4.2.4 swsrpcancel(複製解除コマンド)

-mオプションを指定する場合は、非操作サーバでのボリューム前後処理が行われなくても問題がないように、以下のいずれかの条件

が満たされる必要があります。

1. 非操作サーバがシャットダウンされている。

2. 非操作サーバのボリュームに対する前後処理を手動で実施する。

3. 対象ボリュームがファイルシステムではなく、前後処理が不要なRAWデバイスである(Oracle等)。

 
アドバンスト・コピーのコピー処理性能について

アドバンスト・コピーのコピー処理はETERNUS ディスクアレイによって行われるため、コピー処理性能に関するお問い合わせは、ETERNUS
ディスクアレイのサポート部門までお願いいたします。

 
ラベル指定によるマウントについて

コピー元ボリュームにラベルが付与されている、かつ、以下のaまたはbに該当する場合、アドバンスト・コピーによりシステム内に同じラ

ベルをもつボリュームが複数存在する状態が発生します。

a. バックアップ／リストアやサーバ内レプリケーションを行った場合

b. サーバ間レプリケーションにおいて、コピー先サーバにコピー元ボリュームと同じラベルをもつボリュームが存在した場合

同じラベルをもつボリュームが複数存在すると、マウント処理等が正常に動作しません。

このような現象を避けるために、/etc/grub.confおよび/etc/fstabには、ラベルではなく、デバイス(/dev/sda1など)を指定するようにしてくだ

さい。
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11.1.2 スナップショット型高速バックアップの注意事項

スナップショット型高速バックアップの注意事項について説明します。

 
バックアップボリュームの必要数について

スナップショット型高速バックアップでは、指定世代本数のバックアップボリュームが必要となります。このため、以下の場合は、バック

アップする事ができません。

・ 指定世代本数全てがバックアップされている。かつ

・ バックアップボリュームとして利用できる新規ボリュームが1本もない。

 
連続バックアップについて

同一の業務ボリュームを指定して、連続してスナップショット型高速バックアップを実施すると、平行してバックアップ処理が行われま

す。

また、保存世代数以上のスナップショット型高速バックアップを連続して実施すると、一番古いバックアップ処理から順にキャンセルさ

れます。すなわち、指定世代本数以上のバックアップ処理は同時に実施できません。

11.1.3 同期型高速バックアップの注意事項

同期型高速バックアップの注意事項について説明します。

 
バックアップの処理について

業務ボリュームとバックアップボリュームが等価状態になる前に10.2.2.1 swstbackup(バックアップ実行コマンド)を実行する事は出来ま

せん。

 
バックアップポリシーの設定について

同期型高速バックアップ運用のバックアップポリシー設定時に、必要な数のバックアップボリュームが登録されていなくても、スナップ

ショット型高速バックアップ運用に必要な数のバックアップボリュームが登録されていれば、バックアップポリシーは、設定出来ます。こ

の場合、同期型高速バックアップは実行出来ない事があります。

11.1.4 リストアの注意事項

リストアの注意事項について説明します。

 
リストアのタイミングについて

最新のバックアップボリューム採取時点からリストア操作を行うまでに、業務ボリュームの内容を書き換えたとしても、書き換えられたデー

タについては保証されません。
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図11.4 AdvancedCopy Managerのリストア注意事項

11.1.5 SDXオブジェクト運用の注意(バックアップ管理)
SDXオブジェクトのバックアップ運用では以下の注意点があります。

 
デバイス情報設定コマンド(swstdevinfoset)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

・ 業務ボリュームが属しているディスクグループ内のボリュームは、バックアップボリュームとして登録できません。

・ 業務ボリュームが属しているシングルディスク内のボリュームは、バックアップボリュームとして登録できません。

・ バックアップボリュームが属しているディスクグループ内のボリュームは、業務ボリュームとして登録できません。

・ バックアップボリュームが属しているシングルディスク内のボリュームは、業務ボリュームとして登録できません。

 
バックアップ同期処理開始コマンド(swststartsync)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

次のような場合、GDSの業務ボリュームのバックアップ同期処理を開始することはできません。このような場合は、出力されるメッセージの

[システム管理者の処置]にしたがって対処してください。

・ 業務ボリュームのボリューム構成が変更されているとき。
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・ 業務ボリュームがプロキシオブジェクトになっているとき。

・ バックアップボリュームが停止できないとき。

・ 業務ボリュームを構成するスライスの中に、一時切り離し中あるいはコピー状態のスライスが存在するとき。

次のような場合、ECによるバックアップ同期処理を開始することはできません。このような場合は、GDSのソフトコピーのみ使用可能で

す。GDSのソフトコピーを使用するには、-Xgds-softcopyオプションを使用してください。

・ EC機能がサポートされていないSDXオブジェクトを指定したとき。

・ ミラーリング構成になっている空きバックアップボリュームしか存在しないとき。

・ 業務ボリュームが、下位グループが接続されているミラーグループに属しているとき。

・ ルートクラスのSDXオブジェクトのとき。

バックアップボリュームが以下の場合、業務ボリュームのプロキシオブジェクトとして使用できないため、バックアップ先として選択されま

せん。また、バックアップ先として指定した場合も、使用できません。

・ バックアップボリュームが業務ボリュームと同一クラスでないとき。

・ バックアップボリュームを構成するスライスの中に、一時切り離し中あるいはコピー状態のスライスが存在するとき。

・ バックアップボリュームがGDSの他のプロキシに関連付けられているマスタオブジェクトのとき。

・ バックアップボリュームがマウントされているとき。

・ バックアップボリュームが、業務ボリュームと異なるサイズの論理ボリュームのとき。

・ バックアップボリュームがミラーリング構成のとき(-Xgds-softcopyまたは-Xgds-selectcopy指定時を除く)。

・ バックアップボリュームに直接接続されたディスクが1つもないとき(-Xgds-softcopyまたは-Xgds-selectcopy指定時を除く)。

 
バックアップ同期処理キャンセルコマンド(swstcancelsync)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

SDXオブジェクトのバックアップ運用時、以下のタイミングで同期処理キャンセルを行うと、バックアップボリュームがデータ不当状態

(INVALID)になります。

・ 同期処理が等価性維持状態や複製確立状態になっていないとき。

ボリュームのデータ不当状態は、同期処理やスナップショット処理を再度行えば、停止状態(STOP)になり自動的に解消されます。

それ以外の方法で復旧したい場合は、『PRIMECLUSTER(TM) Global Disk Services 説明書 (Linux版)』を参照して対処を行ってくだ

さい。

 
バックアップ実行コマンド(swstbackup)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

次のような場合、GDSの業務ボリュームのバックアップを行うことはできません。このような場合は、出力されるメッセージの[システム管

理者の処置]にしたがって対処してください。

・ 業務ボリュームのボリューム構成が変更されているとき。

・ 業務ボリュームがプロキシオブジェクトになっているとき。

・ バックアップボリュームが停止できないとき。

・ 業務ボリュームを構成するスライスの中に、一時切り離し中あるいはコピー状態のスライスが存在するとき。

・ OPC機能がサポートされていないSDXオブジェクトを指定したとき。

・ ミラーリング構成になっている空きバックアップボリュームしか存在しないとき。

・ 業務ボリュームが、下位グループが接続されているミラーグループに属しているとき。

・ ルートクラスのSDXオブジェクトのとき。
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バックアップボリュームが以下の場合、業務ボリュームのプロキシオブジェクトとして使用できないため、バックアップ先として選択されま

せん。また、バックアップ先として指定した場合も、使用できません。

・ バックアップボリュームが業務ボリュームと同一クラスでないとき。

・ バックアップボリュームを構成するスライスの中に、一時切り離し中あるいはコピー状態のスライスが存在するとき。

・ バックアップボリュームがGDSの他のプロキシに関連付けられているマスタオブジェクトのとき。

・ バックアップボリュームがマウントされているとき。

・ バックアップボリュームが、業務ボリュームと異なるサイズの論理ボリュームのとき。

・ バックアップボリュームがミラーリング構成のとき。

・ バックアップボリュームに直接接続されたディスクが1つもないとき。

次のような場合、出力先バックアップボリュームを指定してバックアップを実行することはできません。

・ 業務ボリュームに通常ボリューム、バックアップボリュームにGDSの論理ボリュームを指定したとき。

・ 業務ボリュームにGDSの論理ボリューム、バックアップボリュームに通常ボリュームを指定したとき。

SDXオブジェクトをスライス単位で運用する場合、以下の注意点があります。

次のような場合、バックアップを行うことはできません。このような場合は、出力されるメッセージの[システム管理者の処置]にしたがって

対処してください。

SDXオブジェクトが以下の状態でないとき。

・ ミラーボリュームがACTIVE

・ SDXディスクがENABLE

・ ミラースライスがACTIVEまたはTEMP

次のような場合、前後処理スクリプトは実行されません。

・ SDXオブジェクトのスライスの状態がTEMPである。

 
リストア実行コマンド(swstrestore)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

次のような場合、GDSの業務ボリュームのリストアを行うことはできません。このような場合は、出力されるメッセージの[システム管理者

の処置]にしたがって対処してください。

・ 業務ボリュームへのリストア時、バックアップボリュームが業務ボリュームのプロキシオブジェクトでないとき。

・ 業務ボリュームへのリストア時、業務ボリュームが停止できないとき。

・ 業務ボリュームへのリストア時、リストア対象のバックアップボリュームが停止できないとき。

GDSの業務ボリュームでは、次のような場合、OPCによるリストアを実行することはできません。このような場合は、ソフトコピーのみ使用

可能です。GDSのソフトコピーを使用するには、-Xgds-softcopyオプションを使用してください。

・ OPC機能がサポートされていないGDS論理ボリュームを指定したとき。

・ バックアップボリュームが、下位グループが接続されているミラーグループに属しているとき。

・ ルートクラスのSDXオブジェクトのとき。

GDSのソフトコピーを使用した10.2.2.3 swstrestore(リストア実行コマンド)が、強制終了などにより中断された場合、開始したソフトコピー

は継続して実行されます。 この場合、ソフトコピーの完了を待ってから10.2.3.1 swstsrsemtch(資源整合コマンド)を実行してください。

SDXオブジェクトをスライス単位で運用する場合、以下の注意点があります。

業務ボリュームがSDXオブジェクトのスライスで、シングルボリュームでない場合は、本コマンドによるリストアはできません。これは、ミ

ラー状態のボリュームに対してアドバンスト・コピーができないためです。

SDXオブジェクトの業務ボリュームへの復旧は以下の手順でしてください。

1. バックアップ履歴一覧画面／10.2.2.6 swsthistdisp(履歴情報表示コマンド)で、バックアップボリュームを確認します。
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2. ddコマンドでリストアしたいボリュームにコピーします。

11.1.6 SDXオブジェクト運用の注意(レプリケーション管理)
SDXオブジェクトのレプリケーション運用では、以下の注意点があります。

 
複製ボリューム情報設定(swsrpsetvol)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

SDXオブジェクトのレプリケーション運用を行う場合、以下の条件に該当する場合は、複製ボリューム情報の設定ができません。

・ SDXオブジェクトとスライス、または、SDXオブジェクトと他OSボリュームを指定したとき。

・ 論理ボリュームを指定した場合に、nオプションを指定したとき。

・ 複製元／複製先ボリュームが異なるクラスに属しているとき。

・ 複製元／複製先ボリュームが同じグループに属しているとき。または、シングルボリュームの場合は、複製元／複製先ボリュームが

同じシングルディスクに属しているとき。

 
複製ボリューム情報削除(swsrpdelvol)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

複製元／複製先ボリュームが結合状態、もしくは、分離状態でコピーセッションが存在しているときは、複製ボリューム情報を削除でき

ません。

 
複製開始コマンド(swsrpstartsync)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

SDXオブジェクトのレプリケーション運用を行う場合、以下の条件に該当する場合は、複製開始コマンドを実行することができません。

・ 同期処理の開始時、複写元ボリュームと複写先ボリュームにマスタ、プロキシの関係があるとき。

・ 同期処理の再開時、複写元ボリュームと複写先ボリュームのマスタ、プロキシの関係が分離状態でないとき。

・ 同期処理の開始時、複写元ボリュームと複写先ボリュームが異なるクラスに属するとき。

・ 複製元ボリュームと複製先ボリュームが同じディスクグループまたはシングルディスクに属するとき。

・ 複写元ボリュームが以下のいずれかの条件に該当するとき。

－ ボリューム内にコピー状態または一時切離し状態のスライスがあるとき。

－ 同期処理の開始時、複写元ボリュームがプロキシオブジェクトになっているとき。

－ 他のボリュームとの間でコピー処理が行われているとき。

・ 複写先ボリュームが以下のいずれかの条件に該当するとき。

－ 同期処理開始時、ボリュームがミラーリング構成かつ、Xgds-softcopyオプションまたはXgds-selectcopyオプションを指定しな

かったとき。ボリュームの停止に失敗したとき。

－ 同期処理開始時、マスタボリュームになっているとき。

－ ボリューム内にコピー状態または一時切離し状態のスライスがあるとき。

－ 他のマスタのプロキシとなっているとき。

・ ハードウェアコピー機能が利用できない状態だったとき(-Xgds-softcopyまたは-Xgds-selectcopy指定時を除く)。典型的な原因を以

下に示します。

－ ETERNUS ディスクアレイのEC/REC設定が適切に行われていない。

－ 下位グループが接続されているミラーグループに複写元ボリュームが属しているとき。

－ 複写先ボリュームがミラーリング構成のとき。

－ ルートクラスのとき。
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SDXオブジェクトのレプリケーション運用を行う場合、sdxproxyコマンドを直接使用してレプリケーション機能に登録されているSDXオ

ブジェクトの状態変更操作を行わないでください。レプリケーション機能の管理情報と実際のオブジェクト状態が不整合な状態になる

可能性があります。sdxproxyコマンドを直接使用して不整合な状態になった場合は、10.4.2.4 swsrpcancel(複製解除コマンド)を使用し

て複製運用の解除を行ってください。

SDXオブジェクトをスライス単位で運用する場合、以下の注意点があります。

SDXオブジェクトのレプリケーション運用を行う場合、以下の点に注意してください。

次のような場合は複製を開始できません。

・ 複写先ボリュームがSDXオブジェクトの場合、そのSDXオブジェクトの状態が以下の状態でないとき。

－ ミラーボリュームがACTIVE、STOPのいずれか。

－ ミラースライスの状態がACTIVE、STOPのいずれか。

・ 複写先ボリュームがSDXオブジェクトで、シングルボリュームでない場合は、本コマンドによるレプリケーションはできません。した

がって、複製元ボリューム、複製先ボリュームのどちらか一方がSDXオブジェクトで、シングルボリュームでない場合は、SDXオブ

ジェクトから非SDXオブジェクトへのレプリケーションのみが利用可能です。

・ SDXオブジェクトで、シングルボリュームでないボリュームへデータをコピーする際は、ddコマンドを使用してください。

 
複製作成コマンド(swsrpmake)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

SDXオブジェクトのレプリケーション運用を行う場合、以下の条件に該当する場合は、複製作成を実行することができません。

・ スナップショット型レプリケーションにおいて、複写元ボリュームと複写先ボリュームにマスタ、プロキシの関係があるとき。

・ スナップショット型レプリケーションにおいて、複写元ボリュームと複写先ボリュームが異なるクラスに属するとき。

・ スナップショット型レプリケーションにおいて、複製元ボリュームと複製先ボリュームが同じディスクグループ、またはシングルディス

クに属するとき。

・ 複写元ボリュームが以下のいずれかの条件に該当するとき。

－ スナップショット型レプリケーションにおいて、ボリューム内にコピー状態または一時切離し状態のスライスがあるとき。

－ スナップショット型レプリケーションにおいて、複写元ボリュームがプロキシオブジェクトになっているとき。

－ 他のボリュームとの間でコピー処理が行われているとき。

・ 複写先ボリュームが以下のいずれかの条件に該当するとき。

－ スナップショット型レプリケーションにおいて、ボリュームがミラーリング構成になっていたとき。

－ スナップショット型レプリケーションにおいて、ボリュームの停止に失敗したとき。

－ スナップショット型レプリケーションにおいて、マスタボリュームになっているとき。

－ スナップショット型レプリケーションにおいて、ボリューム内にコピー状態または一時切離し状態のスライスがあるとき。

－ スナップショット型レプリケーションにおいて、他のマスタのプロキシとなっているとき。

・ スナップショット型レプリケーションにおいて、OPC機能が利用できない状態だったとき。典型的な原因を以下に示します。

－ ETERNUS ディスクアレイのOPC設定が適切に行われていない。

－ 指定した複写元ボリュームと他のプロキシとの間に等価性維持状態または中断状態のEC/RECが存在するとき。ただし、アドバ

ンスト・コピーはミラースライス単位に設定できます。このため、複写元ボリュームのミラースライスの個数に等しい複写先ボリュー

ムに対してアドバンスト・コピーを同時に設定できます。よって、本エラーは複写元ボリュームのミラースライス数を超えたアドバ

ンスト・コピーを設定しようとした場合に発生します。

－ 下位グループのみが接続されていて、ディスクが直接接続されていないミラーグループに、複写元ボリュームが属していると

き。

－ 複写先ボリュームがミラーリング構成のとき。

－ ルートクラスのとき。
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SDXオブジェクトのレプリケーション運用を行う場合、sdxproxyコマンドを直接使用してレプリケーション機能に登録されているSDXオ

ブジェクトの状態変更操作を行わないでください。レプリケーション機能の管理情報と実際のオブジェクト状態が不整合な状態になる

可能性があります。万一、不整合な状態に陥ってしまった場合は、10.4.2.4 swsrpcancel(複製解除コマンド)を使って複製運用の解除

を行ってください。

SDXオブジェクトをスライス単位で運用する場合、以下の注意点があります。

次のような場合は複製を作成できません。

・ SDXオブジェクトのレプリケーション運用を行う場合、複写元ボリュームがSDXオブジェクトの場合、そのSDXオブジェクトの状態が

以下の状態でないとき。

－ ミラーボリュームがACTIVE、STOPのいずれか。

－ ミラースライスの状態がACTIVE、TEMPのいずれか。

－ SDXディスクの状態がENABLEである。

・ 複写先ボリュームがSDXオブジェクトの場合、そのSDXオブジェクトの状態が以下の状態でないとき。

－ ミラーボリュームがACTIVE、STOPのいずれか。

－ ミラースライスの状態がACTIVE、STOPのいずれか。

・ SDXオブジェクトのレプリケーション運用を行う場合、複写先ボリュームがSDXオブジェクトで、シングルボリュームでない場合は、

本コマンドによるレプリケーションはできません。したがって、複製元ボリューム、複製先ボリュームのどちらか一方がSDXオブジェ

クトで、シングルボリュームでない場合は、SDXオブジェクトから非SDXオブジェクトへのレプリケーションのみが利用可能です。

・ SDXオブジェクトで、シングルボリュームでないボリュームへデータをコピーする際は、ddコマンドを使用してください。

次のような場合、複写元ボリュームの前処理は行われません。

・ SDXオブジェクトのスライスの状態がTEMPである。

 
複製解除コマンド(swsrpcancel)

SDXオブジェクトを論理ボリューム単位で運用する場合、以下の注意点があります。

SDXオブジェクトのレプリケーション運用を行う場合、以下の条件に該当する場合は、複製解除を実行することができません。

・ 解除しようとする複製ボリュームのペアが等価性維持状態で、その複写元ボリュームと、他のボリュームとの間でコピー処理が行わ

れているとき。

SDXオブジェクトのレプリケーション運用時、以下のタイミングで複製解除を行うと複写先ボリュームがデータ不当状態(INVALID)にな

ります。

・ 同期処理が等価性維持状態や複製確立状態になっていないとき。

・ スナップショット処理のデータコピー処理が行われているとき。

ボリュームのデータ不当状態は、同期処理やスナップショット処理を再度行えば停止状態(STOP)になり自動的に解消されます。

それ以外の方法で復旧したい場合は、『PRIMECLUSTER(TM) Global Disk Services 説明書 (Linux版)』を参照して対処を行ってくだ

さい。

SDXオブジェクトをスライス単位で運用する場合、以下の注意点があります。

次のような場合は、等価性維持状態の同期処理を停止できません。

・ 複写元ボリュームがSDXオブジェクトの場合、そのSDXオブジェクトの状態が以下の状態でないとき。

－ ミラーボリュームがACTIVE、STOPのいずれか。

－ ミラースライスの状態がACTIVE、TEMPのいずれか。

－ SDXディスクの状態がENABLEである。

※ミラースライスがTEMPの状態の場合、複製元ボリュームの前処理は行われません。
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11.1.7 クラスタ運用時の注意事項

クラスタ運用での一般的な注意事項として以下の項目があります。

・ システム全体に環境変数が設定されるようなSWSTGNODEの登録は実施しないでください。

・ AdvancedCopy Managerでは、業務を構成するデーモンの監視を実施していません。業務のデーモンが何らかの原因で停止した

場合、自動で再起動を実施しないため、手動にて再起動する必要があります。また、AdvancedCopy Managerの業務用のデーモ

ンが停止したことにより、userApplicationがフェイルオーバすることもありません。

AdvancedCopy Managerの業務を構成するデーモンとその起動方法については、「第2章 デーモンの起動と停止」を参照してくだ

さい。

スケーラブル運用の業務と複合運用をするStorageサーバ業務(Storage管理サーバ業務)については、通常運用や他のクラスタ運用と

異なる以下の注意事項があります。

・ Storage管理サーバ業務の場合、クラスタセットアップコマンドにて指定する論理IPアドレスは、Storage管理サーバ業務の論理IPア
ドレスであることに注意してください。物理IPアドレスやスケーラブル運用の業務の論理IPを指定した場合、正常に設定されませ

ん。

・ Storageサーバ業務(Storage管理サーバ業務)のuserApplicationのクラスタリソースとして、スケーラブル運用の業務のuserApplication
のリソースは登録しないでください。

・ 『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「新たにStorageサーバを登録する」の入力画面において、IPアドレス

欄にはStorageサーバ業務の論理IPを入力してください。物理IPやスケーラブル運用の業務の論理IPを入力した場合、正常に設

定されません。

・ 『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「新たにStorageサーバを登録する」の入力画面において、ポート番

号欄には、Storageサーバ業務のカスタマイズ時に登録した、業務用通信デーモン(stgxfws_論理ノード名)に対するポート番号を

入力してください。該当するサーバ業務用通信デーモンに対するポート番号以外を入力した場合は、正常に設定されません。

・ 『ETERNUS SF AdvancedCopy Manager GUI使用手引書』の「デバイスの管理」を参照し、バックアップ、レプリケーション運用する

スケーラブル運用の業務の業務ボリュームとバックアップ用ボリュームを追加してください。

・ バックアップ、レプリケーションを実行できるノードは、Storageサーバ業務(Storage管理サーバ業務)の運用ノードのみです。Storage
サーバ業務(Storage管理サーバ業務)の待機ノードでは実行できません。

・ Storageサーバ業務(Storage管理サーバ業務)の運用ノードで動作しているスケーラブル運用の業務が何らかの原因により停止し

た場合、手動にてStorageサーバ業務(Storage管理サーバ業務)をスケーラブル運用の業務が動作しているノードにフェイルオー

バさせなければなりません。Storageサーバ業務(Storage管理サーバ業務)とスケーラブル運用の業務は連動していないため、ス

ケーラブル運用の業務が停止したことによりStorageサーバ業務(Storage管理サーバ業務)がフェイルオーバすることはありません。

11.1.8 クラスタ運用でのバックアップ運用の注意事項
 

SafeCLUSTERまたはPRIMECLUSTER

クラスタシステムにおけるバックアップ運用については、通常運用と異なる以下の注意事項があります。

・ バックアップコマンド実行中にフェイルオーバが発生した場合、10.2.3.1 swstsrsemtch(資源整合コマンド)を使用して整合性がとれ

るようにリカバリ対処が必要です。

・ クラスタ運用を行う場合、AdvancedCopy ManagerはuserApplicationに組み込まれており、userApplicationの一部として動作するた

め、バックアップ運用はuserApplicationの運用系で実施する必要があります。

待機状態となっているノードや、別のuserApplicationからバックアップを行うことはできません。

 
PRIMECLUSTER

 
PRIMECLUSTER 4.0A20以前

業務ボリューム上にファイルシステムを構築し、そのファイルシステムをクラスタのリソースに登録している場合は、以下の注意事項があ

ります。

・ バックアップの前処理を変更して、業務ボリュームをアンマウントしないバックアップ運用に変更する必要があります。バックアップ

の前処理の変更は、「A.2.1 バックアップ実行時の前処理」を参照してください。
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・ 業務の運用中に10.2.2.3 swstrestore(リストア実行コマンド)を使用してリストアすることはできません。ボリュームのデータを復旧する

場合は、ddコマンドを使用してコピーするか、バックアップボリュームをマウントして必要なデータをコピーしてください。

または、「11.1.8.1 userApplication停止時のバックアップとリストア」を実施してください。

 
PRIMECLUSTER 4.0A30以降

業務ボリューム上にファイルシステムを構築し、そのファイルシステムをクラスタのリソースに登録している場合は、以下の手順でバックアップ

／リストアを行います。

 
PRIMECLUSTER環境下におけるACMによるスナップショット型バックアップ／リストア手順

1. userApplicationをMaintenance(保守)モードに移行します。

# hvutil -m on userApplication

2. 業務ボリュームがファイルシステムでかつアンマウントされた状態でバックアップ/リストアを行う場合は、業務ボリュームをアンマウ

ントしてください。

3. 手順2.を実施した場合は、業務ボリュームのクラスタリソースがオフライン(Offline)であることを確認してください。

リソースがオフライン(Offline)であることを確認するコマンドは以下になります。

# hvassert -s <業務ボリュームのクラスタリソース名> Offline

上記コマンドの復帰値が0になるまで待ってください。

4. バックアップ／リストアを実行します。

# /opt/FJSVswsts/bin/swstbackup Device-Name

Device-Name swstbackup completed

または

# /opt/FJSVswsts/bin/swstrestore Device-Name

Device-Name swstrestore completed

5. 手順2.を実施した場合は、業務ボリュームをマウントしてください。

6. 業務ボリュームのクラスタリソースがオンライン(Online)であることを確認してください。

リソースがオンライン(Online)であることを確認するコマンドは以下になります。

# hvassert -s <業務ボリュームのクラスタリソース名> Online

上記コマンドの復帰値が0になるまで待ってください。

7. userApplicationのMaintenance(保守)モードを停止します。

# hvutil -m off userApplication

 
PRIMECLUSTER環境下におけるACMによる同期型バックアップ手順

1. 同期処理を開始します。

# /opt/FJSVswsts/bin/swststartsync Device-Name

Device-Name swststartsync completed

2. 等価性維持状態を確認します。

3. userApplicationをMaintenance(保守)モードに移行します。

# hvutil -m on userApplication

4. 業務ボリュームがファイルシステムでかつアンマウントされた状態でバックアップを行う場合は、業務ボリュームをアンマウントして

ください。
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5. 手順4.を実施した場合は、業務ボリュームのクラスタリソースがオフライン(Offline)であることを確認してください。

リソースがオフライン(Offline)であることを確認するコマンドは以下になります。

# hvassert -s <業務ボリュームのクラスタリソース名> Offline

上記コマンドの復帰値が0になるまで待ってください。

6. バックアップを実行します。

# /opt/FJSVswsts/bin/swstbackup Device-Name

Device-Name swstbackup completed

7. 手順4.を実施した場合は、業務ボリュームをマウントしてください。

8. 業務ボリュームのクラスタリソースがオンライン(Online)であることを確認してください。

リソースがオンライン(Online)であることを確認するコマンドは以下になります。

# hvassert -s <業務ボリュームのクラスタリソース名> Online

上記コマンドの復帰値が0になるまで待ってください。

9. userApplicationのMaintenance(保守)モードを停止します。

# hvutil -m off userApplication

 

 注意

・ スナップショット型バックアップ／リストアの実行の手順2.、または、同期型バックアップの実行の手順4.を実施する場合、前後処理

スクリプト内で業務ボリュームがマウントされていた場合の処理が実施されません。

前後処理スクリプト内の該当部分をカスタマイズされる場合は、この点を考慮してカスタマイズを行ってください。

・ クラスタリソースの状態はクラスタのディテクタによって定周期または非同期に行われていますので、業務ボリュームをマウント・アン

マウント実行したタイミングやシステム負荷によって、クラスタリソースの状態に反映されるまでに時間がかかる場合があり、hvassert
コマンドでその状態を確認できない場合があります。

そのため、hvassertコマンドでクラスタリソースの状態を確認するタイミングについて、以下の点にご注意ください。

1. クラスタのFSystemリソースのファイルシステムをアンマウント(もしくはアンマウント)完了日時を起点として、hvassertコマンドで

クラスタリソースがOffline(もしくはOffline)であることを確認するためには、クラスタリソースの監視間隔以上の時間が経過し

てから確認してください。

なお、hvassertコマンドの-sオプションの代わりに-wオプションを指定することで、引数で指定したクラスタリソースが、引数で

指定した状態となるまで待つ最大時間を指定することができます。

# hvassert -w <業務ボリューム> Offline(もしくはOnline) <最大待ち時間(秒数)>

2. 1)の待ち時間はシステム負荷やクラスタリソースの反映処理時間も考慮する必要があります。

そのため、1)の待ち時間は、システム運用の環境、目的、要件に合わせて最大値を設定してください。

なお、PRIMECLUSTERのFSystemリソースのデフォルトの監視間隔は10秒です。

ただし、この監視間隔は、PRIMECLUSTER 4.2におけるデフォルト値です。利用されるPRIMECLUSTERにあわせて確認してくださ

い。

hvassertコマンドについては、『PRIMECLUSTER 導入運用手引書』の「hvassert (1M)」を確認してください。

11.1.8.1 userApplication停止時のバックアップとリストア

AdvancedCopy Managerが属するuserApplicationが稼働している場合、稼働ノードでのみバックアップ運用が可能です。待機ノードで

はバックアップ運用を行うための環境が整っていない(必要なリソースが使用できない)ため、バックアップ運用を行うことはできません。

同様に、userApplicationが停止している場合も、環境が整っていないためにバックアップ運用を行うことはできません。

ただしuserApplicationが停止している場合に限り、一時的に必要最低限の環境を整えることで、バックアップ運用を行うことができま

す。
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 注意

・ スケーラブル運用の業務との複合運用を行っている場合は、スケーラブル運用のuserApplicationのみを停止し、Storage(管理)サー

バ業務のuserApplicationは停止しないでください。

バックアップ運用ディスク(運用したい業務ボリューム／バックアップボリューム)を有効にすることで、通常時と同じバックアップ運用

を行うことができます。

バックアップ運用ディスクを有効にできない場合、スケーラブル運用のuserApplicationを停止してのバックアップ運用はできませ

ん。

・ 以下の共有ディスクを有効(オンラインやファイルシステムの場合はマウント)にできない場合、バックアップ運用を行うことはできま

せん。

－ AdvancedCopy Manager共有データ用共有ディスク

－ バックアップ運用ディスク(運用したい業務ボリューム／バックアップボリューム)

・ バックアップ運用での以下の操作はできません。

－ GUI操作によるバックアップ／リストア

－ Storage管理サーバからのバックアップ運用の操作 (-h オプション指定によるホストの指示)

－ 業務ボリューム／バックアップボリュームの追加削除やポリシーの変更

・ Storage管理サーバ業務兼Storageサーバ業務にてバックアップ管理の表示系コマンドを実行する場合、コマンドにオプションを指

定する必要があります。バックアップ管理の表示系コマンドについては、「10.2 バックアップ管理のコマンド」を参照してください。

以下の手順にて、userApplication停止中のバックアップ運用を行います。

1. 両ノードでuserApplicationが停止していることを確認します。

userApplicationを停止する方法については、PRIMECLUSTERのマニュアルを参照してください。

2. バックアップしたいノードにtelnet等でログインします。

論理IPアドレスは使用できません。物理IPアドレスを使用して運用するノードを直接ご利用ください。

3. 共有ディスクを有効にします。

共有ディスクを起動(オンライン)します。

AdvancedCopy Manager共有データ用共有ディスクをマウントします。

業務ボリュームがファイルシステムの場合、マウントします。

 

 注意

共有ディスクの有効化は必ずどちらか一方のノードで行ってください。両ノードで同じ共有ディスクを有効にしないでください。

4. バックアップ運用を実施します。

クラスタ運用の通常時と同様、バックアップ運用を行うことができます。

10.2.2.3 swstrestore(リストア実行コマンド)を使用してリストアすることもできます。

5. 手順3で有効にした共有ディスクを全て解除します。

マウントしたファイルシステムは、アンマウントします。

共有ディスクを停止(オフライン)します。

6. userApplicationを起動(オンライン)します。

必要に応じて、userApplicationを起動します。

userApplicationの起動方法については、PRIMECLUSTERのマニュアルを参照してください。

11.1.9 クラスタ運用でのレプリケーション運用の注意事項
 

SafeCLUSTERまたはPRIMECLUSTER

クラスタシステムにおけるレプリケーション運用については、通常運用と異なる以下の注意事項があります。
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・ レプリケーションコマンド実行中にフェイルオーバが発生した場合、10.4.3.1 swsrprecoverres(資源整合コマンド)を使用して整合性

がとれるようにリカバリ対処が必要です。

・ クラスタ運用を行う場合、AdvancedCopy ManagerはuserApplicationに組み込まれており、userApplicationの一部として動作するた

め、レプリケーション運用はuserApplicationの運用系で実施する必要があります。

待機状態となっているノードや、別のuserApplicationからレプリケーションを行うことはできません。

 
PRIMECLUSTER

 
PRIMECLUSTER 4.0A20以前

複製元ボリューム上にファイルシステムを構築し、そのファイルシステムをクラスタのリソースに登録している場合は、以下の注意事項

があります。

・ レプリケーションの前後処理を変更して、複製元ボリュームをアンマウントしないレプリケーション運用に変更する必要があります。

・ 複製先ボリュームにはRAWパーティションを設定してください。

・ 業務の運用中に10.4.2.2 swsrpmake(複製作成コマンド)を使用して、複製先ボリュームから複製元ボリュームにリストアすることはで

きません。ボリュームのデータを復旧する場合は、ddコマンドを使用してコピーするか、複製先ボリュームをマウントして必要なデー

タをコピーしてください。

または、11.1.9.1 userApplication停止時のレプリケーションを実施してください。

 
PRIMECLUSTER 4.0A30以降

複製元ボリューム上にファイルシステムを構築し、そのファイルシステムをクラスタのリソースに登録している場合は、以下の注意事項

があります。

・ 複製先ボリュームにはRAWパーティションを設定してください。

以下の手順でレプリケーションを行います。

 
PRIMECLUSTER環境下におけるACMによるスナップショット型レプリケーション手順

1. userApplicationをMaintenance(保守)モードに移行します。

# hvutil -m on userApplication

2. 複製元ボリュームがファイルシステムでかつアンマウントされた状態で

レプリケーションを行う場合は、複製元ボリュームをアンマウントしてください。

3. 手順2.を実施した場合は、複製元ボリュームのクラスタリソースが

オフライン(Offline)であることを確認してください。

リソースがオフライン(Offline)であることを確認するコマンドは以下になります。

# hvassert -s <複製元ボリュームのクラスタリソース名> Offline

上記コマンドの復帰値が0になるまで待ってください。

4. レプリケーションを実行します。

# /opt/FJSVswsrp/bin/swsrpmake From-Volume-Name To-Volume-Name

FROM=From-Volume-Name TO=To-Volume-Name swsrpmake completed

5. 手順2.を実施した場合は、複製元ボリュームをマウントしてください。

6. 複製元ボリュームのクラスタリソースがオンライン(Online)であることを確認してください。

リソースがオンライン(Online)であることを確認するコマンドは以下になります。

# hvassert -s <複製元ボリュームのクラスタリソース名> Online

上記コマンドの復帰値が0になるまで待ってください。
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7. userApplicationのMaintenance(保守)モードを停止します。

# hvutil -m off userApplication

 
PRIMECLUSTER環境下におけるACMによる同期型レプリケーション手順

1. 同期処理を開始します。

# /opt/FJSVswsrp/bin/swsrpstartsync From-Volume-Name To-Volume-Name

FROM=From-Volume-Name TO=To-Volume-Name swsrpstartsync completed

2. 等価性維持状態を確認します。

3. userApplicationをMaintenance(保守)モードに移行します。

# hvutil -m on userApplication

4. 複製元ボリュームがファイルシステムでかつアンマウントされた状態でレプリケーションを行う場合は、複製元ボリュームをアンマ

ウントしてください。

5. 手順4.を実施した場合は、複製元ボリュームのクラスタリソースがオフライン(Offline)であることを確認してください。

リソースがオフライン(Offline)であることを確認するコマンドは以下になります。

# hvassert -s <複製元ボリュームのクラスタリソース名> Offline

上記コマンドの復帰値が0になるまで待ってください。

6. レプリケーションを実行します。

# /opt/FJSVswsrp/bin/swsrpmake From-Volume-Name To-Volume-Name

FROM=From-Volume-Name TO=To-Volume-Name swsrpmake completed

7. 手順4.を実施した場合は、複製元ボリュームをマウントしてください。

8. 複製元ボリュームのクラスタリソースがオンライン(Online)であることを確認してください。

リソースがオンライン(Online)であることを確認するコマンドは以下になります。

# hvassert -s <複製元ボリュームのクラスタリソース名> Online

上記コマンドの復帰値が0になるまで待ってください。

9. userApplicationのMaintenance(保守)モードを停止します。

# hvutil -m off userApplication

 

 注意

・ スナップショット型レプリケーションの実行の手順2.、または、同期型レプリケーションの実行の手順4.を実施する場合、前後処理ス

クリプト内で複製元ボリュームがマウントされていた場合の処理が実施されません。

前後処理スクリプト内の該当部分をカスタマイズされる場合は、この点を考慮してカスタマイズを行ってください。

・ クラスタリソースの状態はクラスタのディテクタによって定周期または非同期に行われていますので、業務ボリュームをマウント・アン

マウント実行したタイミングやシステム負荷によって、クラスタリソースの状態に反映されるまでに時間がかかる場合があり、hvassert
コマンドでその状態を確認できない場合があります。

そのため、hvassertコマンドでクラスタリソースの状態を確認するタイミングについて、以下の点にご注意ください。

1. クラスタのFSystemリソースのファイルシステムをアンマウント(もしくはアンマウント)完了日時を起点として、hvassertコマンドで

クラスタリソースがOffline(もしくはOffline)であることを確認するためには、クラスタリソースの監視間隔以上の時間が経過し

てから確認してください。

なお、hvassertコマンドの-sオプションの代わりに-wオプションを指定することで、引数で指定したクラスタリソースが、引数で

指定した状態となるまで待つ最大時間を指定することができます。

# hvassert -w <複製元ボリュームのクラスタリソース名> Offline(もしくはOnline) <最大待ち時間(秒数)>
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2. 1)の待ち時間はシステム負荷やクラスタリソースの反映処理時間も考慮する必要があります。

そのため、1)の待ち時間は、システム運用の環境、目的、要件に合わせて最大値を設定してください。

なお、PRIMECLUSTERのFSystemリソースのデフォルトの監視間隔は10秒です。

ただし、この監視間隔は、PRIMECLUSTER 4.2におけるデフォルト値です。利用されるPRIMECLUSTERにあわせて確認してくださ

い。

hvassertコマンドについては、『PRIMECLUSTER 導入運用手引書』の「hvassert (1M)」を確認してください。

11.1.9.1 userApplication停止時のレプリケーション

AdvancedCopy Managerが属するuserApplicationが稼働している場合、稼働ノードでのみレプリケーション運用が可能です。待機ノー

ドではレプリケーション運用を行うための環境が整っていない(必要なリソースが使用できない)ため、レプリケーション運用を行うことは

できません。同様に、userApplicationが停止している場合も、環境が整っていないためにレプリケーション運用を行うことはできません。

ただしuserApplicationが停止している場合に限り、一時的に必要最低限の環境を整えることで、レプリケーション運用を行うことができ

ます。

 

 注意

・ スケーラブル運用の業務との複合運用を行っている場合は、スケーラブル運用のuserApplicationのみを停止し、Storage(管理)サー

バ業務のuserApplicationは停止しないでください。

レプリケーション運用ディスク(運用したい複写元ボリューム／複写先ボリューム)を有効にすることで、通常時と同じレプリケーショ

ン運用を行うことができます。

レプリケーション運用ディスクを有効にできない場合、スケーラブル運用のuserApplicationを停止してのレプリケーション運用はで

きません。

・ 以下の共有ディスクを有効(オンラインやファイルシステムの場合はマウント)にできない場合、レプリケーション運用を行うことはで

きません。

－ AdvancedCopy Manager共有データ用共有ディスク

－ レプリケーション運用ディスク(運用したい複写元ボリューム／複写先ボリューム)

・ レプリケーション運用での以下の操作はできません。

－ Storage管理サーバからのレプリケーション運用の操作(-h オプション指定によるホストの指示)

－ 複製元／複製先ボリュームの追加削除

－ -mオプションを指定しないサーバ間レプリケーション

・ Storage管理サーバ業務兼Storageサーバ業務にてレプリケーション管理の表示系コマンドを実行する場合、コマンドにオプション

を指定する必要があります。レプリケーション管理の表示系コマンドについては、「10.4 レプリケーション管理のコマンド」を参照し

てください。

以下の手順にて、userApplication停止中のレプリケーション運用を行います。

1. 両ノードでuserApplicationが停止していることを確認します。

userApplicationを停止する方法については、PRIMECLUSTERのマニュアルを参照してください。

2. レプリケーション運用したいノードにtelnet等でログインします。

論理IPアドレスは使用できません。物理IPアドレスを使用して運用するノードを直接ご利用ください。

3. 共有ディスクを有効にします。

共有ディスクを起動(オンライン)します。

AdvancedCopy Manager共有データ用共有ディスクをマウントします。

複製元／複製先ボリュームをファイルシステムとしてマウントして運用していた場合はマウントします。
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 注意

共有ディスクの有効化は必ずどちらか一方のノードで行ってください。両ノードで同じ共有ディスクを有効にしないでください。

4. レプリケーション運用を実施します。

クラスタ運用の通常時と同様、レプリケーション運用を行うことができます。

複製先ボリュームから複製元ボリュームにリストアすることもできます。

5. 手順3で有効にした共有ディスクを全て解除します。

マウントしたファイルシステムは、アンマウントします。

共有ディスクを停止(オフライン)します。

6. userApplicationを起動(オンライン)します。

必要に応じて、userApplicationを起動します。

userApplicationの起動方法については、PRIMECLUSTERのマニュアルを参照してください。

11.1.10 ETERNUS VS900(バーチャリゼーションスイッチ)利用時の注意事項

ETERNUS VS900で作成した仮想ディスクのコピーを行う際の注意事項について説明します。

 
コピー機能

ETERNUS VS900で使用可能なコピー機能はEC/RECのみです。このため、仮想ディスクのコピーはレプリケーション機能による同期

型レプリケーションで実施してください。

なお、ETERNUS VS900ではOPC機能がサポートされないため、(リストア時にOPCを使用する)バックアップ機能を使用することはでき

ません。

 
RECの動作モード

ETERNUS VS900で使用可能な動作モード(転送モード、Recoveryモード、Splitモード)は以下の通りです。

表11.5 動作モード

動作モード種別 使用可能な動作モード

転送モード 同期モードのみ

Recoveryモード Manual Recoveryモードのみ

Splitモード Automatic Splitモードのみ

したがって、10.4.2.1 swsrpstartsync(複製開始コマンド)に指定可能な動作モード関連のオプションは、ETERNUS ディスクアレイとは異

なります。

表11.6 転送モード関連オプション

オプション ETERNUS ディスクアレイ ETERNUS VS900

-i (Consistencyモード指定) 動作可能 動作不可

-k (Stackモード指定) 動作可能 動作不可

-y (同期モード指定) 動作可能 動作可能(※)

-i、-k、-yオプションのいずれも指定し

ない

動作可能

(非同期モードで動作)

動作不可

表11.7 Recoveryモード関連オプション

オプション ETERNUS ディスクアレイ ETERNUS VS900

-g (Manual Recoveryモード指定) 動作可能 動作可能(※)

-gオプションを指定しない 動作可能

(Automatic Recoveryモードで動作)

動作不可
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表11.8 Splitモード関連オプション

オプション ETERNUS ディスクアレイ ETERNUS VS900

-a (Automatic Splitモード指定) 動作可能 動作可能

-v (Manual Splitモード指定) 動作可能 動作不可

-a、-vオプションを指定しない 動作可能

(Automatic Splitモードで動作)

動作可能

(Automatic Splitモードで動作)

※ETERNUS VS900では、転送モード・Recoveryモードを明示的に指定する必要があります。

したがって、10.4.2.1 swsrpstartsync(複製開始コマンド)でRECを開始／再開する場合は以下の指定形式で実行してください。"-a"オプ

ションは省略可能です。

/opt/FJSVswsrp/bin/swsrpstartsync -y -a -g From-Volume-Name To-Volume-Name

ただし、ETERNUS VS900で使用できるRECの動作モード(転送モード、Recoveryモード、Splitモード)は固定されているため、10.4.2.5
swsrpchsync(同期処理モード変更コマンド)を使って動作モードを変更することはできません。

 
EC/RECの反転

ETERNUS VS900ではEC/RECの反転は実施できません。

 
REC転送バッファの情報表示／情報変更

ETERNUS VS900にはREC転送バッファが存在しません。このため、ETERNUS VS900に対して以下のコマンドを実施することはでき

ません。

・ 10.4.1.4 swsrprecbuffstat(REC転送バッファ情報表示コマンド)

・ 10.4.1.5 swsrprecbuffset(REC転送バッファ設定変更コマンド)
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付録A バックアップ／リストアの前後処理

本章では、AdvancedCopy Managerのバックアップおよびリストアの前後処理を行うシェルスクリプトについて説明します。

A.1 概要

バックアップ／リストアの前後処理のシェルスクリプトは、バックアップ実行コマンドまたはリストア実行コマンドを実施した際に、バックアップ

／リストア処理の前後で起動されます。

これらのシェルスクリプトには、AdvancedCopy Managerが、業務ボリュームのバックアップおよびリストアを行う際に必要な処理を記述

します。

この章では、前後処理の設定について説明します。

A.2 バックアップの前後処理

AdvancedCopy Managerでのバックアップは、基本的に業務ボリュームがアンマウントされた状態で処理を行う必要があります。

そのため、通常、前処理では、業務ボリューム名からそのボリュームのマウント状態を獲得し、次の処理を行います。

表A.1 業務ボリュームに対する前処理

業務ボリュームの状態 前処理

マウントされている 業務ボリュームをアンマウントします。(注)

アンマウントされている 何も処理しません。

(注)ただし、都合によりどうしても業務ボリュームをアンマウントできない場合は、「業務ボリュームをアンマウントしたくない場合」を参照

し、前処理のシェルスクリプトをカスタマイズしてください。

後処理は、前処理で行った処理によって何をするのかを判断します。

表A.2 バックアップの前後処理

前処理 後処理

業務ボリュームをアンマウントした。 業務ボリュームをマウントし直します。

何も処理しなかった。 何も処理しません。

データベースとして使用している業務ボリュームのように、最初から業務ボリュームがマウントされていない場合は、前後処理ともに何も

処理しません。

この他にも、特殊な前後処理が必要な場合は、シェルスクリプトに処理を追加する必要があります。

スクリプトをカスタマイズする場合、エラーコードは以下の規約に従ってください。

表A.3 エラーコードの規約

エラーコード 用途

0-99 使用不可(AdvancedCopy Managerが予約)

100-255 使用可能

 

 注意

後処理に失敗した場合は、資源情報の整合性が不完全になっている可能性がありますので、10.2.3.1 swstsrsemtch(資源整合コマン

ド)を実施してください。

A.2.1 バックアップ実行時の前処理

バックアップ実行時の前処理のシェルスクリプト名は、以下のとおりです。
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・ 非クラスタ運用の場合

/etc/opt/FJSVswsts/sh/OpcBackup.pre

・ クラスタ運用の場合

/etc/opt/FJSVswsts/<論理ノード名>/sh/OpcBackup.pre

バックアップ時の前処理シェルスクリプト

  1: #!/bin/sh

  2:

  3: # AdvancedCopy Manager

  4: # All Rights Reserved, Copyright FUJITSU LIMITED, 2002-2009

  5:

  6: #

  7: #   Pre-processing of backup processing

  8: #

  9: #       Argument: $1 Device name of transaction disk

 10: #                 $2 Mount point of transaction disk

 11: #                 $3 Device name of backup disk

 12: #

 13: #  Error number

 14: #           2: Argument error

 15: #          10: umount error

 16: #          13: Illegal mount type (bind/stack mount)

 17:

 18:

 19: # Argument check

 20: case $# in

 21: 1)

 22:    ;;

 23: 2)

 24:    ;;

 25: 3)

 26:    ;;

 27: *)

 28:    exit 2

 29:    ;;

 30: esac

 31:

 32: device="`echo $1`"

 33: mount_point="`echo $2`"

 34: bk_device="`echo $3`"

 35:

 36: # Determination postprocessing file name

 37:

 38: if [ "$SWSTGNODE" != "" ]

 39: then

 40: swstg_node="/`echo $SWSTGNODE`"

 41: else

 42: swstg_node=""

 43: fi

 44:

 45: err_log_path="/var/opt/FJSVswsts"$swstg_node"/log"

 46:

 47: if [ "`echo $device | /bin/grep "/dev/sd"`" != "" ]

 48: then

 49:    # /dev/sd? -> sd?

 50:    dev="`echo $device | /bin/sed "s/\/dev\///"`"

 51: elif [ "`echo $device | /bin/grep "/dev/FJSV"`" != "" ]

 52: then
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 53:    # /dev/FJSVmphd/dsk/mplb?s? -> mplb?s?

 54:    # /dev/FJSVmphd/dsk/mphd?s? -> mphd?s?

 55:    dev="`echo $device | /bin/cut -d/ -f5`"

 56: elif [ "`echo $device | /bin/grep "/dev/sfdsk/"`" != "" ]

 57: then

 58:    if [ "`echo $device | /bin/grep ":"`" != ""   ]

 59:    then

 60:            devnam="`echo $device | /bin/cut -d: -f2-`"

 61:            # /dev/sfdsk/class/dsk/volume:sd? -> class_volume_sd?

 62:            dev="`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 63:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 64:            dev="`echo $dev | /bin/sed "s/:/_/"`"

 65:            device="`echo $device | /bin/cut -d: -f1`"

 66:            if [ "`echo $devnam | /bin/grep "/dev/disk/by-id/"`" != "" ]

 67:            then

 68:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-id/<device> -> class_volume__by_id_<device>

 69:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-id\//_by-id_/"`"

 70:            elif [ "`echo $devnam | /bin/grep "/dev/disk/by-path/"`" != "" ]

 71:            then

 72:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-path/<device> -> 

class_volume__by_path_<device>

 73:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-path\//_by-path_/"`"

 74:            fi

 75:    else

 76:            # /dev/sfdsk/class/dsk/volume -> _gds_class_volume

 77:            dev="_gds_`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 78:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 79:    fi

 80: elif [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" ]

 81: then

 82:    # "/dev/disk/by-id/<device>" -> "_by-id_<device>"

 83:    dev="_by-id_`echo $device | /bin/sed "s/\/dev\/disk\/by-id\///"`"

 84: elif [ "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

 85: then

 86:    # "/dev/disk/by-path/<device>" -> "_by-path_<device>"

 87:    dev="_by-path_`echo $device | /bin/sed "s/\/dev\/disk\/by-path\///"`"

 88: else

 89:    exit 0

 90: fi

 91: post_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".pre"

 92: fstype_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".fstype"

 93: bd_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".bd"

 94:

 95: if [ "$mount_point" != "" ]

 96: then

 97:

 98: # When device cannot be unmounted

 99: #

100: #  if [ "$device" = "/dev/sdX" -o "$device" = "/dev/sdY" ]

101: #  then

102: #          if [ "$bk_device" != "" ]

103: #          then

104: #                  echo $bk_device > $bd_file

105: #          fi

106: #          /bin/awk "\$2==\"$mount_point\" {print \$3}" /proc/mounts > $fstype_file

107: #          /bin/sync

108: #          /bin/sync

109: #          /bin/sync

110: #          echo "fsck" > $post_file

111:

112: # When device can be unmounted

113: #

114: #  else

- 395 -



115:            if [ `/bin/cat /proc/mounts |/bin/cut -d' ' -f 2|/bin/grep "^$mount_point\$"|/usr/bin/wc -w` != 

1 ]; then

116:                    # stack mount (multi device on $mount_point)

117:                    /bin/mount  > $err_log_path/$dev.umount 2>&1

118:                    exit 13

119:            fi

120:            if [ `/bin/cat /proc/mounts |/bin/cut -d' ' -f 1|/bin/grep "^$device\$"|/usr/bin/wc -w` != 1 ]; 

then

121:                    # bind mount (device has multi mount point)

122:                    /bin/mount  > $err_log_path/$dev.umount 2>&1

123:                    exit 13

124:            fi

125:

126:            /bin/awk "\$2==\"$mount_point\" {print \$3}" /proc/mounts > $fstype_file

127:            /bin/umount $mount_point 2>/dev/null

128:            if [ $? != 0 ]

129:            then

130:                    retry_count=3

131:                    sleep_time=1

132:                    result_flag=1

133:

134:                    while [ $retry_count -gt 0 ]

135:                    do

136:                            /bin/umount $mount_point > $err_log_path/$dev.umount 2>&1

137:                            if [ $? != 0 ]

138:                            then

139:                                    retry_count=`expr $retry_count - 1`

140:                                    /bin/sleep $sleep_time

141:                            else

142:                                    /bin/rm -f $err_log_path/$dev.umount

143:                                    result_flag=0

144:                                    break

145:                            fi

146:                    done

147:

148:                    if [ $result_flag != 0 ]

149:                    then

150:                            /sbin/fuser -vum $mount_point> $err_log_path/$dev.fuser 2>&1

151:                            /bin/ps -ef > $err_log_path/$dev.ps 2>&1

152:

153:                            exit 10

154:                    fi

155:            fi

156:            echo "mount" > $post_file

157:

158: #  fi

159:

160: # When device was not mounted

161: #

162: else

163:    echo "none" > $post_file

164: fi

165:

166: exit 0

A.2.2 バックアップ実行時の後処理

バックアップ実行時の後処理のシェルスクリプト名は、以下のとおりです。

・ 非クラスタ運用の場合

/etc/opt/FJSVswsts/sh/OpcBackup.post
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・ クラスタ運用の場合

/etc/opt/FJSVswsts/<論理ノード名>/sh/OpcBackup.post

バックアップ時の後処理シェルスクリプト

  1: #!/bin/sh

  2:

  3: # AdvancedCopy Manager

  4: # All Rights Reserved, Copyright FUJITSU LIMITED, 2002-2008

  5:

  6: #

  7: #   Post-processing of backup processing

  8: #

  9: #          Argument: $1 Device name of transaction disk

 10: #                        $2 Mount point of transaction disk

 11: #

 12: #  Error number

 13: #           2: Argument error

 14: #          11: mount error

 15: #          12: fsck error

 16:

 17: # Argument check

 18: case $# in

 19: 1)

 20:    ;;

 21: 2)

 22:    ;;

 23: *)

 24:    exit 2

 25:    ;;

 26: esac

 27:

 28: device="`echo $1`"

 29: mount_point="`echo $2`"

 30:

 31: # Determination of postprocessing file name

 32:

 33: if [ "$SWSTGNODE" != "" ]

 34: then

 35: swstg_node="/`echo $SWSTGNODE`"

 36: else

 37: swstg_node=""

 38: fi

 39:

 40: err_log_path="/var/opt/FJSVswsts"$swstg_node"/log"

 41:

 42: if [ "`echo $device | /bin/grep "/dev/sd"`" != "" ]

 43: then

 44:    # /dev/sd? -> sd?

 45:    dev="`echo $device | /bin/sed "s/\/dev\///"`"

 46: elif [ "`echo $device | /bin/grep "/dev/FJSV"`" != "" ]

 47: then

 48:    # /dev/FJSVmphd/dsk/mplb?s? -> mplb?s?

 49:    # /dev/FJSVmphd/dsk/mphd?s? -> mphd?s?

 50:    dev="`echo $device | /bin/cut -d/ -f5`"

 51: elif [ "`echo $device | /bin/grep "/dev/sfdsk/"`" != "" ]

 52: then

 53:    if [ "`echo $device | /bin/grep ":"`" != ""   ]

 54:    then

 55:            devnam="`echo $device | /bin/cut -d: -f2-`"

 56:            # /dev/sfdsk/class/dsk/volume:sd? -> class_volume_sd?
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 57:            dev="`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 58:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 59:            dev="`echo $dev | /bin/sed "s/:/_/"`"

 60:            device="`echo $device | /bin/cut -d: -f1`"

 61:            if [ "`echo $devnam | /bin/grep "/dev/disk/by-id/"`" != "" ]

 62:            then

 63:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-id/<device> -> class_volume__by_id_<device>

 64:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-id\//_by-id_/"`"

 65:            elif [ "`echo $devnam | /bin/grep "/dev/disk/by-path/"`" != "" ]

 66:            then

 67:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-path/<device> -> 

class_volume__by_path_<device>

 68:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-path\//_by-path_/"`"

 69:            fi

 70:    else

 71:            # /dev/sfdsk/class/dsk/volume -> _gds_class_volume

 72:            dev="_gds_`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 73:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 74:    fi

 75: elif [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" ]

 76: then

 77:    # "/dev/disk/by-id/<device>" -> "_by-id_<device>"

 78:    dev="_by-id_`echo $device | /bin/sed "s/\/dev\/disk\/by-id\///"`"

 79: elif [ "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

 80: then

 81:    # "/dev/disk/by-path/<device>" -> "_by-path_<device>"

 82:    dev="_by-path_`echo $device | /bin/sed "s/\/dev\/disk\/by-path\///"`"

 83: else

 84:    exit 0

 85: fi

 86: post_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".pre"

 87: fstype_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".fstype"

 88: bd_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".bd"

 89:

 90: # Confirmation of postprocessing

 91: if [ ! -r $post_file ]

 92: then

 93:    exit 0

 94: fi

 95: post="`/bin/cat $post_file`"

 96:

 97: # Confirmation of FStype

 98: if [ ! -r $fstype_file ]

 99: then

100:    fs=""

101: else

102:    fs="`/bin/cat $fstype_file`"

103: fi

104:

105: # No processing

106: if [ "$post" = "none" ]

107: then

108:    /bin/rm -rf $post_file 2> /dev/null

109:    /bin/rm -rf $fstype_file 2> /dev/null

110:    exit 0

111: fi

112:

113: # mount processing

114: if [ "$post" = "mount" ]

115: then

116:    if [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" \

117:            -o "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

118:    then
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119:            cdevice="/dev/`/usr/bin/readlink $device | /bin/sed "s/..\/..\///"`"

120:            Result="`/bin/df -l | /bin/grep "$cdevice " | /bin/awk 'END {print NR}'`"

121:    else

122:            Result="`/bin/df -l | /bin/grep "$device " | /bin/awk 'END {print NR}'`"

123:    fi

124:      if [ "$Result" != "1" ]

125:    then

126:            if [ ! -r $fstype_file ]

127:            then

128:                    /bin/mount $device $mount_point 2> /dev/null

129:            else

130:                    Result1="`echo $fs | /bin/awk 'END {print NR}'`"

131:                         if [ "$Result1" != "1" ]

132:                    then

133:                            /bin/mount $device $mount_point 2> /dev/null

134:                    else

135:                            /bin/mount -t $fs $device $mount_point 2> /dev/null

136:                    fi

137:            fi

138:            if [ $? != 0 ]

139:            then

140:                    retry_count=3

141:                    sleep_time=1

142:                    result_flag=1

143:

144:                    while [ $retry_count -gt 0 ]

145:                    do

146:                            if [ ! -r $fstype_file ]

147:                            then

148:                                    /bin/mount $device $mount_point > $err_log_path/$dev.mount 2>&1

149:                            else

150:                                    Result1="`echo $fs | /bin/awk 'END {print NR}'`"

151:                                    if [ "$Result1" != "1" ]

152:                                    then

153:                                            /bin/mount $device $mount_point > $err_log_path/$dev.mount 2>&1

154:                                    else

155:                                            /bin/mount -t $fs $device $mount_point > $err_log_path/$dev.mount 

2>&1

156:                                    fi

157:                            fi

158:                            if [ $? != 0 ]

159:                            then

160:                                    retry_count=`expr $retry_count - 1`

161:                                    /bin/sleep $sleep_time

162:                            else

163:                                    /bin/rm -f $err_log_path/$dev.mount

164:                                    result_flag=0

165:                                    break

166:                            fi

167:                    done

168:

169:                    if [ $result_flag != 0 ]

170:                    then

171:                            exit 11

172:                    fi

173:            fi

174:    fi

175:    /bin/rm -rf $post_file 2> /dev/null

176:    /bin/rm -rf $fstype_file 2> /dev/null

177:    exit 0

178: fi

179:

180: # fsck processing
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181: if [ "$post" = "fsck" ]

182: then

183:    if [ -r $bd_file ]

184:    then

185:            bk_device="`/bin/cat $bd_file`"

186:            fsck_dev="`echo $bk_device `"

187:            if [ ! -r $fstype_file ]

188:            then

189:                    /sbin/fsck -c $fsck_dev > /dev/null 2>&1

190:            else

191:                    if [ "$fs" = "" ]

192:                    then

193:                            /sbin/fsck -c $fsck_dev > /dev/null 2>&1

194:                    else

195:                            if [ "$fs" = "sfxfs" ]

196:                            then

197:                                    /sbin/sfxadm $fsck_dev > /dev/null 2>&1

198:                                    /sbin/fsck -p -t $fs $fsck_dev > /dev/null 2>&1

199:                            else

200:                                    /sbin/fsck -p -t $fs $fsck_dev > /dev/null 2>&1

201:                            fi

202:                    fi

203:            fi

204:            if [ $? != 0 ]

205:            then

206:                    if [ "$fs" = "" ]

207:                    then

208:                            result="`/sbin/fsck -p $fsck_dev `"

209:                    else

210:                            result="`/sbin/fsck -p -t $fs $fsck_dev `"

211:                    fi

212:                    fsck_rc=$?

213:                    if [ $fsck_rc != 0 ] && [ $fsck_rc != 1 ]

214:                    then

215:                            echo "$result" > $err_log_path/$dev.fsck

216:                            exit 12

217:                    fi

218:            fi

219:    fi

220:    /bin/rm -rf $post_file 2> /dev/null

221:    /bin/rm -rf $fstype_file 2> /dev/null

222:    /bin/rm -rf $bd_file 2> /dev/null

223:    exit 0

224: fi

225:

226: exit 0

A.2.3 シェルスクリプトのカスタマイズ

バックアップの前後処理のシェルスクリプトについて、カスタマイズ方法を以下に説明します。

 
業務ボリュームをアンマウントしたくない場合

マウントされているがアンマウントしたくない業務ボリュームに対しては、バックアップ実行時の前処理のシェルスクリプト(OpcBackup.pre)
の100～110、114、158行目のコメント(“#”)をエディタ等で消去し、100行目のif文で対象となるデバイスを指示してください。なお、107
行目のsyncコマンドを実施してからバックアップ後処理を実施するまでの間は、業務ボリュームのファイルシステム更新操作を行わな

いようにしてください。もし、この間にファイルシステム更新操作が行われると、ファイルシステムが不完全な状態でバックアップが採取

されるか、またはバックアップ後処理で実施するfsckコマンドがエラーとなる可能性があります。

この操作は、ファイルシステムが以下の場合のみ可能です。

・ ext2
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・ ext3

カスタマイズしたスクリプトによる前処理の動作は、以下のようになります。

表A.4 カスタマイズしたスクリプトによる前処理の動作

業務ボリュームの状態 前処理

マウントされている 業務ボリュームへの更新を抑止します

カスタマイズしたスクリプトによる後処理の動作は、以下のようになります。

表A.5 カスタマイズしたスクリプトによる後処理の動作

前処理 後処理

業務ボリュームへの更新を抑止した 業務ボリュームへの更新抑止を解除します

バックアップボリュームの整合性を確認します

 

 注意

SDXオブジェクトをスライス単位で運用する場合は、バックアップ実行時の前処理のシェルスクリプト(OpcBackup.pre)で、100行目には

スライス名(/dev/sfdsk/(クラス名)/dsk/(ボリューム名):(sdxinfoのDEVNAMの値))ではなく、論理ボリューム名(/dev/sfdsk/(クラス名)/dsk/
(ボリューム名))を指定してください。

A.3 リストアの前後処理

AdvancedCopy Managerでのリストアは、業務ボリュームがアンマウントされた状態で処理を行う必要があります。

そのため、通常、前処理では、業務ボリューム名からそのボリュームのマウント状態を獲得し、次の処理を行います。

表A.6 業務ボリュームに対する前処理

業務ボリュームの状態 前処理

マウントされている 業務ボリュームをアンマウントします。

アンマウントされている 何も処理しません。

後処理は、前処理で行った処理によって何をするのかを判断します。

表A.7 リストアの前後処理

前処理 後処理

業務ボリュームをアンマウントした。 業務ボリュームをマウントし直します。

何も処理しなかった。 何も処理しません。

この他にも、特殊な前後処理が必要な場合は、シェルスクリプトに処理を追加する必要があります。

スクリプトをカスタマイズする場合、エラーコードは以下の規約に従ってください。

表A.8 エラーコードの規約

エラーコード 用途

0-99 使用不可(AdvancedCopy Managerが予約)

100-255 使用可能

 

 注意

後処理に失敗した場合は、資源情報の整合性が不完全になっている可能性がありますので、10.2.3.1 swstsrsemtch(資源整合コマン

ド)を実施してください。
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A.3.1 リストア実行時の前処理

リストア実行時の前処理のシェルスクリプト名は、以下のとおりです。

・ 非クラスタ運用の場合

/etc/opt/FJSVswsts/sh/OpcRestore.pre

・ クラスタ運用の場合

/etc/opt/FJSVswsts/<論理ノード名>/sh/OpcRestore.pre

リストア時の前処理シェルスクリプト

  1: #!/bin/sh

  2:

  3: # AdvancedCopy Manager

  4: # All Rights Reserved, Copyright FUJITSU LIMITED, 2002-2009

  5:

  6: #

  7: #   Pre-processing of restoration processing

  8: #

  9: #          Argument: $1 Device name of transaction disk

 10: #                        $2 Mount point of transaction disk

 11: #

 12: #  Error number

 13: #           2: Argument error

 14: #          10: umount error

 15: #          13: Illegal mount type (bind/stack mount)

 16:

 17:

 18: # Argument check

 19: case $# in

 20: 1)

 21:    ;;

 22: 2)

 23:    ;;

 24: *)

 25:    exit 2

 26:    ;;

 27: esac

 28:

 29: device="`echo $1`"

 30: mount_point="`echo $2`"

 31:

 32: # Determination of postprocessing file name

 33:

 34: if [ "$SWSTGNODE" != "" ]

 35: then

 36: swstg_node="/`echo $SWSTGNODE`"

 37: else

 38: swstg_node=""

 39: fi

 40:

 41: err_log_path="/var/opt/FJSVswsts"$swstg_node"/log"

 42:

 43: if [ "`echo $device | /bin/grep "/dev/sd"`" != "" ]

 44: then

 45:    # /dev/sd? -> sd?

 46:    dev="`echo $device | /bin/sed "s/\/dev\///"`"

 47: elif [ "`echo $device | /bin/grep "/dev/FJSV"`" != "" ]

 48: then
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 49:    # /dev/FJSVmphd/dsk/mplb?s? -> mplb?s?

 50:    # /dev/FJSVmphd/dsk/mphd?s? -> mphd?s?

 51:    dev="`echo $device | /bin/cut -d/ -f5`"

 52: elif [ "`echo $device | /bin/grep "/dev/sfdsk/"`" != "" ]

 53: then

 54:    if [ "`echo $device | /bin/grep ":"`" != ""   ]

 55:    then

 56:            devnam="`echo $device | /bin/cut -d: -f2-`"

 57:            # /dev/sfdsk/class/dsk/volume:sd? -> class_volume_sd?

 58:            dev="`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 59:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 60:            dev="`echo $dev | /bin/sed "s/:/_/"`"

 61:            device="`echo $device | /bin/cut -d: -f1`"

 62:            if [ "`echo $devnam | /bin/grep "/dev/disk/by-id/"`" != "" ]

 63:            then

 64:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-id/<device> -> class_volume__by_id_<device>

 65:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-id\//_by-id_/"`"

 66:            elif [ "`echo $devnam | /bin/grep "/dev/disk/by-path/"`" != "" ]

 67:            then

 68:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-path/<device> -> 

class_volume__by_path_<device>

 69:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-path\//_by-path_/"`"

 70:            fi

 71:    else

 72:            # /dev/sfdsk/class/dsk/volume -> _gds_class_volume

 73:            dev="_gds_`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 74:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 75:    fi

 76: elif [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" ]

 77: then

 78:    # "/dev/disk/by-id/<device>" -> "_by-id_<device>"

 79:    dev="_by-id_`echo $device | /bin/sed "s/\/dev\/disk\/by-id\///"`"

 80: elif [ "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

 81: then

 82:    # "/dev/disk/by-path/<device>" -> "_by-path_<device>"

 83:    dev="_by-path_`echo $device | /bin/sed "s/\/dev\/disk\/by-path\///"`"

 84: else

 85:    exit 0

 86: fi

 87: post_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".pre"

 88: fstype_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".fstype"

 89:

 90: if [ "$mount_point" != "" ]

 91: then

 92:         if [ `/bin/cat /proc/mounts |/bin/cut -d' ' -f 2|/bin/grep "^$mount_point\$"|/usr/bin/wc -w` != 1 ]; 

then

 93:                    # stack mount (multi device on $mount_point)

 94:                    /bin/mount  > $err_log_path/$dev.umount 2>&1

 95:                 exit 13

 96:         fi

 97:         if [ `/bin/cat /proc/mounts |/bin/cut -d' ' -f 1|/bin/grep "^$device\$"|/usr/bin/wc -w` != 1 ]; 

then

 98:                    # bind mount (device has multi mount point)

 99:                    /bin/mount  > $err_log_path/$dev.umount 2>&1

100:                 exit 13

101:         fi

102:

103:

104: # When device can be unmounted

105: #

106: #  df -ln $mount_point | cut -f2 -d: | cut -f2 -d' ' > $fstype_file

107:    /bin/awk "\$2==\"$mount_point\" {print \$3}" /proc/mounts > $fstype_file

108:    /bin/umount $mount_point 2> /dev/null
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109:    if [ $? != 0 ]

110:    then

111:            retry_count=3

112:            sleep_time=1

113:            result_flag=1

114:

115:            while [ $retry_count -gt 0 ]

116:            do

117:                    /bin/umount $mount_point > $err_log_path/$dev.umount 2>&1

118:                    if [ $? != 0 ]

119:                    then

120:                            retry_count=`expr $retry_count - 1`

121:                            /bin/sleep $sleep_time

122:                    else

123:                            /bin/rm -f $err_log_path/$dev.umount

124:                            result_flag=0

125:                            break

126:                    fi

127:            done

128:

129:            if [ $result_flag != 0 ]

130:            then

131:                    /sbin/fuser -vum $mount_point> $err_log_path/$dev.fuser 2>&1

132:                    /bin/ps -ef > $err_log_path/$dev.ps 2>&1

133:

134:                    exit 10

135:            fi

136:    fi

137:    echo "mount" > $post_file

138:

139: # When device was not mounted

140: #

141: else

142:    echo "none" > $post_file

143: fi

144:

145: exit 0

マウントされているがアンマウントできない業務ボリュームに対しては、リストアはできません。リストア先のデバイスを指示してください。

A.3.2 リストア実行時の後処理

リスト実行時の後処理のシェルスクリプト名は、以下のとおりです。

・ 非クラスタ運用の場合

/etc/opt/FJSVswsts/sh/OpcRestore.post

・ クラスタ運用の場合

/etc/opt/FJSVswsts/<論理ノード名>/sh/OpcRestore.post

リストア時の後処理シェルスクリプト

  1: #!/bin/sh

  2:

  3: # AdvancedCopy Manager

  4: # All Rights Reserved, Copyright FUJITSU LIMITED, 2002-2008

  5: #

  6: #   Post-processing of restoration processing

  7: #
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  8: #          Argument: $1 Device name of transaction disk

  9: #                            $2 Mount point of transaction disk

 10: #

 11: #  Error number

 12: #           2: Argument error

 13: #          11: mount error

 14:

 15: # Argument check

 16: case $# in

 17: 1)

 18:    ;;

 19: 2)

 20:    ;;

 21: *)

 22:    exit 2

 23:    ;;

 24: esac

 25:

 26: device="`echo $1`"

 27: mount_point="`echo $2`"

 28:

 29: # Determination of postprocessing file name

 30:

 31: if [ "$SWSTGNODE" != "" ]

 32: then

 33: swstg_node="/`echo $SWSTGNODE`"

 34: else

 35: swstg_node=""

 36: fi

 37:

 38: err_log_path="/var/opt/FJSVswsts"$swstg_node"/log"

 39:

 40: if [ "`echo $device | /bin/grep "/dev/sd"`" != "" ]

 41: then

 42:    # /dev/sd? -> sd?

 43:    dev="`echo $device | /bin/sed "s/\/dev\///"`"

 44: elif [ "`echo $device | /bin/grep "/dev/FJSV"`" != "" ]

 45: then

 46:    # /dev/FJSVmphd/dsk/mplb?s? -> mplb?s?

 47:    # /dev/FJSVmphd/dsk/mphd?s? -> mphd?s?

 48:    dev="`echo $device | /bin/cut -d/ -f5`"

 49: elif [ "`echo $device | /bin/grep "/dev/sfdsk/"`" != "" ]

 50: then

 51:    if [ "`echo $device | /bin/grep ":"`" != ""   ]

 52:    then

 53:            devnam="`echo $device | /bin/cut -d: -f2-`"

 54:            # /dev/sfdsk/class/dsk/volume:sd? -> class_volume_sd?

 55:            dev="`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 56:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 57:            dev="`echo $dev | /bin/sed "s/:/_/"`"

 58:            device="`echo $device | /bin/cut -d: -f1`"

 59:            if [ "`echo $devnam | /bin/grep "/dev/disk/by-id/"`" != "" ]

 60:            then

 61:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-id/<device> -> class_volume__by_id_<device>

 62:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-id\//_by-id_/"`"

 63:            elif [ "`echo $devnam | /bin/grep "/dev/disk/by-path/"`" != "" ]

 64:            then

 65:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-path/<device> -> 

class_volume__by_path_<device>

 66:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-path\//_by-path_/"`"

 67:            fi

 68:    else

 69:            # /dev/sfdsk/class/dsk/volume -> _gds_class_volume
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 70:            dev="_gds_`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 71:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 72:    fi

 73: elif [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" ]

 74: then

 75:    # "/dev/disk/by-id/<device>" -> "_by-id_<device>"

 76:    dev="_by-id_`echo $device | /bin/sed "s/\/dev\/disk\/by-id\///"`"

 77: elif [ "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

 78: then

 79:    # "/dev/disk/by-path/<device>" -> "_by-path_<device>"

 80:    dev="_by-path_`echo $device | /bin/sed "s/\/dev\/disk\/by-path\///"`"

 81: else

 82:    exit 0

 83: fi

 84: post_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".pre"

 85: fstype_file="/etc/opt/FJSVswsts"$swstg_node"/data/DEFAULT/"$dev".fstype"

 86:

 87: # Confirmation of postprocessing

 88: if [ ! -r $post_file ]

 89: then

 90:    exit 0

 91: fi

 92: post="`/bin/cat $post_file`"

 93:

 94: # Confirmation of FStype

 95: if [ ! -r $fstype_file ]

 96: then

 97:    fs=""

 98: else

 99:    fs="`/bin/cat $fstype_file`"

100: fi

101:

102: # No processing

103: if [ "$post" = "none" ]

104: then

105:    /bin/rm -rf $post_file 2> /dev/null

106:    /bin/rm -rf $fstype_file 2> /dev/null

107:    exit 0

108: fi

109:

110: # mount processing

111: if [ "$post" = "mount" ]

112: then

113:    if [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" \

114:            -o "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

115:    then

116:            cdevice="/dev/`/usr/bin/readlink $device | /bin/sed "s/..\/..\///"`"

117:            Result="`/bin/df -l | /bin/grep "$cdevice " | /bin/awk 'END {print NR}'`"

118:    else

119:            Result="`/bin/df -l | /bin/grep "$device " | /bin/awk 'END {print NR}'`"

120:    fi

121:       if [ "$Result" != "1" ]

122:    then

123:            if [ ! -r $fstype_file ]

124:            then

125:                    /bin/mount $device $mount_point 2> /dev/null

126:            else

127:                    Result1="`echo $fs | /bin/awk 'END {print NR}'`"

128:                         if [ "$Result1" != "1" ]

129:                    then

130:                            /bin/mount $device $mount_point 2> /dev/null

131:                    else

132:                            /bin/mount -t $fs $device $mount_point 2> /dev/null
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133:                    fi

134:            fi

135:            if [ $? != 0 ]

136:            then

137:                    retry_count=3

138:                    sleep_time=1

139:                    result_flag=1

140:

141:                    while [ $retry_count -gt 0 ]

142:                    do

143:                            if [ ! -r $fstype_file ]

144:                            then

145:                                    /bin/mount $device $mount_point > $err_log_path/$dev.mount 2>&1

146:                            else

147:                                    Result1="`echo $fs | /bin/awk 'END {print NR}'`"

148:                                    if [ "$Result1" != "1" ]

149:                                    then

150:                                            /bin/mount $device $mount_point > $err_log_path/$dev.mount 2>&1

151:                                    else

152:                                            /bin/mount -t $fs $device $mount_point > $err_log_path/$dev.mount 

2>&1

153:                                    fi

154:                            fi

155:                            if [ $? != 0 ]

156:                            then

157:                                    retry_count=`expr $retry_count - 1`

158:                                    /bin/sleep $sleep_time

159:                            else

160:                                    /bin/rm -f $err_log_path/$dev.mount

161:                                    result_flag=0

162:                                    break

163:                            fi

164:                    done

165:

166:                    if [ $result_flag != 0 ]

167:                    then

168:                            exit 11

169:                    fi

170:            fi

171:    fi

172:    /bin/rm -rf $post_file 2> /dev/null

173:    /bin/rm -rf $fstype_file 2> /dev/null

174:    exit 0

175: fi

176:

177: exit 0
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付録B Oracleと連携したバックアップ運用(サンプルシェルスクリプ
ト)

本付録では、AdvancedCopy Manager用のサンプルシェルスクリプトについて説明します。

サンプルシェルスクリプトの目的は、AdvancedCopy Managerを使用して、業務ボリュームのデータをバックアップ可能とすることです。

 

 ポイント

本章で説明するサンプルシェルスクリプトは、バックアップ管理機能向けに作成されていますが、本シェルスクリプトを参考にしてレプリ

ケーション管理機能向けに作成することで、Oracleのデータベースについてもコピーを作成することができます。

B.1 概要

AdvancedCopy Managerを使用し、業務ボリュームをバックアップします。

AdvancedCopy Managerは、バックアップを行うサンプルシェルスクリプトを提供します。バックアップ運用の管理者は、業務に合わせて

サンプルシェルスクリプトを修正し、実際のバックアップ運用に適用します。

B.2 業務ボリュームのバックアップとリストア

B.2.1 バックアップの手順

バックアップを行う場合の処理手順の概要を以下に示します。

1. 業務運用状態の確認

業務が運用中か運用中でないかを確認します。

2. オンラインバックアップ開始の宣言

1で業務が運用中の場合は、データベースに対しオンラインバックアップ開始を宣言しデータファイルへの更新を停止し、業務

データを格納しているパーティションをオンラインバックアップのとれる状態にします。

3. パーティションのバックアップ(コピー)

AdvancedCopy Managerのバックアップ機能を使用して、業務データを格納しているパーティションをバックアップ(コピー)しま

す。

4. オンラインバックアップ終了の宣言

1で業務が運用中だった場合は、データベースに対しオンラインバックアップ終了を宣言しデータファイルへの更新を再開しま

す。
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図B.1 バックアップ方法

B.2.2 リストアの手順

リストアを行う場合の処理手順の概要を以下に示します。

1. 業務停止状態の確認

業務が停止状態であることを確認します。運用中の場合は、業務を完全に停止します。

2. リストア

AdvancedCopy Managerのリストア機能を使用して、バックアップボリュームから業務ボリュームにリストアします。

図B.2 リストア方法

B.3 サンプルシェルスクリプト

B.3.1 サンプルシェルスクリプトの概要

AdvancedCopy Managerで提供するサンプルシェルスクリプトは、次のとおりです。サンプルシェルスクリプトは、/etc/opt/FJSVswsts/samp
ディレクトリ配下に格納されています。

表B.1 サンプルシェルスクリプト

項番 種別 シェルスクリプト名 対応業務名 対象資源種別

1 DB情報の収集 swst_or_iv Oracle業務 －

2 バックアップ swst_or_fs_bk Oracle業務、一般ファイル業務 ファイルシステム

- 409 -



項番 種別 シェルスクリプト名 対応業務名 対象資源種別

3 バックアップ swst_or_rd_bk Oracle業務 ローデバイス

B.3.1.1 DB情報の収集

[機能概要]

swst_or_ivは、Oracleデータベースの情報を出力します。

出力するファイル名と内容は次のとおりです。

・ spdata.lst:テーブルスペース名と格納先の一覧

・ spdata.srt:格納先をキーにしてspdata.lstの内容を並べ替えたもの

・ spdata.bgn:次の形式のコマンド

tablespace テーブルスペース名 begin backup;

・ spdata.end:次の形式のコマンド

tablespace テーブルスペース名 end backup;

・ spcont.lst:Oracleデータベースの制御ファイルの情報

・ splog.lst:Oracleデータベースのログファイルの情報

上記ファイルは、バックアップを行うシェルスクリプトを作成する際の参考資料として使用します。

[起動方法]

swst_or_iv

[使用例]

# swst_or_iv

swst_or_iv completed.

[結果例]

spdata.lst

TABLESPACE-NAME               DEVICE-NAME

-------------------- -------------------------------------------------- 

ORA10                /ora1/ora0.dbf

ORA20                /ora2/ora0.dbf

RBS                  /oracle/ora/oradata/rbs01.dbf

SYSTEM               /oracle/ora/oradata/system01.dbf

TEMP                 /oracle/ora/oradata/temp01.dbf

TOOLS                /oracle/ora/oradata/tools01.dbf

USERS                /oracle/ora/oradata/users01.dbf

spdata.bgn

alter tablespace ORA10 begin backup;

alter tablespace ORA20 begin backup;

alter tablespace RBS begin backup;

alter tablespace SYSTEM begin backup;

alter tablespace TEMP begin backup;

alter tablespace TOOLS begin backup;

alter tablespace USERS begin backup;

spdata.end

alter tablespace ORA10 end backup;

alter tablespace ORA20 end backup;

alter tablespace RBS end backup;

alter tablespace SYSTEM end backup;

alter tablespace TEMP end backup;

alter tablespace TOOLS end backup;
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alter tablespace USERS end backup;

spcont.lst

NAME                  TYPE    VALUE

----------------------------------- ------- ------------------------------

control_files         文字列  /oracle/ora/oradata/control

splog.lst

NAME                  TYPE    VALUE

----------------------------------- ------- ------------------------------

log_archive_dest      文字列  /oracle/ora/oradata/archive

[処理概要]

#!/bin/sh

reterr() --- エラーメッセージを出力、エラー復帰。

sqldata()

{

sqlplus AAA/BBB <<!

SELECT --- Oracleのテープルスペース情報を取得します。

}

sqllog()

{

sqlplus AAA/BBB <<!

show --- Oracleのログ情報を取得します。

}

sqlcont()

{

sqlplus AAA/BBB <<!

show --- Oracleの制御情報を取得します。

}

# main()

# 0) 環境変数の設定

PATH=$PATH:/usr/bin:/usr/sbin:/opt/FJSVswsts/bin

# 1) Oracleのテーブルスペース情報の取得

sqldata()の呼び出し --- Oracleのテーブルスペース情報を取得します。

# 2) Oracleのログ情報の取得

sqllog()の呼び出し --- Oracleのログ情報を取得します。

# 3) Oracleの制御情報の取得

sqlcont()の呼び出し--- Oracleの制御情報を取得します。

exit 0

B.3.1.2 ファイルシステムのバックアップ

[機能概要]

swst_or_fs_bkは、ファイルシステム上に存在するOracleデータベース、および一般ファイルの業務データをAdvancedCopy Managerで
バックアップします。

業務データは、AdvancedCopy Managerのバックアップボリュームにコピーされます。

本シェルスクリプトは、「B.2.1 バックアップの手順」の処理手順2～4の範囲に対応します。

[起動方法]

swst_or_fs_bk  {-a | -i}  <mount-point-name>

[オペランドの説明]
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-a : Oracleデータベースを使用した業務が起動中の場合に指定し、Oracle

Serverに対し、バックアップ処理の開始を宣言します。

-i : Oracleデータベースを使用した業務が停止中の場合、または一般ファイルの

場合に指定し、Oracle Serverに対し、バックアップ処理の開始を宣言しません。

mount-point-name : バックアップ対象のマウントポイント名を指定します。

[swst_or_fs_bkの使用例]

Oracleデータベースが配置されている/gyoumu_dbを業務起動中にバックアップします。

#  swst_or_fs_bk  -a  /gyoumu_db

swst_or_fs_bk  completed. ( /gyoumu_db -> /dev/sdb2 at 23:00 on 1999.11.01 )

[swst_or_fs_bkの処理概要]

#!/bin/sh

usage() --- コマンド構文を出力、エラー復帰。

reterr() --- エラーメッセージを出力、エラー復帰。

chkmp() --- マウントポイントが存在するかのチェック。

get_mp_blk() --- マウントポイントからブロックデバイスへの変換。

getfs() --- マウントポイントからファイルシステムの種別への変換。

sqlbegin()

{

sqlplus AAA/BBB <<!

alter system switch logfile;

alter system flush shared_pool;

alter tablespace CCC begin backup; --- Oracleにバックアップ開始を通知します。

}

sqlend()

{

sqlplus AAA/BBB <<!

alter tablespace CCC end backup; --- Oracleにバックアップ停止を通知します。

}

getbd() --- AdvancedCopy Managerのバックアップ(コピー)先デバイスの取り出し。

getdate() --- AdvancedCopy Managerのバックアップ(コピー)日付の取り出し。

gettime() --- AdvancedCopy Managerのバックアップ(コピー)時刻の取り出し。

# main()

パラメーターの解析とマウントポイントのチェック

# 0) 環境変数の設定

PATH=$PATH:/usr/bin:/usr/sbin:/opt/FJSVswsts/bin

# 1) Oracleへのバックアップ開始の通知

if [ "-a"オペランドの指定 ]

then

sqlbegin()の呼び出し --- Oracleにバックアップ開始を通知します。

エラー処理

fi

# 2) AdvancedCopy Managerのコマンドでディスクのバックアップ(コピー)

swstbackup $UDBLK --- ディスクをコピーします。

エラー処理

# 3) Oracleへのバックアップ停止の通知

if [ "-a"オペランドの指定 ]

then

sqlend()の呼び出し--- Oracleにバックアップ停止を通知します。

エラー処理

fi

# 4) AdvancedCopy Managerのバックアップ(コピー)先の入手
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BDBLK="`getbd $UDBLK`" --- バックアップボリュームをキャラクタデバイスとして取り出します。

BDDATE="`getdate $UDBLK`"--- バックアップ日付を取り出します。

BDTIME="`gettime $UDBLK`"--- バックアップ時刻を取り出します。

exit 0

B.3.1.3 ローデバイスのバックアップ

[機能概要]

swst_or_rd_bkは、AdvancedCopy Managerを使用して、ローデバイス上に存在するOracleデータベースの業務データをバックアップし

ます。

業務データは、利用者が用意する作業用ディスクにコピーされます。

本シェルスクリプトは、「B.2.1 バックアップの手順」の処理手順2～4の範囲に対応します。

[起動方法]

swst_or_rd_bk  {-a | -i}  <raw device name> <block device name>

[オペランドの説明]

-a : Oracleデータベースを使用した業務が起動中の場合に指定し、Oracle

Serverに対し、バックアップ処理の開始を宣言します。

-i : Oracleデータベースを使用した業務が停止中の場合に指定し、Oracle Server

に対し、バックアップ処理の開始を宣言しません。

device name : バックアップ対象のローデバイスパーティション名を指定します。

[swst_or_rd_bkの使用例]

Oracleデータベースが配置されている/dev/sdb0を業務起動中にバックアップします。

#  swst_or_rd_bk  -a  /dev/raw/raw1  /dev/sdb6

swst_or_rd_bk  completed. ( /dev/sdb6 -> /dev/sdb2 at 23:01 on 1999.11.01 )

[swst_or_rd_bkの処理概要]

#!/bin/sh

usage() --- コマンド構文を出力、エラー復帰。

reterr() --- エラーメッセージを出力、エラー復帰。

sqlbegin()

{

sqlplus AAA/BBB <<!

alter system switch logfile;

alter system flush shared_pool;

alter tablespace CCC begin backup; --- Oracleにバックアップ開始を通知します。

}

sqlend()

{

sqlplus AAA/BBB <<!

alter tablespace CCC end backup; --- Oracleにバックアップ停止を通知します。

}

getbd() --- AdvancedCopy Managerのバックアップ(コピー)先デバイスの取り出し。

getdate() --- AdvancedCopy Managerのバックアップ(コピー)日付の取り出し。

gettime() --- AdvancedCopy Managerのバックアップ(コピー)時刻の取り出し。

# main()

パラメーターの解析とローデバイスのチェック

# 0) 環境変数の設定

PATH=$PATH:/usr/bin:/usr/sbin:/opt/FJSVswsts/bin
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# 1) Oracleへのバックアップ開始の通知

if [ "-a"オペランドの指定 ]

then

sqlbegin()の呼び出し --- Oracleにバックアップ開始を通知します。

エラー処理

fi

# 2) AdvancedCopy Managerのコマンドでディスクのバックアップ(コピー)

swstbackup $SRC --- ディスクをコピーします。

エラー処理

# 3) Oracleへのバックアップ停止の通知

if [ "-a"オペランドの指定 ]

then

sqlend()の呼び出し--- Oracleにバックアップ停止を通知します。

エラー処理

fi

# 4) AdvancedCopy Managerのバックアップ(コピー)先の入手

DSTBLK="`getbd $SRC`" --- バックアップボリュームを取り出します。

BKDATE="`getdate $SRC`"

BKTIME="`gettime $SRC`"

exit 0

B.3.2 サンプルシェルスクリプトの適用

B.3.2.1 DB情報の収集
 

サンプルシェルスクリプトの更新

swst_or_ivの以下の処理手続きを、実際の運用に合うように更新します。以下の項番はシェルスクリプト中の項番に対応します。

・ 0) 環境変数の設定

・ 1) Oracleのテーブルスペース情報の取得

・ 2) Oracleのログ情報の取得

・ 3) Oracleの制御情報の取得

上記1)～3)は、Oracleのアカウント情報を変更します。

なお、本シェルスクリプトは、AdvancedCopy Managerの業務サーバでしか動作できません。

B.3.2.2 ファイルシステムのバックアップ
 

AdvancedCopy Managerのセットアップ

バックアップ対象のマウントポイントが、AdvancedCopy Managerで正しくバックアップされるようバックアップボリュームをセットアップしま

す。

管理するバックアップボリュームの世代は任意の世代とします。

 
サンプルシェルスクリプトの更新

swst_or_fs_bkの以下の処理手続きを実際の運用に合うように更新します。以下の項番はシェルスクリプト中の項番に対応します。

・ 0) 環境変数の設定

・ 1) Oracleへのバックアップ開始の通知

・ 3) Oracleへのバックアップ停止の通知

- 414 -



上記1)、3)は、それぞれswst_or_ivで作成したspdata.bgnファイル、spdata.endファイルを参考にします。

なお、本シェルスクリプトは、AdvancedCopy Managerの業務サーバでしか動作できません。

B.3.2.3 ローデバイスのバックアップ
 

AdvancedCopy Managerのセットアップ

バックアップ対象のローデバイスがAdvancedCopy Managerで正しくバックアップされるようバックアップボリュームをセットアップします。

管理するバックアップボリュームの世代は任意の世代とします。

 
サンプルシェルスクリプトの更新

swst_or_rd_bkの以下の処理手続きを実際の運用に合うように更新します。以下の項番はシェルスクリプト中の項番に対応します。

・ 0) 環境変数の設定

・ 1) Oracleへのバックアップ開始の通知

・ 3) Oracleへのバックアップ停止の通知

上記1)、3)は、swst_or_ivで作成したspdata.lstファイル、spdata.srtファイル、spdata.bgnファイル、spdata.endファイル、splog.lstファイル、

およびspcont.lstファイルを参考にします。

なお、本シェルスクリプトは、AdvancedCopy Managerの業務サーバでしか動作できません。

 
バックアップボリューム名、処理時刻の記録・管理

シェルスクリプト実行後、バックアップボリューム名、処理時刻がメッセージ中に出力されます。これらの情報は、リストア時に必要となり

ます。そのため、シェルスクリプト実行後、メッセージ中に出力されたバックアップボリューム名、処理時刻を記録・管理しておきます。

B.3.3 リストアの方法

B.3.3.1 ファイルシステム

AdvancedCopy Managerのリストア機能を使用してリストアします。

B.3.3.2 ローデバイス

AdvancedCopy Managerのリストア機能を使用してリストアします。

B.3.4 サンプルシェルスクリプト使用時の注意事項
 

Oracle資源の配置

Oracleのデータファイル、データファイル以外のファイルは、それぞれ異なるディスク、またはパーティションに格納してください。

 
Oracle資源のバックアップ運用

1. 初期化パラメーターファイル

変更の都度、OSのcpコマンド等でバックアップします。

2. 制御ファイル

a. Oracleによるミラー化をお勧めします。

b. DB環境に変化があった場合、以下のコマンドでトレースファイルを作成します。制御ファイルが破壊された場合は、トレー

スファイル中のSQL文を実行して復旧します。

alter database backup controlfile to trace;

3. データファイル

a. データファイルは、ローデバイスに配置することを推奨します。
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b. データファイルをファイルシステムに配置する場合は、データファイルの自動拡張機能を無効(AUTOEXTEND OFF)にし

てください。また、サンプルシェルスクリプト中の前後処理においてアンマウントが行われないようにカスタマイズする必要

があります。

c. AdvancedCopy Managerでバックアップします。

d. バックアップ対象のテーブルスペースの範囲は、必ずOracleのバックアップ同期処理(begin backup/end backup)の単位と

AdvancedCopy Managerでのバックアップ単位の範囲内にしてくだい。たとえば、AdvancedCopy ManagerでLUN単位に

バックアップする場合は、1つのテーブルスペースは、1つのLUN内に配置してください。

e. システム内の全テーブルスペースのバックアップ後は、以下のコマンドですべての最新ログをアーカイブします。

alter system archive log current;

4. REDOファイル

a. オンラインREDOログファイル、アーカイブログファイルともOracleまたはOSによるによるミラー化をお勧めします。

b. オンラインREDOログファイルは、バックアップする必要はありません。

 

 注意

オンラインバックアップを行うには、対象となるOracleデータベースはアーカイブログ運用が必須です。

 
Oracleデータベースのリカバリ

データベース停止後、Oracleデータベースをリストアし、データベースを再起動してください。さらに最新の状態まで復旧する場合に

は、Oracleのリカバリ機能を使用して行ってください。
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付録C レプリケーションの前後処理

本章では、AdvancedCopy Managerのレプリケーションの前後処理を行うシェルスクリプトについて説明します。

C.1 概要

レプリケーションの前後処理のシェルスクリプトは、レプリケーション(複製)処理の前後で起動されます。

これらのシェルスクリプトには、AdvancedCopy Managerが、複製元ボリュームおよび複製先ボリュームに必要な処理を記述します。

この章では、前後処理の設定について説明します。

 

 注意

グループ単位でレプリケーションを行う場合は、レプリケーションの前後処理のシェルスクリプトは起動されません。したがって、グルー

プ単位でレプリケーションを行う場合は、レプリケーション処理の前後に手動で前後処理を実施する必要があります。

C.2 レプリケーションの前後処理

AdvancedCopy Managerでのレプリケーションの前後処理は、複製元／複製先ボリュームの双方に対して実施する必要がありますが、

その目的は異なります。

・ 複製元ボリュームに対する前後処理

複製元データを一時的に整合性の保証された状態で凍結することを目的としています。前処理で複製元データを一時的に凍結

し、複製作成後、後処理で凍結状態を解除します。

・ 複製先ボリュームに対する前後処理

レプリケーション(複製)処理中にアプリケーションが複製先ボリュームにアクセスさせないことを目的としています。前処理で複製先

データをアクセス禁止状態とし、複製作成後、後処理でアクセス禁止状態を解除します。

前後処理で行う具体的な処理は、そのボリュームのデータ内容によって異なります。次章では、ファイルシステムの前後処理について

説明します。

C.2.1 ファイルシステムの前後処理

ファイルシステムの前後処理とは、ファイルシステムのアンマウント／マウント処理です。複製元ボリュームに対する前後処理は、複製

元データを保証するためのものです。複製先ボリュームに対する前後処理は、同期処理実行中やスナップショットコピー時に他プロセ

スからのアクセスを不可能にするためのものです。ボリュームがマウントされていない場合は、前後処理は実施されません。

複写元／複写先ボリュームがLogical Unit(ディスク)である場合、Logical Unit(ディスク)に含まれるパーティションに対する前後処理は

行われません。そのため、複製作成前にLogical Unit(ディスク)に含まれるパーティションをアンマウントし、複製作成後、アンマウントし

たパーティションをマウントする必要があります。なお、複写先ボリュームがLogical Unit(ディスク)である場合は、複写実施後に複写先の

Logical Unit(ディスク)に含まれるパーティションをマウント可能とするために、複写先の後処理で、ディスクの管理情報(パーティション

テーブルなど)が更新されたことをOSに通知します。

ファイルシステムの前後処理の実施状況を以下に示します。この表は、前後処理が実行されるかどうかは、コマンド種別によって異な

り、さらに、そのコマンドを実行したときのコピー状態によっても異なることを示しています。

表C.1 ファイルシステムの前後処理

コマンド コピー状態 複製元／複製

先

前処理 後処理

10.4.2.1 swsrpstartsync(複製開始コマ

ンド)

未コピー状態または

複製確立状態

複製元 × ×

複製先 ○--(1) ×

10.4.2.2 swsrpmake(複製作成コマンド)
(同期型レプリケーションの場合)

等価性維持状態
複製元 ○ ○

複製先 × ○--(2)
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コマンド コピー状態 複製元／複製

先

前処理 後処理

10.4.2.4 swsrpcancel(複製解除コマン

ド)

等価性維持状態
複製元 ○ ○

複製先 × ○--(2)

複製確立状態
複製元 × ×

複製先 × ×

コピー中
複製元 × ×

複製先 × ×

10.4.2.2 swsrpmake(複製作成コマンド)
(スナップショット型レプリケーションの

場合)
未コピー状態

複製元 ○ ○

複製先 ○ ○

○: 実施する、×: 実施しない

(1)で行った前処理に対する後処理は(2)で行われます。(2)の後処理では、(1)の前処理でアンマウントしたマウントポイントに再マウン

トを行います。

ファイルシステムの前後処理は、カスタマイズ可能なようにシェルスクリプトになっています。レプリケーション管理コマンドを実施した際

に、上の表にしたがって起動されます。また、サーバ間レプリケーションの場合、接続されていないボリュームの前後処理は、TCP/IPに
よるリモート実行でこれらのシェルスクリプトが実行されます。

以下に前後処理の動作イメージを示します。

- 418 -



図C.1 同期型レプリケーションの処理方法

前後処理で標準の前後処理以外で必要な処理がある場合はそれぞれのシェルスクリプトをカスタマイズしてください。

シェルスクリプトをカスタマイズする場合、エラーコードは以下の規約に従ってください。

表C.2 エラーコードの規約

エラーコード 用途

0-99 使用不可(AdvancedCopy Managerが予約)

100-255 使用可能

 

 注意

データベースの前後処理については、AdvancedCopy Managerでは機能を提供しませんので、AdvancedCopy Managerコマンド実行

の前後で独自に実施する必要があります。

C.2.2 レプリケーション実行時の前処理

前処理のシェルスクリプトには複写元ボリューム(RepSrc.Pre)と複写先ボリューム(RepDst.Pre)を用意し、以下のディレクトリ配下に格納

されています。処理の必要性に応じてシェルスクリプトをカスタマイズしてください。
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・ 非クラスタ運用の場合

/etc/opt/FJSVswsrp/shディレクトリ配下

・ クラスタ運用の場合

/etc/opt/FJSVswsrp/<論理ノード名>/shディレクトリ配下

RepSrc.pre(複写元ボリューム前処理のシェルスクリプト)

  1: #!/bin/sh

  2: 

  3: # AdvancedCopy Manager

  4: # All Rights Reserved, Copyright FUJITSU LIMITED, 2002-2009

  5: 

  6: #

  7: #   Pre-processing of Replication(Source) processing

  8: #

  9: #       Argument: $1 Device name of Source disk

 10: #                 $2 Mount point of Source disk

 11: #

 12: #    Error number

 13: #        2: Argument error

 14: #       10: umount error

 15: #       13: Illegal mount type (stack/bind mount)

 16: 

 17: # Argument check

 18: case $# in

 19: 2)

 20:     ;;

 21: *)

 22:     exit 2

 23:     ;;

 24: esac

 25: 

 26: device=$1

 27: mount_point=$2

 28: 

 29: # Determination postprocessing file name

 30: if [ "`echo $device | /bin/grep "/dev/sd"`" != "" ]

 31: then

 32:     # /dev/sd? -> sd?

 33:     dev="`echo $device | /bin/sed "s/\/dev\///"`"

 34: elif [ "`echo $device | /bin/grep "/dev/FJSV"`" != "" ]

 35: then

 36:     # /dev/FJSVmphd/dsk/mplb?s? -> mplb?s?

 37:     # /dev/FJSVmphd/dsk/mphd?s? -> mphd?s?

 38:     dev="`echo $device | /bin/cut -d/ -f5`"

 39: elif [ "`echo $device | /bin/grep "/dev/sfdsk/"`" != "" ]

 40: then

 41:     if [ "`echo $device | /bin/grep ":"`" != ""   ]

 42:     then

 43:         devnam="`echo $device | /bin/cut -d: -f2-`"

 44:         # /dev/sfdsk/class/dsk/volume:sd? -> class_volume_sd?

 45:         dev="`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 46:         dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 47:         dev="`echo $dev | /bin/sed "s/:/_/"`"

 48:         device="`echo $device | /bin/cut -d: -f1`"

 49:         if [ "`echo $devnam | /bin/grep "/dev/disk/by-id/"`" != "" ]

 50:         then

 51:             # /dev/sfdsk/class/dsk/volume:/dev/disk/by-id/<device> -> class_volume__by_id_<device>

 52:             dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-id\//_by-id_/"`"
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 53:         elif [ "`echo $devnam | /bin/grep "/dev/disk/by-path/"`" != "" ]

 54:         then

 55:             # /dev/sfdsk/class/dsk/volume:/dev/disk/by-path/<device> -> class_volume__by_path_<device>

 56:             dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-path\//_by-path_/"`"

 57:         fi

 58:     else

 59:         # /dev/sfdsk/class/dsk/volume -> _gds_class_volume

 60:         dev="_gds_`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 61:         dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 62:     fi

 63: elif [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" ]

 64: then

 65:     # "/dev/disk/by-id/<device>" -> "_by-id_<device>"

 66:     dev="_by-id_`echo $device | /bin/sed "s/\/dev\/disk\/by-id\///"`"

 67: elif [ "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

 68: then

 69:     # "/dev/disk/by-path/<device>" -> "_by-path_<device>"

 70:     dev="_by-path_`echo $device | /bin/sed "s/\/dev\/disk\/by-path\///"`"

 71: else

 72:     exit 0

 73: fi

 74: post_file="/etc/opt/FJSVswsrp/"$SWSTGNODE"/data/DEFAULT/"$dev".spre"

 75: fstype_file="/etc/opt/FJSVswsrp/"$SWSTGNODE"/data/DEFAULT/"$dev".sfstype"

 76: 

 77: err_log_path="/var/opt/FJSVswsrp/"$SWSTGNODE"/log"

 78: 

 79: if [ "$mount_point" != "" ]

 80: # When device was mounted

 81: #

 82: then

 83: 

 84:         if [ `/bin/cat /proc/mounts |/bin/cut -d' ' -f 2|/bin/grep "^$mount_point\$"|/usr/bin/wc -w` != 1 ]; 

then

 85:                 # stack mount (multi device on $mount_point)

 86:                 /bin/mount  > $err_log_path/$dev.umount 2>&1

 87:                 exit 13

 88:         fi

 89:         if [ `/bin/cat /proc/mounts |/bin/cut -d' ' -f 1|/bin/grep "^$device\$"|/usr/bin/wc -w` != 1 ]; 

then

 90:                 # bind mount (device has multi mount point)

 91:                 /bin/mount  > $err_log_path/$dev.umount 2>&1

 92:                 exit 13

 93:         fi

 94: 

 95:     /bin/awk "\$2==\"$mount_point\" {print \$3}" /proc/mounts > $fstype_file

 96: 

 97:     /bin/umount $mount_point 2>/dev/null

 98: 

 99:     if [ $? != 0 ]

100:     then

101:             retry_count=3

102:             sleep_time=1

103:             result_flag=1

104: 

105:             while [ $retry_count -gt 0 ]

106:             do

107:                 /bin/umount $mount_point > $err_log_path/$dev.umount 2>&1

108:                 if [ $? != 0 ]

109:                 then

110:                     retry_count=`expr $retry_count - 1`

111:                     /bin/sleep $sleep_time

112:                 else

113:                     /bin/rm -f $err_log_path/$dev.umount
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114:                     result_flag=0

115:                     break

116:                 fi

117:             done

118: 

119:             if [ $result_flag != 0 ]

120:             then

121:                 /sbin/fuser -vum $mount_point> $err_log_path/$dev.fuser 2>&1 

122:                 /bin/ps -ef > $err_log_path/$dev.ps 2>&1 

123:                 exit 10

124:             fi

125:     fi

126: 

127:     echo "mount,$mount_point" > $post_file

128: 

129: # When device was not mounted

130: #

131: else

132:     echo "none" > $post_file

133: fi

134: 

135: exit 0

RepDst.pre(複写先ボリューム前処理のシェルスクリプト)

  1: #!/bin/sh

  2:

  3: # AdvancedCopy Manager

  4: # All Rights Reserved, Copyright FUJITSU LIMITED, 2002-2009

  5:

  6: #

  7: #   Pre-processing of Replication(Destination) processing

  8: #

  9: #       Argument: $1 Device name of Destination disk

 10: #                 $2 Mount point of Destination disk

 11: #

 12: #    Error number

 13: #        2: Argument error

 14: #       10: umount error

 15: #       13: Illegal mount type (bind/stack mount)

 16:

 17: # Argument check

 18: case $# in

 19: 2)

 20:     ;;

 21: *)

 22:     exit 2

 23:     ;;

 24: esac

 25:

 26: device=$1

 27: mount_point=$2

 28:

 29: # Determination postprocessing file name

 30: if [ "`echo $device | /bin/grep "/dev/sd"`" != "" ]

 31: then

 32:     # /dev/sd? -> sd?

 33:     dev="`echo $device | /bin/sed "s/\/dev\///"`"

 34: elif [ "`echo $device | /bin/grep "/dev/FJSV"`" != "" ]

 35: then

 36:     # /dev/FJSVmphd/dsk/mplb?s? -> mplb?s?
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 37:     # /dev/FJSVmphd/dsk/mphd?s? -> mphd?s?

 38:     dev="`echo $device | /bin/cut -d/ -f5`"

 39: elif [ "`echo $device | /bin/grep "/dev/sfdsk/"`" != "" ]

 40: then

 41:     if [ "`echo $device | /bin/grep ":"`" != ""   ]

 42:     then

 43:         devnam="`echo $device | /bin/cut -d: -f2-`"

 44:        # /dev/sfdsk/class/dsk/volume:sd? -> class_volume_sd?

 45:         dev="`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 46:         dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 47:         dev="`echo $dev | /bin/sed "s/:/_/"`"

 48:         device="`echo $device | /bin/cut -d: -f1`"

 49:         if [ "`echo $devnam | /bin/grep "/dev/disk/by-id/"`" != "" ]

 50:         then

 51:             # /dev/sfdsk/class/dsk/volume:/dev/disk/by-id/<device> -> class_volume__by_id_<device>

 52:             dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-id\//_by-id_/"`"

 53:         elif [ "`echo $devnam | /bin/grep "/dev/disk/by-path/"`" != "" ]

 54:         then

 55:             # /dev/sfdsk/class/dsk/volume:/dev/disk/by-path/<device> -> class_volume__by_path_<device>

 56:             dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-path\//_by-path_/"`"

 57:         fi

 58:     else

 59:         # /dev/sfdsk/class/dsk/volume -> _gds_class_volume

 60:         dev="_gds_`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 61:         dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 62:     fi

 63: elif [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" ]

 64: then

 65:     # "/dev/disk/by-id/<device>" -> "_by-id_<device>"

 66:     dev="_by-id_`echo $device | /bin/sed "s/\/dev\/disk\/by-id\///"`"

 67: elif [ "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

 68: then

 69:     # "/dev/disk/by-path/<device>" -> "_by-path_<device>"

 70:     dev="_by-path_`echo $device | /bin/sed "s/\/dev\/disk\/by-path\///"`"

 71: else

 72:     exit 0

 73: fi

 74: post_file="/etc/opt/FJSVswsrp/"$SWSTGNODE"/data/DEFAULT/"$dev".dpre"

 75: fstype_file="/etc/opt/FJSVswsrp/"$SWSTGNODE"/data/DEFAULT/"$dev".dfstype"

 76:

 77: err_log_path="/var/opt/FJSVswsrp/"$SWSTGNODE"/log"

 78:

 79: if [ "$mount_point" != "" ]

 80: # When device was mounted

 81: #

 82: then

 83:

 84:         if [ `/bin/cat /proc/mounts |/bin/cut -d' ' -f 2|/bin/grep "^$mount_point\$"|/usr/bin/wc -w` != 1 ]; 

then

 85:                 # stack mount (multi device on $mount_point)

 86:                 /bin/mount  > $err_log_path/$dev.umount 2>&1

 87:                 exit 13

 88:         fi

 89:         if [ `/bin/cat /proc/mounts |/bin/cut -d' ' -f 1|/bin/grep "^$device\$"|/usr/bin/wc -w` != 1 ]; 

then

 90:                 # bind mount (device has multi mount point)

 91:                 /bin/mount  > $err_log_path/$dev.umount 2>&1

 92:                 exit 13

 93:         fi

 94:

 95:     /bin/awk "\$2==\"$mount_point\" {print \$3}" /proc/mounts > $fstype_file

 96:

 97:     /bin/umount $mount_point 2>/dev/null
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 98:

 99:     if [ $? != 0 ]

100:     then

101:             retry_count=3

102:             sleep_time=1

103:             result_flag=1

104:

105:             while [ $retry_count -gt 0 ]

106:             do

107:                 /bin/umount $mount_point > $err_log_path/$dev.umount 2>&1

108:                 if [ $? != 0 ]

109:                 then

110:                     retry_count=`expr $retry_count - 1`

111:                     /bin/sleep $sleep_time

112:                 else

113:                     /bin/rm -f $err_log_path/$dev.umount

114:                     result_flag=0

115:                     break

116:                 fi

117:             done

118:

119:             if [ $result_flag != 0 ]

120:             then

121:                 /sbin/fuser -vum $mount_point> $err_log_path/$dev.fuser 2>&1

122:                 /bin/ps -ef > $err_log_path/$dev.ps 2>&1

123:                 exit 10

124:             fi

125:     fi

126:

127:     echo "mount,$mount_point" > $post_file

128:

129: # When device was not mounted

130: #

131: else

132:     echo "none" > $post_file

133: fi

134:

135: exit 0

C.2.3 レプリケーション実行時の後処理

後処理のシェルスクリプトには複写元ボリューム(RepSrc.Post)と複写先ボリューム(RepDst.Post)を用意し、以下のディレクトリ配下に格

納されています。処理の必要性に応じてシェルスクリプトをカスタマイズしてください。

・ 非クラスタ運用の場合

/etc/opt/FJSVswsrp/shディレクトリ配下

・ クラスタ運用の場合

/etc/opt/FJSVswsrp/<論理ノード名>/shディレクトリ配下

RepSrc.post(複写元ボリューム後処理のシェルスクリプト)

  1: #!/bin/sh

  2:

  3: # AdvancedCopy Manager

  4: # All Rights Reserved, Copyright FUJITSU LIMITED, 2002-2008

  5:

  6: #

  7: #   Post-processing of Replication(Source) processing
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  8: #

  9: #          Argument: $1 Device name of Source disk

 10: #

 11: #  Error number

 12: #           2: Argument error

 13: #          11: mount error

 14:

 15: # Argument check

 16: case $# in

 17: 1)

 18:    ;;

 19: *)

 20:    exit 2

 21:    ;;

 22: esac

 23:

 24: device=$1

 25:

 26: # Determination of postprocessing file name

 27: if [ "`echo $device | /bin/grep "/dev/sd"`" != "" ]

 28: then

 29:    # /dev/sd? -> sd?

 30:    dev="`echo $device | /bin/sed "s/\/dev\///"`"

 31: elif [ "`echo $device | /bin/grep "/dev/FJSV"`" != "" ]

 32: then

 33:    # /dev/FJSVmphd/dsk/mplb?s? -> mplb?s?

 34:    # /dev/FJSVmphd/dsk/mphd?s? -> mphd?s?

 35:    dev="`echo $device | /bin/cut -d/ -f5`"

 36: elif [ "`echo $device | /bin/grep "/dev/sfdsk/"`" != "" ]

 37: then

 38:    if [ "`echo $device | /bin/grep ":"`" != ""   ]

 39:    then

 40:            devnam="`echo $device | /bin/cut -d: -f2-`"

 41:            # /dev/sfdsk/class/dsk/volume:sd? -> class_volume_sd?

 42:            dev="`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 43:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 44:            dev="`echo $dev | /bin/sed "s/:/_/"`"

 45:            device="`echo $device | /bin/cut -d: -f1`"

 46:            if [ "`echo $devnam | /bin/grep "/dev/disk/by-id/"`" != "" ]

 47:            then

 48:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-id/<device> -> class_volume__by_id_<device>

 49:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-id\//_by-id_/"`"

 50:            elif [ "`echo $devnam | /bin/grep "/dev/disk/by-path/"`" != "" ]

 51:            then

 52:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-path/<device> -> 

class_volume__by_path_<device>

 53:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-path\//_by-path_/"`"

 54:            fi

 55:    else

 56:            # /dev/sfdsk/class/dsk/volume -> _gds_class_volume

 57:            dev="_gds_`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 58:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 59:    fi

 60: elif [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" ]

 61: then

 62:    # "/dev/disk/by-id/<device>" -> "_by-id_<device>"

 63:    dev="_by-id_`echo $device | /bin/sed "s/\/dev\/disk\/by-id\///"`"

 64: elif [ "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

 65: then

 66:    # "/dev/disk/by-path/<device>" -> "_by-path_<device>"

 67:    dev="_by-path_`echo $device | /bin/sed "s/\/dev\/disk\/by-path\///"`"

 68: else

 69:    exit 0
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 70: fi

 71: post_file="/etc/opt/FJSVswsrp/"$SWSTGNODE"/data/DEFAULT/"$dev".spre"

 72: fstype_file="/etc/opt/FJSVswsrp/"$SWSTGNODE"/data/DEFAULT/"$dev".sfstype"

 73:

 74: err_log_path="/var/opt/FJSVswsrp/"$SWSTGNODE"/log"

 75:

 76: # Confirmation of postprocessing

 77: if [ ! -r $post_file ]

 78: then

 79:    exit 0

 80: fi

 81: post="`/bin/cat $post_file | /bin/cut -d',' -f1`"

 82: mount_point="`/bin/cat $post_file | /bin/cut -d',' -f2`"

 83:

 84: # Confirmation of FStype

 85: if [ ! -r $fstype_file ]

 86: then

 87:    fs=""

 88: else

 89:    fs="`/bin/cat $fstype_file`"

 90: fi

 91:

 92: # No processing

 93: if [ "$post" = "none" ]

 94: then

 95:    /bin/rm -rf $post_file 2> /dev/null

 96:    /bin/rm -rf $fstype_file 2> /dev/null

 97:    exit 0

 98: fi

 99:

100: # mount processing

101: if [ "$post" = "mount" ]

102: then

103:    if [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" \

104:            -o "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

105:    then

106:            cdevice="/dev/`/usr/bin/readlink $device | /bin/sed "s/..\/..\///"`"

107:            Result="`/bin/df -l | /bin/grep "$cdevice " | /bin/awk 'END {print NR}'`"

108:    else

109:            Result="`/bin/df -l | /bin/grep "$device " | /bin/awk 'END {print NR}'`"

110:    fi

111:         if [ "$Result" != "1" ]

112:    then

113:            if [ ! -r $fstype_file ]

114:            then

115:                    /bin/mount $device $mount_point 2> /dev/null

116:            else

117:                    Result1="`echo $fs | /bin/awk 'END {print NR}'`"

118:                    if [ "$Result1" != "1" ]

119:                    then

120:                            /bin/mount $device $mount_point 2> /dev/null

121:                    else

122:                            /bin/mount -t $fs $device $mount_point 2> /dev/null

123:                    fi

124:            fi

125:            if [ $? != 0 ]

126:            then

127:                    retry_count=3

128:                    sleep_time=1

129:                    result_flag=1

130:

131:                    while [ $retry_count -gt 0 ]

132:                    do
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133:                            if [ ! -r $fstype_file ]

134:                            then

135:                                    /bin/mount $device $mount_point > $err_log_path/$dev.mount 2>&1

136:                            else

137:                                    Result1="`echo $fs | /bin/awk 'END {print NR}'`"

138:                                    if [ "$Result1" != "1" ]

139:                                    then

140:                                            /bin/mount $device $mount_point > $err_log_path/$dev.mount 2>&1

141:                                    else

142:                                            /bin/mount -t $fs $device $mount_point > $err_log_path/$dev.mount 

2>&1

143:                                    fi

144:                            fi

145:                            if [ $? != 0 ]

146:                            then

147:                                    retry_count=`expr $retry_count - 1`

148:                                    /bin/sleep $sleep_time

149:                            else

150:                                    /bin/rm -f $err_log_path/$dev.mount

151:                                    result_flag=0

152:                                    break

153:                            fi

154:                    done

155:

156:                    if [ $result_flag != 0 ]

157:                    then

158:                            exit 11

159:                    fi

160:            fi

161:    fi

162:    /bin/rm -rf $post_file 2> /dev/null

163:    /bin/rm -rf $fstype_file 2> /dev/null

164:    exit 0

165: fi

166:

167: exit 0

RepDst.post(複写先ボリューム後処理のシェルスクリプト)

  1: #!/bin/sh

  2:

  3: # AdvancedCopy Manager

  4: # All Rights Reserved, Copyright FUJITSU LIMITED, 2002-2008

  5:

  6: #

  7: #   Post-processing of Replication(Destination) processing

  8: #

  9: #          Argument: $1 Device name of Destination disk

 10: #

 11: #  Error number

 12: #           2: Argument error

 13: #          11 mount error

 14:

 15: # Argument check

 16: case $# in

 17: 1)

 18:    ;;

 19: *)

 20:    exit 2

 21:    ;;

 22: esac
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 23:

 24: device=$1

 25:

 26: # Determination of postprocessing file name

 27: if [ "`echo $device | /bin/grep "/dev/sd"`" != "" ]

 28: then

 29:    # /dev/sd? -> sd?

 30:    dev="`echo $device | /bin/sed "s/\/dev\///"`"

 31: elif [ "`echo $device | /bin/grep "/dev/FJSV"`" != "" ]

 32: then

 33:    # /dev/FJSVmphd/dsk/mplb?s? -> mplb?s?

 34:    # /dev/FJSVmphd/dsk/mphd?s? -> mphd?s?

 35:    dev="`echo $device | /bin/cut -d/ -f5`"

 36: elif [ "`echo $device | /bin/grep "/dev/sfdsk/"`" != "" ]

 37: then

 38:    if [ "`echo $device | /bin/grep ":"`" != ""   ]

 39:    then

 40:            devnam="`echo $device | /bin/cut -d: -f2-`"

 41:            # /dev/sfdsk/class/dsk/volume:sd? -> class_volume_sd?

 42:            dev="`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 43:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 44:            dev="`echo $dev | /bin/sed "s/:/_/"`"

 45:            device="`echo $device | /bin/cut -d: -f1`"

 46:            if [ "`echo $devnam | /bin/grep "/dev/disk/by-id/"`" != "" ]

 47:            then

 48:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-id/<device> -> class_volume__by_id_<device>

 49:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-id\//_by-id_/"`"

 50:            elif [ "`echo $devnam | /bin/grep "/dev/disk/by-path/"`" != "" ]

 51:            then

 52:                    # /dev/sfdsk/class/dsk/volume:/dev/disk/by-path/<device> -> 

class_volume__by_path_<device>

 53:                    dev="`echo $dev | /bin/sed "s/\/dev\/disk\/by-path\//_by-path_/"`"

 54:            fi

 55:    else

 56:            # /dev/sfdsk/class/dsk/volume -> _gds_class_volume

 57:            dev="_gds_`echo $device | /bin/sed "s/\/dev\/sfdsk\///"`"

 58:            dev="`echo $dev | /bin/sed "s/\/dsk\//_/"`"

 59:    fi

 60: elif [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" ]

 61: then

 62:    # "/dev/disk/by-id/<device>" -> "_by-id_<device>"

 63:    dev="_by-id_`echo $device | /bin/sed "s/\/dev\/disk\/by-id\///"`"

 64: elif [ "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

 65: then

 66:    # "/dev/disk/by-path/<device>" -> "_by-path_<device>"

 67:    dev="_by-path_`echo $device | /bin/sed "s/\/dev\/disk\/by-path\///"`"

 68: else

 69:    exit 0

 70: fi

 71: post_file="/etc/opt/FJSVswsrp/"$SWSTGNODE"/data/DEFAULT/"$dev".dpre"

 72: fstype_file="/etc/opt/FJSVswsrp/"$SWSTGNODE"/data/DEFAULT/"$dev".dfstype"

 73:

 74: err_log_path="/var/opt/FJSVswsrp/"$SWSTGNODE"/log"

 75:

 76: # Confirmation of postprocessing

 77: if [ ! -r $post_file ]

 78: then

 79:    exit 0

 80: fi

 81: post="`/bin/cat $post_file | /bin/cut -d',' -f1`"

 82: mount_point="`/bin/cat $post_file | /bin/cut -d',' -f2`"

 83:

 84: # Confirmation of FStype
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 85: if [ ! -r $fstype_file ]

 86: then

 87:    fs=""

 88: else

 89:    fs="`/bin/cat $fstype_file`"

 90: fi

 91:

 92: # No processing

 93: if [ "$post" = "none" ]

 94: then

 95:    /bin/rm -rf $post_file 2> /dev/null

 96:    /bin/rm -rf $fstype_file 2> /dev/null

 97:    exit 0

 98: fi

 99:

100: # mount processing

101: if [ "$post" = "mount" ]

102: then

103: #  df -l $device > /dev/null 2>&1

104: #  if [ $? != 0 ]

105:    if [ "`echo $device | /bin/grep "/dev/disk/by-id/"`" != "" \

106:            -o "`echo $device | /bin/grep "/dev/disk/by-path/"`" != "" ]

107:    then

108:            cdevice="/dev/`/usr/bin/readlink $device | /bin/sed "s/..\/..\///"`"

109:            Result="`/bin/df -l | /bin/grep "$cdevice " | /bin/awk 'END {print NR}'`"

110:    else

111:            Result="`/bin/df -l | /bin/grep "$device " | /bin/awk 'END {print NR}'`"

112:    fi

113:      if [ "$Result" != "1" ]

114:    then

115:            if [ ! -r $fstype_file ]

116:            then

117:                    /bin/mount $device $mount_point 2> /dev/null

118:            else

119:                    Result1="`echo $fs | /bin/awk 'END {print NR}'`"

120:                    if [ "$Result1" != "1" ]

121:                    then

122:                            /bin/mount $device $mount_point 2> /dev/null

123:                    else

124:                            /bin/mount -t $fs $device $mount_point 2> /dev/null

125:                    fi

126:            fi

127:            if [ $? != 0 ]

128:            then

129:                    retry_count=3

130:                    sleep_time=1

131:                    result_flag=1

132:

133:                    while [ $retry_count -gt 0 ]

134:                    do

135:                            if [ ! -r $fstype_file ]

136:                            then

137:                                    /bin/mount $device $mount_point > $err_log_path/$dev.mount 2>&1

138:                            else

139:                                    Result1="`echo $fs | /bin/awk 'END {print NR}'`"

140:                                    if [ "$Result1" != "1" ]

141:                                    then

142:                                            /bin/mount $device $mount_point > $err_log_path/$dev.mount 2>&1

143:                                    else

144:                                            /bin/mount -t $fs $device $mount_point > $err_log_path/$dev.mount 

2>&1

145:                                    fi

146:                            fi
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147:                            if [ $? != 0 ]

148:                            then

149:                                    retry_count=`expr $retry_count - 1`

150:                                    /bin/sleep $sleep_time

151:                            else

152:                                    /bin/rm -f $err_log_path/$dev.mount

153:                                    result_flag=0

154:                                    break

155:                            fi

156:                    done

157:

158:                    if [ $result_flag != 0 ]

159:                    then

160:                            exit 11

161:                    fi

162:            fi

163:    fi

164:    /bin/rm -rf $post_file 2> /dev/null

165:    /bin/rm -rf $fstype_file 2> /dev/null

166:    exit 0

167: fi

168:

169: exit 0

C.2.4 シェルスクリプトのカスタマイズ

レプリケーションの前後処理のシェルスクリプトについて、カスタマイズ方法を以下に説明します。

 
複写元ボリュームをアンマウントしたくない場合

マウントされているがアンマウントしたくない複写元ボリュームに対しては、「A.2 バックアップの前後処理」を参考にしてシェルスクリプト

をカスタマイズしてください。

この操作は、ファイルシステムが以下の場合のみ可能です。

・ ext2

・ ext3
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付録D システムボリュームのバックアップ／リストア

AdvancedCopy Managerでシステムボリュームのバックアップ／リストアを行う場合は、『ETERNUS SF AdvancedCopy Manager 運用手引書

テープバックアップ連携編』の「システムボリュームのバックアップ／リストア」を参照してください。
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付録E 省電力での運用

E.1 概要

省電力での運用は、ETERNUS ディスクアレイのエコモード機能を利用して、特定のディスクドライブ(RAIDグループ単位)の稼働時間

をスケジュール管理します。ディスクへのアクセスが一定時間(10分、20分、30分、40分、50分、60分に設定可能)以上無い場合に、ディ

スクドライブのモーターを停止することで省電力化を図ります。

なお、モーターが停止したディスクへのアクセスが発生した場合は、ディスクドライブを稼働させ1分～3分程度でアクセスが受け付けら

れる状態になります。

また、停止時間帯を含め1日のディスクドライブの稼働開始回数が設定範囲(1回～5回を設定可能)以上になった場合は、アクセス頻

度が高いと判断しエコモードは適用されず、稼働が継続されます。

以下の運用の場合は、消費電力を削減することができます。

・ バックアップ管理

－ スナップショット型高速バックアップ(OPC)を利用した運用で、バックアップボリュームに長時間アクセスしない場合

－ 同期型高速バックアップ(EC、REC)のSuspend/Resume機能による運用で、Suspendの期間が長い場合

・ レプリケーション管理

－ スナップショット型高速レプリケーション(OPC)を利用した運用で、バックアップ先として利用する複製先ボリュームに長時間ア

クセスしない場合

－ 同期型高速レプリケーション(EC、REC)のSuspend/Resume機能による運用で、Suspendの期間が長い場合

E.2 構成

以下に構成の概要を示します。

図E.1 構成の概要

E.3 動作環境

省電力でのバックアップ運用を行う場合の動作環境を以下に示します。
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装置 説明

Storage管理サーバ ・ 必須OS
AdvancedCopy ManagerのマネージャーとETERNUS SF Storage Cruiser 14.0以降(運用

管理サーバ機能)の両方がサポートするOSで利用できます。

・ 必須ソフトウェア

ETERNUS SF Storage Cruiser 14.0以降(運用管理サーバ機能)

注)ETERNUS SF Storage Cruiserのインストール、および、設定については、ETERNUS
SF Storage Cruiserのマニュアルを参照してください。

Storageサーバ ・ 必須OS
AdvancedCopy ManagerでサポートするOSで利用できます。

・ 必須ソフトウェア

なし

ETERNUS ディスクアレイ ETERNUS DX60/DX80/DX90
ETERNUS DX410/DX440
ETERNUS DX8100/DX8400/DX8700
ETERNUS2000 モデル100以上

ETERNUS4000 モデル300以上

ETERNUS8000 モデル700以上

注)エコモードのソフトウェア制御が可能なファームウェアが必要となります。

E.4 環境構築

E.4.1 環境構築の手順

以下の手順で環境構築を行います。

1. E.4.2 ETERNUS ディスクアレイの設定

2. E.4.3 AdvancedCopy Managerの設定

3. E.4.4 ETERNUS SF Storage Cruiserの設定

E.4.2 ETERNUS ディスクアレイの設定

エコモードを利用する場合は、装置のエコモード設定、エコモードスケジュールの作成、および、RAIDグループへのエコモードスケ

ジュールの設定が必要です。

ETERNUS ディスクアレイの設定方法の詳細は、ETERNUS Web GUIのマニュアルを参照してください。

・ RAIDグループとLogical Unitの作成

エコモードを適用する、RAIDグループを作成します。

バックアップの対象とするデータを格納するためのRAIDグループ（以下、バックアップ元RAIDグループ）とバックアップデータを格

納するためのRAIDグループ（以下、バックアップ先RAIDグループ）を作成します。また、それぞれのRAIDグループにLogical Unit
を割り当てます。

効果的に消費電力の削減を行うため、バックアップ先RAIDグループは、同じタイミングでバックアップするバックアップ用のLogical Unit
で構成します。それ以外のLogical Unitをバックアップ先RAIDグループに含めないでください。

以下の例は、同時に3つのLogical Unitをまとめてバックアップする運用です(バックアップ運用A)。バックアップ先RAIDグループ

には、バックアップ運用AのLogical Unit以外のLogical Unitが存在しないため、バックアップを実施する以外の時間は、ディスクド

ライブを停止することができます。
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以下の例は、バックアップ先RAIDグループにバックアップ運用Aのバックアップ用のLogical Unitに加え、他のバックアップ用(バッ

クアップ運用B)のLogical Unitや、業務用のLogical Unitが含まれています。そのため、バックアップ運用Aのバックアップが終了し

てもバックアップ運用Bや業務用のLogical Unitが利用されているとディスクドライブを停止することができません。

 

 ポイント

複数の世代のバックアップを行う場合は、世代毎にバックアップ先RAIDグループを作成します。

- 434 -



 

 注意

バックアップ先RAIDグループにSnap Data Volume、Snap Data Poolを含めないでください。

Snap Data Volume、Snap Data Poolが含まれるRAIDグループのディスクドライブは停止状態になりません。

・ エコモードの設定

以下に、RAIDグループに対応したエコモードの設定内容を記載します。

設定方法の詳細は、ETERNUS Web GUIのマニュアルを参照してください。

表E.1 エコモード共通設定

設定項目 設定内容

エコモード設定 エコモード開始

Host I/O 監視期間(10,20,30,40,50,60分) 任意

1日のディスク起動/停止制限回数(1～5回) 任意

表E.2 バックアップ元RAIDグループ-エコモード設定

設定項目 設定内容

エコモードスケジュール ON/OFF OFF

表E.3 バックアップ先RAIDグループ-エコモード設定

設定項目 設定内容

エコモードスケジュール ON/OFF ON

エコモードスケジュール Schedule ソフトウェア制御

E.4.3 AdvancedCopy Managerの設定

エコモードを適用するRAIDグループを使用するように、AdvancedCopy Managerの設定を行います。

・ バックアップ運用で利用する場合

バックアップボリュームに、エコモードを適用するRAIDグループ内のLogical Unit、または、Logical Unit内のパーティション(スライ

ス)を使用するように設定を行います。
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・ レプリケーション運用で利用する場合

複製先ボリュームに、エコモードを適用するRAIDグループ内のLogical Unit、または、Logical Unit内のパーティション(スライス)を
使用するように設定を行います。

E.4.4 ETERNUS SF Storage Cruiserの設定

省電力での運用では、ETERNUS SF Storage Cruiserのコマンドを利用します。このため、ETERNUS SF Storage Cruiserの設定が必要

です。詳細は、ETERNUS SF Storage Cruiserのマニュアルを参照してください。

E.5 運用

省電力での運用の手順を説明します。

ここで記載されている手順は、すべてStorage管理サーバ上での手順となります。

1. E.5.1 ディスクドライブの起動

2. E.5.2 AdvancedCopy Managerの操作

3. E.5.3 ディスクドライブの停止

E.5.1 ディスクドライブの起動

ETERNUS SF Storage Cruiserのディスク制御コマンドを利用して、RAIDグループのディスクドライブを起動します。-syncオプションを

指定することで、ディスクドライブの起動を待ち合わせることも可能です。

[Storage管理サーバがLinux版／Solaris版の場合の指定例]

/opt/FJSVssmgr/sbin/storageadm spindle start -ipaddr EternusIP -raid RaidGroup -sync

・ EternusIP : ETERNUS ディスクアレイのIPアドレス

・ RaidGroup : バックアップ先に利用するRAIDグループ番号

[Storage管理サーバがWindows版の場合の指定例]

C:\Program Files\ETERNUS-SSC\Manager\opt\FJSVssmgr\sbin\storageadm.exe spindle start -ipaddr EternusIP -raid 

RaidGroup -sync

・ EternusIP : ETERNUS ディスクアレイのIPアドレス

・ RaidGroup : バックアップ先に利用するRAIDグループ番号

コマンドの詳細については、ETERNUS SF Storage Cruiserのマニュアルを参照してください。

E.5.2 AdvancedCopy Managerの操作

AdvancedCopy Managerのコマンドを利用して、バックアップ、リストア、または、レプリケーションなどの操作を行います。

詳細については、本書の各運用について記載されている内容を参照してください。

E.5.3 ディスクドライブの停止

ETERNUS SF Storage Cruiserのディスク制御コマンドを利用して、RAIDグループのディスクドライブの停止をスケジューリングします。

コマンドは、ディスクドライブの停止のスケジューリング後に復帰します。

[Storage管理サーバがLinux版／Solaris版の場合の指定例]

/opt/FJSVssmgr/sbin/storageadm spindle stop -ipaddr EternusIP -raid RaidGroup -s

・ EternusIP : ETERNUS ディスクアレイのIPアドレス
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・ RaidGroup : バックアップ先に利用するRAIDグループ番号

[Storage管理サーバがWindows版の場合の指定例]

C:\Program Files\ETERNUS-SSC\Manager\opt\FJSVssmgr\sbin\storageadm.exe spindle stop -ipaddr EternusIP -raid 

RaidGroup -s

・ EternusIP : ETERNUS ディスクアレイのIPアドレス

・ RaidGroup : バックアップ先に利用するRAIDグループ番号

コマンドの詳細については、ETERNUS SF Storage Cruiserのマニュアルを参照してください。

 

 注意

バックアップ先に利用するRAIDグループの状態によって、ただちに、ディスクが停止しない場合があります。

・ OPCの物理コピー中

OPCの物理コピー中の場合、物理コピーが完了し、一定時間が経過したあとに停止します。

・ ディスクへアクセス中

テープへのバックアップなどで、バックアップ先RAIDグループのディスクへのアクセスがある場合、アクセスがなくなった状態が一

定時間経過したあとに停止します。

上記以外の状態でも、ディスクが停止しない場合があります。詳細は、ETERNUS SF Storage Cruiserのマニュアルを参照してください。
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