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Preface

Purpose

This manual explains how to operate ServerView Resource Coordinator VE (hereinafter Resource Coordinator VE).

Target Readers

This manual iswritten for people who will operate Resource Coordinator VE.
An overview of the functions provided in Resource Coordinator VE can be found in " Chapter 1 Overview" of the"ServerView Resource
Coordinator VE Setup Guide". It is strongly recommended that you read through this chapter before using this manual.

Resource Coordinator VE alows administrators to choose between two different views according to their level of authority or the kinds
of operations that need to be performed. For details, refer to "Chapter 2 Switching between Views'.

Organization

Thismanual consists of fifteen chapters, three appendices, and aglossary. The contents of these chapters, the appendices, and the glossary

are listed below.

Title

Description

Chapter 1 Starting and Stopping

Explains how to start and stop Resource Coordinator VE.

Chapter 2 Switching between Views

Provides an overview of the views available in Resource Coordinator VE (RC
console and BladeViewer) and explains how to switch between them.

Chapter 3 BladeViewer

Provides an overview of BladeViewer and describes its features.

Chapter 4 User Accounts

Describes the user accounts used in Resource Coordinator VE.

Chapter 5 Monitoring

Explains how to monitor the configuration and status of managed resources.

Chapter 6 Power Control

Explains how to remotely control the power state of managed resources.

Chapter 7 Control of VM Environments

Describes the features specific to VM guests and VM hosts.

Chapter 8 Backup and Restore

Explains how to use the backup and restore functions provided in Resource
Coordinator VE.

Chapter 9 Hardware Maintenance

Explainshow to replace hardware and perform maintenance tasks using Resource
Coordinator VE.

Chapter 10 Server Switchover

Explains how to use the server switchover function.

Chapter 11 Maintaining Software with
Cloning [Windows/Linux]

Explains how to perform software maintenance using the cloning function.

Chapter 12 Network Map

Provides and overview of the Network Map and describes its features.

Chapter 13 Power Consumption Data

Describes the power consumption data collected from power monitoring devices
and explains how to export it.

Chapter 14 Customizing the RC Console

Explains how to customize the RC console.

Chapter 15 Troubleshooting

Explains how to solve problems and gather troubleshooting data for a technical
investigation.

Resource Coordinator VE

Appendix A Notes on Operating ServerView

Gives important reminders for the operation of Resource Coordinator VE.

Appendix B Admin Server Backup and
Restore

Explains how to backup and restore the Admin Server.

Appendix C Event Handling Function

Explains how to connect events from monitored devices with external
applications.

Glossary

Explains the terms used in this manual. Please refer to it when necessary.




Notational Conventions

The notation in this manual conforms to the following conventions.

* When functions vary due to the basic software (OS) installed on managed servers, it isindicated as follows:

[Windows] Sections related to Windows (When not using Hyper-V)

[Linux] Sections related to Linux

[VMware] Sections related to VMware

[Hyper-V] Sections related to Hyper-V

[Windows/Hyper-V] Sections related to Windows and Hyper-V

[Windows/Linux] Sections related to Windows and Linux

[Linux/VMware] Sections related to Linux and VMware

[VM host] Sections related to VMware and Windows Server 2008 with Hyper-V enabled

+ Unless specified otherwise, the blade servers mentioned in this manual refer to PRIMERGY BX servers.
* References and character strings or values requiring emphasis are indicated using double quotes (" ).

* Window names, dialog names, menu names, and tab names are shown enclosed by square brackets ([ ] ).
* Button names are shown enclosed by angle brackets (< >).

+ Theorder of selecting menusisindicated using [ ]-[ ].

+ Text to be entered by the user isindicated using bold text.

* Variables are indicated using italic text and underscores.

+ Theédlipses ("...") in menu names, indicating settings and operation window startup, are not shown.

Menus in the RC console

Operations on the RC console can be performed using either the menu bar or pop-up menus.
By convention, procedures described in this manual only refer to pop-up menus.

Related Manuals
The following manuals are provided with Resource Coordinator VE. Please refer to them when necessary.
*+ ServerView Resource Coordinator VE Installation Guide
Explains the methods for installing and configuring the software components of Resource Coordinator VE.
+ ServerView Resource Coordinator VE Setup Guide
Explains Resource Coordinator VE and its functions, as well as the settings and operations necessary for setup.
+ ServerView Resource Coordinator VE Operation Guide (This manual)
Explains the functions provided by Resource Coordinator VE aswell as the settings and operations necessary when using it.
* ServerView Resource Coordinator VE Command Reference
Explains the types, formats, and functions of the commands used with Resource Coordinator VE.
* ServerView Resource Coordinator VE Messages

Explains the meanings of messages output by Resource Coordinator VE, and the corrective action to be taken.



Abbreviations

The following abbreviations are used in this manual:

Abbreviation

Products

Windows

Microsoft(R) Windows Server(R) 2008 Standard (x86, x64)
Microsoft(R) Windows Server(R) 2008 Enterprise (x86, x64)
Microsoft(R) Windows Server(R) 2003 R2, Standard Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition
Microsoft(R) Windows Vista(R) Business

Microsoft(R) Windows Vista(R) Enterprise

Microsoft(R) Windows Vista(R) Ultimate

Microsoft(R) Windows(R) XP Professional operating system

Windows Server 2008

Microsoft(R) Windows Server(R) 2008 Standard (x86, x64)
Microsoft(R) Windows Server(R) 2008 Enterprise (x86, x64)

Windows 2008 x64 Edition

Microsoft(R) Windows Server(R) 2008 Standard (x64)
Microsoft(R) Windows Server(R) 2008 Enterprise (x64)

Windows Server 2003

Microsoft(R) Windows Server(R) 2003 R2, Standard Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise Edition
Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition

Windows 2003 x64 Edition

Microsoft(R) Windows Server(R) 2003 R2, Standard x64 Edition
Microsoft(R) Windows Server(R) 2003 R2, Enterprise x64 Edition

Windows Vista

Microsoft(R) Windows Vista(R) Business
Microsoft(R) Windows Vista(R) Enterprise
Microsoft(R) Windows Vista(R) Ultimate

Windows XP

Microsoft(R) Windows(R) XP Professional operating system

Linux

Red Hat(R) Enterprise Linux(R) AS (v.4 for x86)
Red Hat(R) Enterprise Linux(R) ES (v.4 for x86)
Red Hat(R) Enterprise Linux(R) AS (v.4 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (v.4 for EM64T)
Red Hat(R) Enterprise Linux(R) AS (4.5 for x86)
Red Hat(R) Enterprise Linux(R) ES (4.5 for x86)
Red Hat(R) Enterprise Linux(R) AS (4.5 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (4.5 for EM64T)
Red Hat(R) Enterprise Linux(R) AS (4.6 for x86)
Red Hat(R) Enterprise Linux(R) ES (4.6 for x86)
Red Hat(R) Enterprise Linux(R) AS (4.6 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (4.6 for EM64T)
Red Hat(R) Enterprise Linux(R) AS (4.7 for x86)
Red Hat(R) Enterprise Linux(R) ES (4.7 for x86)
Red Hat(R) Enterprise Linux(R) AS (4.7 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (4.7 for EM64T)
Red Hat(R) Enterprise Linux(R) AS (4.8 for x86)
Red Hat(R) Enterprise Linux(R) ES (4.8 for x86)
Red Hat(R) Enterprise Linux(R) AS (4.8 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (4.8 for EM64T)
Red Hat(R) Enterprise Linux(R) 5 (for x86)

Red Hat(R) Enterprise Linux(R) 5 (for Intel 64)

Red Hat(R) Enterprise Linux(R) 5.1 (for x86)

Red Hat(R) Enterprise Linux(R) 5.1 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.2 (for x86)

Red Hat(R) Enterprise Linux(R) 5.2 (for Intel64)




Abbreviation

Products

Red Hat(R) Enterprise Linux(R) 5.3 (for x86)
Red Hat(R) Enterprise Linux(R) 5.3 (for Intel64)
SUSE Linux Enterprise Server 10 SP2 for x86, AMD64, Intel64

Red Hat Enterprise Linux

Red Hat(R) Enterprise Linux(R) AS (v.4 for x86)
Red Hat(R) Enterprise Linux(R) ES (v.4 for x86)
Red Hat(R) Enterprise Linux(R) AS (v.4 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (v.4 for EM64T)
Red Hat(R) Enterprise Linux(R) AS (4.5 for x86)
Red Hat(R) Enterprise Linux(R) ES (4.5 for x86)
Red Hat(R) Enterprise Linux(R) AS (4.5 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (4.5 for EM64T)
Red Hat(R) Enterprise Linux(R) AS (4.6 for x86)
Red Hat(R) Enterprise Linux(R) ES (4.6 for x86)
Red Hat(R) Enterprise Linux(R) AS (4.6 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (4.6 for EM64T)
Red Hat(R) Enterprise Linux(R) AS (4.7 for x86)
Red Hat(R) Enterprise Linux(R) ES (4.7 for x86)
Red Hat(R) Enterprise Linux(R) AS (4.7 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (4.7 for EM64T)
Red Hat(R) Enterprise Linux(R) AS (4.8 for x86)
Red Hat(R) Enterprise Linux(R) ES (4.8 for x86)
Red Hat(R) Enterprise Linux(R) AS (4.8 for EM64T)
Red Hat(R) Enterprise Linux(R) ES (4.8 for EM64T)
Red Hat(R) Enterprise Linux(R) 5 (for x86)

Red Hat(R) Enterprise Linux(R) 5 (for Intel64)

Red Hat(R) Enterprise Linux(R) 5.1 (for x86)

Red Hat(R) Enterprise Linux(R) 5.1 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.2 (for x86)

Red Hat(R) Enterprise Linux(R) 5.2 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.3 (for x86)

Red Hat(R) Enterprise Linux(R) 5.3 (for Intel64)

Red Hat Enterprise Linux 5

Red Hat(R) Enterprise Linux(R) 5 (for x86)

Red Hat(R) Enterprise Linux(R) 5 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.1 (for x86)
Red Hat(R) Enterprise Linux(R) 5.1 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.2 (for x86)
Red Hat(R) Enterprise Linux(R) 5.2 (for Intel64)
Red Hat(R) Enterprise Linux(R) 5.3 (for x86)
Red Hat(R) Enterprise Linux(R) 5.3 (for Intel64)

SUSE Linux Enterprise Server

SUSE Linux Enterprise Server 10 SP2 for x86, AMD64, Intel64

VMware(R) Infrastructure 3

VMware VMware vSphere(TM) 4
Microsoft(R) Office Excel(R) 2007
Excel Microsoft(R) Office Excel(R) 2003
Microsoft(R) Office Excel(R) 2002
Excel 2007 Microsoft(R) Office Excel(R) 2007
Excel 2003 Microsoft(R) Office Excel(R) 2003
Excel 2002 Microsoft(R) Office Excel(R) 2002

Resource Coordinator

Systemwalker Resource Coordinator

Resource Coordinator VE

ServerView Resource Coordinator VE

ServerView Agent

ServerView SNMP Agents for MS Windows (32bit-64bit)
ServerView AgentsLinux for SUSE Linux Enterprise Server (SLES) and Red




Abbreviation Products

Hat Enterprise Linux (RHEL)
ServerView Agents VMware for VMware ESX Server

Export Administration Regulation Declaration

Documents produced by FUJITSU may contain technology controlled under the Foreign Exchange and Foreign Trade Control Law of
Japan. Documents which contain such technology should not be exported from Japan or transferred to non-residents of Japan without first
obtaining authorization from the Ministry of Economy, Trade and Industry of Japan in accordance with the above law.

Trademark Information
* Dell isaregistered trademark of Dell Computer Corp.
* HPisaregistered trademark of Hewlett-Packard Company.
* IBM isaregistered trademark of International Business Machines Corporation.

+ Javaand all Java-based trademarks and logos are trademarks or registered trademarks of Sun Microsystems, Inc. in the United States
and other countries.

+ Linux isatrademark or registered trademark of Linus Torvaldsin the United States and other countries.

* Microsoft, Windows, Windows XP, Windows Server, Windows Vista, Excel, and Internet Explorer are either registered trademarks
or trademarks of Microsoft Corporation in the United States and other countries.

* Red Hat, RPM and all Red Hat-based trademarks and logos are trademarks or registered trademarks of Red Hat, Inc. in the United
States and other countries.

+ SUSE isaregistered trademark of SUSE LINUX AG, aNovell business.

* VMware, the VMware"boxes' logo and design, Virtual SMP, and VMotion are trademarks or registered trademarks of VMware, Inc.
in the United States and/or other jurisdictions.

* ServerView and Systemwalker are registered trademarks of Fujitsu Limited.

* All other brand and product names are trademarks or registered trademarks of their respective owners.

Notices
* The contents of this manual shall not be reproduced without express written permission from FUJITSU Limited.

* The contents of this manual are subject to change without notice.
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All Rights Reserved, Copyright(C) FUJITSU LIMITED 2007-2009
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|Chapter 1 Starting and Stopping

This chapter explains how to start and stop Resource Coordinator VE.

To use Resource Coordinator VE, first open the RC console or BladeViewer from an Admin Client. Refer to "5.3 RC Console" of the
"ServerView Resource Coordinator VE Setup Guide" for details on opening and closing the RC console. For details on opening and closing
BladeViewer, refer to "3.2 Login and Logout".

To use Resource Coordinator VE, both the Manager and Agents must be running. The Manager and Agents services are configured to
start automatically upon startup of their respective servers (Admin Server, managed server). Normally, there should be no need to manually
start or stop either the Manager or Agents. To start or stop the manager or an agent intentionally, refer to "5.1 Manager” and "5.2 Agent”
of the "ServerView Resource Coordinator VE Setup Guide".

gn Note

When using the HBA address rename function, ensure that the Manager is started before starting any managed servers. The power on
procedure should be managed as follows: first start the Admin Server together with the storage devices, and start the managed servers 10
minutes | ater.

Managed servers will not boot up properly if they are started before the Admin Server. Make sure that the Manager is running before
starting managed servers.

nYa
Storage Admin Server Managed Semer
(Manager)
Start |
10 minutes later
| Start |
. AN, =

Additionally, when using the HBA address rename function, the HBA address rename setup service should be started on adedicated server
(HBA address rename server) and left running continuously. For details on starting, stopping, and confirming the state of the HBA address
rename setup service, refer to "6.2.2.1 Settings for the HBA address rename setup service" in the " ServerView Resource Coordinator VE
Setup Guide".



IChapter 2 Switching between Views

This chapter provides an overview of the two views available in Resource Coordinator VE and explains how to switch between them.

Resource Coordinator VE allows administrators to choose between the following two views: the RC console and BladeViewer.
Choosing an appropriate view depends on the administrator's authority level, or the kind of operations to be performed.

The RC console gives access to all of Resource Coordinator VE functions.

BladeViewer offers a simplified, lifelike representation of servers and their statuses. While this enables intuitive operation, it doesn't
include the tree-based navigation and detailed menus available in the RC console. BladeViewer makes it easier to monitor blade servers,
visualize their hosted applications or perform power operations.

This makes BladeViewer suitable for administrators who only need to monitor blades and perform basic operations.

To switch from the RC console to BladeViewer, click the <BladeViewer> button. To switch from BladeViewer to the RC console, click
the <Advanced> button.

_-ﬂlnformation

* For details on the RC console, refer to "Chapter 2 User Interface” in the " ServerView Resource Coordinator VE Setup Guide'.
* For detailson BladeViewer, refer to " Chapter 3 BladeViewer". Thisexplainsthe BladeViewer screen and thefunctionsthat it provides.

* When logging in for thefirst time, the RC console is displayed.
Otherwise, the view that was used right before logging out (either the RC console or BladeViewer) is displayed.



IChapter 3 BladeViewer

This chapter provides an overview of BladeViewer and its features.

Please note that BladeViewer is only available for PRIMERGY BX servers.

* When accessing the RC console from Internet Explorer 8, be sure to enable the Compatibility View in Internet Explorer.

* BladeViewer usesthe standard Web browser font, and is optimized for awindow size of 1024 by 768 pixels. Resizing the Web browser
window to avery large extent may cause display to collapse.

* BladeViewer uses JavaScript, Cookies, and IFRAME. Therefore, those features should be enabled beforehand in the Web browser
settings.

* BladeViewer communicates with the Admin Server using the XM LHttpReqguest object. In Internet Explorer 6, XMLHttpRequest is
an ActiveX object available by default in the system.
If BladeViewer is used from Internet Explorer 6, the following settings must be enabled.

- Execution of ActiveX controls and plug-ins

- Execution of ActiveX control scripts that are marked as safe for execution

3.1 Overview

This section provides afunctional overview of BladeViewer.

BladeViewer provides alifelike representation of blade servers and their statuses. It makesit easier to monitor resource states or perform
basic operations on blade servers.

Figure 3.1 BladeViewer
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BladeViewer allows the following operations.



* Monitoring of resource statuses

The statuses of chassis, servers, LAN switches, and physical OS's can be monitored from aview representative of the actual placement
and configuration of physical devices.

When using virtual servers, BladeViewer shows a list of VM guests for each VM host. This helps keeping track of relationships
between VM guests and VM hosts.

BladeViewer also makesit easy to confirm which operating systems (physical OS and guest OS) are affected by a hardware failure.

+ Display and control of power states

The power states of each server blade, storage blade, and VM guest is represented by an intuitive power button.
Clicking on this button provides quick access to power control operations (for both server blades and VM guests).

* Display of custom labels and comments

BladeViewer alows users to define custom labels and comments for each physical OS, VM host, and VM guest.

Once defined, labels are shown on top of each displayed physical OS, VM host, and VM guest. Using labels to display application
contents makes it easy to visualize what applications are running on each blade and identify the applications affected by a server
failure.

Clicking on alabel will display the comment defined for the related resource. For example, registering troubleshooting and recovery
procedures beforehand can speed up the recovery of affected applications when a problem occurs.

* Display of contact information

In asimilar way, BladeViewer allows users to define technical (support) contact information for their entire IT system. This contact
information can be shown by clicking on the Contact icon.
Registering contact details of technical support staff beforehand can help streamline recovery procedures when problems occur.

3.2 Login and Logout

This section explains how to log in and out of BladeViewer.

Log in

Tologinto BladeViewer, open aWeb browser from an Admin Client and enter the RC console URL in the address bar. If the port number
was changed, replace the port in the example below with the adequate port.

https.//Admin Server | P address 23461/

When using a server on which the Manager was installed, select [Start]-[All programs]-[Resource Coordinator VE]-[RC consol€].

The Resource Coordinator VE login screen is displayed.
If you are already logged in on a separate Web browser instance, login may be performed automatically without the login screen being

displayed.

;ﬂ Note

+ If thelogin screen is not displayed, confirm the following.
- The correct URL was entered
- The proxy settings of the Web browser are correct
- Thefirewall settings on the Admin Server are correct

* When opening the RC console right after launching a Web browser, awarning window concerning the site's security certificate will
be displayed. With Internet Explorer 7 or 8, the following message is displayed: "There is a problem with the security certificate of
this Web site". This warns the user that Resource Coordinator VE uses a self-signed certificate to encrypt its HTTPS (SSL)
communication with the Web browser.

Resource Coordinator VE generates a unique, self-signed certificate for each Admin Server during Manager installation.
Use of self-signed certificates is generally safe within an internal network protected by firewalls, where there is no risk of spoofing
attacks and communication partners can be trusted. Accept the warning to display the Resource Coordinator VE login screen.



With Internet Explorer 7 or 8, the login screen can be displayed by selecting the following option: "Continue to view this site (not
recommended)".

* When connecting to the Manager from Internet Explorer 7 or 8, the background of the address bar will become red and the words
"Certificate error" will be displayed on the right side of the address bar of the login screen, the RC console and BladeViewer.
Furthermore, the Phishing Filter may show awarning on the status bar. These warnings arereferring to the same self-signed certificate
issue discussed in the previous bullet. It is safe to continue with the current browser settings.

+ To stop displaying the security certificate warning screen and the certificate error icon, create a certificate associated with the IP
address or hostname of the Admin Server and add it to the Web browser.
Refer to "Appendix E HTTPS Communications" of the "ServerView Resource Coordinator VE Setup Guide" for details.

After accessing the Admin Server |P address from a browser, the login screen is displayed. Enter the following itemsin the login screen
and click the <Login> button.
If thelogin is successful, either BladeViewer or RC consoleis displayed.

+ User name
*+ Password

However, opening multiple Web browsers from an already opened browser window (e.g. using the [File]-[New Window] menu from a
Web browser) may prevent logging in as a different user.
Tologin as adifferent user, open a separate Web browser window from the Windows start menu.

_-ﬂlnformation

*+ Enter the user account name and password set during Manager installation, as specified in "2.1 Manager Installation” of the
"ServerView Resource Coordinator VE Installation Guide".

* When logging in for the first time, the RC console is displayed.
Otherwise, the view that was used right before logging out (either the RC console or BladeViewer) is displayed.

* Clicking the <BladeViewer>>> button from the RC console will switch over to the BladeViewer view.

Log out
To log out of BladeViewer, click the"Logout" button text link displayed on the top right of the BladeViewer screen.

;ﬂ Note

+ If the Web browser is closed without logging out first, user authentication may be skipped the next time Resource Coordinator VE is
accessed. In that case, users will be automatically logged in using the previously used session.
To avoid such cases, please log out correctly before closing the Web browser.

+ If multiple RC consoles or BladeViewer views are opened from multiple browsers, login sessions may be abruptly closed.

3.3 BladeViewer Layout

This section explains how the BladeViewer screen is organized.

The BladeViewer screen consists of a status panel, a chassis panel, and a blade panel.



Figure 3.2 BladeViewer screen layout
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This panel displays asummary of resources statuses.

Chassis panel
This panel displays the statuses of each registered chassis.

Blade panel
This panel displays the status of all resources mounted within the selected chassis.
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To switch from BladeViewer to the RC console, click the <Advanced>>> button displayed in the top right of the BladeViewer screen.
Switch to the RC console when necessary, for example to register servers and change Resource Coordinator VE settings.
The next time Resource Coordinator VE is accessed, the last used view (either RC console or BladeViewer) is displayed.

© 00 0000000000000 000000000000000000000000000000000000000000000C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0CO000000000000000G0S

3.4 Resource Status Monitoring

This section explains how to monitor resource statuses using BladeViewer.

3.4.1 Status Panel

The status panel displays a summary of resources statuses (including resources other than PRIMERGY BX servers).

When a problem occurs in the system, ared or yellow light icon starts blinking on the left side of the status panel.

Clicking the light icon changes its color back to gray.
The table below shows the status and meaning associated with each light icon.



Table 3.1 Light icons
Icon Color Status Meaning

Gray (no light) Normal No errors or warnings have been detected in the system.

Warning Yellow (blinking) Warning | A warning has been detected in the system.

m Red (blinking) Error An error has been detected in the system.

Pﬂlnformation

When the light icon blinks, it means that awarning or an error has been detected. Check the location of the problem from the chassis or
blade panel.

If BladeViewer shows no resources with awarning or error statusin either the chassis panel or blade panel, switch to the RC console and
check the event log to identify the cause of the problem.

To theright of the light icon, BladeViewer shows the number of serverswith an "error”, "warning", "normal”, and "stop" status.
Table 3.2 Displaying the server icon and the number of units
Icon and number of units Meaning

=
y Server and number of units
N(*1)

*1: Nisthe number of servers.

Table 3.3 Status icons

Icon Status Meaning
None Normal The resource can be used normally.
. An error occurred, however the resource can be used.
¥ Warning . )
- Alternatively, the status of some resources cannot be obtained.
@ Error A fault or error occurred, therefore the resource cannot be used.
o Stopped The resource is stopped, therefore it cannot be used.

3.4.2 Chassis Panel

The chassis panel displays the statuses of each registered chassis.

Table 3.4 Chassis icon (in chassis panel)
Icon Meaning

“hRRsSS




2 See
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For details on the different chassis statuses, refer to "Table 3.3 Statusicons' of "3.4.1 Status Panel".

If achassisicon shows awarning or error status, it means that a problem occurred in aresource that is contained in the chassis.
For details on how to identify faulty resources, refer to "3.4.3 Blade Panel”.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

F-ﬂlnformation

Selecting a chassis icon from the chassis panel displays the contents of that chassisin the blade panel.
For details, refer to "3.4.3 Blade Panel".

3.4.3 Blade Panel

The blade panel displays the statuses of all the resources inserted into the selected chassis. Those resources are shown in a format
representative of their physical configuration (shape and position).
To display the contents of a specific chassis in the blade panel, click onitsicon in the chassis panel.

In the blade panel, the selected chassis and its LAN switches are represented by the following icons. Those icons are displayed in the top
part of the blade panel.

Table 3.5 Chassis icon (in blade panel)
Icon Meaning

[ Chassis

Table 3.6 LAN switch icon

Icon Meaning
— LAN switch
2, See
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For details on the status icons that are displayed for the chassis and its LAN switches, refer to "Table 3.3 Status icons" of "3.4.1 Status
Panel".
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3.4.3.1 Resource List

The blade panel graphically displays each dot within achassis. Each server or storage blade is displayed according to their actual position
(dlot) within the chassis.

Note that an unregistered server is shown in light gray while an empty ot is shown in white.



Figure 3.3 Blade Panel Resource List

Vi Hosioiince Coo Vi W% Intarmet Explonar

Go-E

WO | s e fes s Coordnale VE BaieVewe]

Serverview

Uhsar: admin  Logeur

L T b

A

Storage blade

[ o Trated sdes e =

Server blade

A power button is displayed in the top part of each server blade.
This power button is used to represent the power status of each server, as shown below.

Table 3.7 Server blade power buttons
Power button Color Status Meaning

@ Green (islit) Power ON Power ON status.
@ Gray (no light) Power OFF Power OFF status.

@ Green (blinking) Power ON in progress Power ON or reboot control in progress.
O Orange (blinking) Power OFF in progress Power OFF control in progress.
}_ﬂunformation
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The power status of a server blade can be easily controlled by clicking on its power button.
For details, refer to "3.5.1 Server Blade".
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A physical server icon is displayed on the right side of the server blade power button.
The table below shows the meanings associated with each physical server icon.



Table 3.8 Physical server icons

Icon Meaning
Server
1 Spare server
= Unregistered server
25 See
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For details on the different physical server statuses, refer to "Table 3.3 Statusicons' of "3.4.1 Status Panel".
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When a server blade is used as the Admin Server, the following Admin Server icon is displayed.

Table 3.9 Admin Server icon

Icon Status Meaning
RC Admin Ser Used asthe Admin Ser
min Server asthe Admin Server.
Mgr

An OSiconisdisplayed below the physical server icon.
The table below shows the meaning of each OSicon.

Table 3.10 OS icons

Icon Meaning
o (T .
& Windows Windows OS
gﬂl_lLinux Linux OS

."‘J"Mwarn VMware host OS

Windows

Hypar-V Hyper-V host OS

P-ﬂlnformation
Clicking on aVM host OSicon displays a detailed list of the VM guests operating on the selected VM host.
For details, refer to "3.4.3.2 VM Guest List".

A user-defined label is displayed with a resource icon below the OS icon. If no label was defined yet for a server blade, its OS nameis
displayed instead.

If the OS name cannot be acquired (because the OS has not been installed or for other reasons), the server name (physical server name,
or VM guest name) is displayed.

The table below shows the meaning associated with each resource icon.

Table 3.11 Resource icons

Icon Meaning
) Physical OS
Hj VM host
gﬂ VM guest

-10-



E%See

For details on the resource status, refer to "Table 3.3 Statusicons' of "3.4.1 Status Panel”.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

'_-ﬂunformation

If acomment has been defined for a server, clicking onitslabel displays the [Server Properties] dialog.
The [Server Properties] dialog displays the comment and label set for the selected server, as well as its OS name, server name (for a

physical OS, the physical server name, for aVM guest, the VM guest name), and | P address. Thisinformation can be used to easily identify
aserver.

For details on defining comments, refer to "3.6.1 Listing and Editing of Labels and Comments”.

Storage blade

A power lamp is displayed in the top part of each storage blade.
The table below shows the status and meaning associated with each power lamp.

Table 3.12 Storage blade power lamps
Power lamp Color Status Meaning

E Green (islit) Power ON Power ON status.

Gray (no light) Power OFF Power OFF status.

3.4.3.2 VM Guest List

When aVM host is displayed in the blade panel, clicking the VM host OSicon displays alist of hosted VM guests with their statuses.

-11-



Figure 3.4 Blade Panel: VM Guest List
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A VM guest icon is shown on the |eft side of each VM guest displayed in the VM guest list.

Table 3.13 VM guest icon
Icon

g,i.i
T

Meaning

VM guest

2, See

For details on the different VM guest statuses, refer to "Table 3.3 Statusicons' of "3.4.1 Status Panel”.

A user-defined label is displayed on the upper-right side of the VM guest icon. If no label was defined yet for a VM guest, its OS name
is displayed instead.
If the OS name cannot be acquired (because the OS has not been installed or for other reasons), the VM guest name is displayed.

An OSiconisdisplayed below the label.
For details on the different OSicons, refer to "Table 3.10 OSicons' of "3.4.3.1 Resource List".

A power button is displayed on the bottom-right side of each VM guest.
This power button is used to represent the power status of each VM guest, as shown below.

Table 3.14 VM guest power buttons

Power button Color Status Meaning
| | Green (islit) Power ON Power ON status.
Gray (no light) Power OFF Power OFF status.

Green (blinking)

Power ON in progress

Power ON or reboot control in progress.

SEIEIE

Orange (blinking)

Power OFF in progress

Power OFF control in progress.
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_-ﬂlnformation

The power status of aVM guest can be easily controlled by clicking on its power button.
Refer t0 "3.5.2 VM Guest" for details.

3.4.4 Resource Details

To view aresource's details, click onitsicon (chassis, LAN switch, or physical server icon) from the blade panel.
+ Chassis

Clicking the chassisicon (from the blade panel) opens up its management blade's Web interface in a new window.
This Web interface provides more details on the chassis' status and contents.
For details on the chassisicon, refer to "3.4.3 Blade Panel".

* LAN switch

Clicking on aLAN switch icon opens up its LAN switch details screen.
This screen provides more details on the LAN switch's status and configuration.
For details on the LAN switch icon, refer to "3.4.3 Blade Panel".

* Physical server

Clicking on a physical server icon opensit up in ServerView Operation Manager's Web interface.
This interface provides more details on the physical server's status and itsinner components.
For details on the physical server icon, refer to "Table 3.8 Physical server icons' in "3.4.3.1 Resource List".

3.5 Power Control

This section explains how to control the power state of server blades and VM guests from BladeViewer.

3.5.1 Server Blade

The power state of a server blade can be easily controlled by clicking its power button.

Table 3.15 Actions of server blade power buttons

Power button Color Current Action
Status
( , Gray (no light) Power OFF Powers on a server blade.
@ Green (islit) Power ON Shuts down or reboots a server blade.
Power On

Clicking on a power button that shows a "Power OFF" state will power on the target server blade. A confirmation dialog is displayed
first.

Clicking the <OK> button in the confirmation dialog powers on the server and startsits OS.

At this time, the power button changes to an intermediate "Power ON in progress' state (green - blinking). The power button finally
displays a"Power ON" state after confirming that the OS has correctly started up on the target server.

-13-



Power Off and Reboot

Clicking on a power button that shows a "Power ON" state will either shut down or reboot the target server blade. A [Power Operation]
diaog is displayed, in which the appropriate action can be selected.

Figure 3.5 Power operation selection dialog
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+ Shutdown action

Selecting " Shutdown" will shut down the target server blade. A confirmation dialog is displayed first.

Clicking the <OK> button in the confirmation dialog shuts down the OS and powers off the server.

At thistime, the power button changesto an intermediate " Power OFF in progress' state (orange - blinking). The power button finally
displays a"Power OFF" state after confirming that the target server has been correctly shut down.

+ Reboot action

Selecting "Reboot" will reboot the target server blade. A confirmation dialog is displayed first.

Clicking the <OK> button in the confirmation dialog shuts down the OS and restarts the server.

At thistime, the power button changes to an intermediate "Power ON in progress" state (green - blinking). The power button finally
displays a"Power ON" state after confirming that the OS has correctly started up on the target server.

Forced Power Off and Reboot

Clicking on a power button that shows a"Power ON" state, and selecting <Options >>> in the displayed [ Power Operation] dialog enable
selection of the "Forced Shutdown" and "Forced Reboot" actions.

A forced shutdown (or reboot) will forcibly power off (or reboot) the managed server blade without waiting for its OS to cleanly shut
down.
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Figure 3.6 Power Operation selection dialog (With Additional Options)

abc

Flease select one of the following power operations for the server.

m Force Shutdown

| Cancel ] | Options <= |

+ "Force Shutdown" action

Selecting "Force Shutdown" will forcibly power off the target server blade. A confirmation dialog is displayed first.

Clicking the <OK> button in the confirmation dialog will power off the server without waiting for its OS to cleanly shut down.

At thistime, the power button changesto an intermediate " Power OFF in progress' state (orange - blinking). The power button finally
displays a"Power OFF" state after confirming that the target server has been correctly shut down.

+ "Force Reboot" action

Selecting "Force Reboot" will forcibly reboot the target server blade. A confirmation dialog is displayed first.

Clicking the <OK> button in the confirmation dialog will power off and reboot the server without waiting for its OS to cleanly shut
down.

At thistime, the power button changes to an intermediate "Power ON in progress' state (green - blinking). The power button finally
displays a"Power ON" state after confirming that the OS has correctly started up on the target server.

g._q Note

Take care of the following points when powering-off or rebooting aVM host.

* When using a server virtualization software's high-availability feature, confirm that the server is set to VM maintenance mode within
that virtualization software. This can be confirmed from the virtualization software client.

* Perform apower control operation only after setting maintenance mode in the VM management software client, or using the resource
control command.
Refer to the virtualization software manual, or to "3.2 rcxadm server”" in the "ServerView Resource Coordinator VE Command
Reference” for details.

3.5.2 VM Guest

The power state of aVM guest can be controlled by clicking the OSicon of its VM host and then clicking its power button in the list of
VM guests that is displayed.
Clicking on that power button provides power controls similar to those provided for server blades.

Table 3.16 Actions of VM guest power buttons

Power Button Color Current Action
Status
| {'_J' | Gray (no light) Power OFF Powerson aVM guest.
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Power Button Color Current Action
Status

| (l} | Green (islit) Power ON Shuts downs or reboots a VM guest.

* VM guests should be properly configured in order to use the shut down or reboot buttons.
Attempting to shut down or reboot a VM guest that wasn't properly configured will result in an error.
Refer to "A.2 Configuration Requirements' of the "ServerView Resource Coordinator VE Setup Guide" for details.

* A VM guest can be configured to automatically start or stop whenever its VM host starts up or shutdowns. This can be achieved by
setting up the VM guest's startup and shutdown optionsin the virtualization software used.
Refer to the virtualization software manual for details.

+ Take care of the following points when shutting down or rebooting a server running a Windows Operating System.

- If Windows is not configured to shut down when the computer's power button is pressed, the power operations in Resource
Coordinator VE may not function properly.

To check this option, open [Control Panel]-[Power Options]. In the [Power Options Properties] dialog, click the [Advanced)] tab,
and check the action that is set to be performed when the computer's power button is pressed.

- If afileisbeing edited by alogged-in user, adialog prompting the user to save thefile is displayed, and the system may not shut
down immediately.

In such cases, shutdown does not take place until the user takes the appropriate action or a specified time (approximately five
minutes) has elapsed.

3.6 Status Panel Operations

This section describes the operations that can be performed from the status panel.

Figure 3.7 BladeViewer tool icons
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sourcd Coordmator VE [BladoViewor]) - Windoss Indorost Explone

E ﬂ_ i % Update: 2008-88-28 18:13:58 _ - User: admin Logaut
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Contact icon

Displays the [Contact] dialog. This dialog shows the contact information that was set for the entire system.
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Tools icon
Displays the following menu options.
Label List

Displaysthe[Labdl List] dialog.
Displaysalist of labels. Thislist also alows modification of labels and comments.
For details on editing labels and comments, refer to "3.6.1 Listing and Editing of Labels and Comments”.

Set Contact Information

Displays the [Set Contact Information] diaog.
For details on modifying contact information, refer to "3.6.2 Editing Contacts".

Change Password

Displays the [Change Password] dialog.
For details on changing passwords, refer to "3.6.3 Change of Password".

Help icon

The Help isdisplayed.

3.6.1 Listing and Editing of Labels and Comments

Clicking on the Toolsicon and selecting "Label List" from the drop-down list displays the [Label List] dialog shown below.
When defining applications with labels, thislist can provide a quick overview of the applications running on each server.

Figure 3.8 Label list

Label List X

Server Name | OS Name | Label | Comments

ap-w2k3-11 ap-w2k3-11 -]

BX620-5v1 bx620-1-e5x35 fi| abc

web-w2k3-12 wehb-w2k3-12 hello dddd

win2003r2-05 win2003r2-05 fuj

BX&20-502 bxG20-2-e5x35.fi

wm-winntdsy vim-winntdsy

web-w2k3-11 web-w2k3-11

win2003r2-02 win2003r2-02 fuj

win2003r2-07 win2003r2-07 fuj

DVERAMN msD EerZFA0 D amsDE &l lama %
J Close |

Contents of the label list
The [Label List] dialog displays server names, OS names, labels, and comments for each server.

Clicking the <Switch To> button after selecting aserver from thelist will switch the view to the blade panel and display the sel ected server
within its enclosing chassis.
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Editing labels and comments

Thisfunction is only available to privileged users.
General users are only able to consult labels and comments.

* Privileged user

Inthe[Label List] dialog, select aserver and click on the <Madify> button.
The [Modify Server Properties] dialog is displayed.

The label and comment of the selected server can be edited directly from the [Modify Server Properties] dialog.
Enter the following items:

Label
Enter a maximum of 32 characters.
Comments

Enter a maximum of 256 characters.

Qn Note

New lines are counted as 2 characters.

Additional information such as OS name, server name (for a physical OS, the physical server name, for aVM guest, the VM guest
name), and | P address are displayed to help identifying the selected server.

Clicking the <Save> button saves the modified label and comment into the Manager's database. The saved content is then updated
and displayed in BladeViewer.

+ General user

If logged in as ageneral user, a<Show> button is displayed in place of the <Modify> button in the [Label List] dialog.
Clicking on the <Show> button displays the [ Server Properties] dialog, but does not allow editing of labels or comments.

3.6.2 Editing Contacts

Clicking the Tools icon and selecting "Set Contact Information” from the drop-down list displays the [Set Contact Information] dialog.
This function is only available to privileged users. If logged in as a general user, the "Set Contact Information” menu item cannot be
selected.

Enter the following item.
Contact

The currently defined contact information is displayed.
Enter amaximum of 256 characters.

L}] Note
New lines are counted as 2 characters.

Clicking the <Save> button saves the modified contact information into the Manager's database. The saved content will be displayed the
next time the [Contact] dialog is opened.

3.6.3 Change of Password

Clicking the Toolsicon and selecting "Change Password" from the drop-down list displays the [ Change Password)] dialog.

The required information varies according to the authority level of the logged in user, as described below. The password is changed after
entering the required information and clicking the <Change> button.
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* Privileged user
New Password (Confirm Password)

Enter amaximum of 16 charactersthat consists of alphanumeric characters and symbols.

+ General user

Current Password

Enter the password that is currently set.
Enter amaximum of 16 charactersthat consists of alphanumeric characters and symbols.

New Password (Confirm Password)

Enter amaximum of 16 charactersthat consists of alphanumeric characters and symbols.
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|Chapter 4 User Accounts

This chapter describes the user accounts used in Resource Coordinator VE.

4.1 Overview

Managing user accounts in Resource Coordinator VE prevents unsafe operations from unauthorized users, resulting in safer system
administration.

User accounts are divided into the following user types.

Table 4.1 User Types

User types Authority level Description
Privileged user Manage Can perform all operations on resources
General user Monitor Can perform only resource monitoring

Itisrequiredto create at least one privileged user. The creation of general usersisoptional and depends on your own administration policy.
User accounts consist of the following:

* User name

* Password

+ Authority level ("Manage" or "Monitor")
These Resource Coordinator VE user accounts differ from the operating system user accounts on the Admin Server.

Refer to"2.2.1 List of Menus' inthe " ServerView Resource Coordinator VE Setup Guide" for information on the functions that these user
accounts can execute.

4.2 Managing User Accounts

This section explains how to register, modify and delete user accounts.

Add User Account
Only privileged users can perform this operation.

1. From the RC console, select [Settings]-[User Accounts].
The [User Accounts] dialog is displayed.

2. Inthe[User Accounts] dialog, click the <Add> button.
The[Add User Account] dialog is displayed.

3. Inthe[Add User Account] dialog, set the following:
User name

Enter a string of no more than 16 characters, where the first character must be aletter and the remaining characters can include
aphanumeric characters, underscores ("_"), hyphens ("-") and periods (".").
Names are not case-sensitive.

Password (Password confirmation)

Enter a string using no more than 16 a phanumeric characters or symbols.
Authority level

Select either "Manage” or "Monitor”. There must be at least one privileged user.
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4. Click the <OK> button.

The user account is created.

Change User Account Settings

Both privileged users and general users can perform this operation.
Privileged users can modify any account information. General users can only modify their own password.

1. From the RC console, select [Settings]-[User Accounts].
The [User Accounts] dialog is displayed.
2. Inthe[User Accounts] dialog, select the user account to modify, and click the <Change> button.
The [Change User Account] dialog is displayed.
3. Inthe[Change User Account] dialog, set the following:
Password
No change/Change

Select the appropriate action.
By default the "No change" option is selected.

Current password

Enter a string using no more than 16 a phanumeric characters or symbols.
Thisis displayed when general users modify their own passwords.

New password (Password confirmation)
Enter a string using no more than 16 al phanumeric characters or symbols.
Authority level
No change/Change

Select the appropriate action.
By default the "No change" option is selected.

Authority level

Select either "Manage" or "Monitor".
By default, the current authority level is selected.

4., Click the <OK> button.

The password and authority level for the user account are changed.

Delete User Account
Only privileged users can perform this operation.

1. From the RC console, select [Settings]-[User Accounts).
The [User Accounts] dialog is displayed.

2. Inthe[User Accounts] dialog, select the user account to delete, and click the <Delete> button.
The [Delete User Account] dialog is displayed.

3. Inthe[Delete User Account] dialog, click the <OK> button.
The selected user account is deleted.
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IChapter 5 Monitoring

This chapter explains how to monitor the configuration and status of managed resources.

5.1 Overview

Resource Coordinator VE can centrally monitor the configuration and status of servers or other managed resources directly from the RC
console. This enables the identification of resources experiencing problems, which reduces time spent on system maintenance. Moreover,
Resource Coordinator VE can easily launch external management software to precisely locate faulty parts within a managed resource.

Monitoring is based on the following three components:
* Resources

Theresourcetreedisplayschassis, servers, LAN switches, physical OS's, VM hosts, VM guests, power monitoring devicerelationships
or statuses (either PDU or UPS). When ahardware problem occurson aserver, affected guest operating systems can easily be detected.

& Note

Power monitoring devices are not subject to monitoring.

* Events

Resource Coordinator VE displays events such as hardware failures, server switchoverstriggered by hardwarefailures, and the results
of every performed operation.

* Recent Operations
Resource Coordinator VE displays the progress status of the various operations performed on resources.

The following table shows the level of monitoring performed for each resource monitored in Resource Coordinator VE.

Table 5.1 Monitoring level for each resource type

Resource Status monitoring | Event monitoring
Chassis Yes Yes
Server Yes Yes
Physical OS Yes No
VM host Yes No
VM guest Yes No
VM management software Yes No
LAN switch Yes Yes
Power monitoring device No No
Yes: Supported

No: Not supported

Regular update of resource data

The Resource Coordinator VE Manager regularly updates resource data with information gathered from the following resources.

Table 5.2 List of regularly updated resources and their related resources
Resources subject to regular update Related resources Data source

Chassis Chassis Server Management Unit
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Resources subject to regular update Related resources Data source
Server ServerView Agent (*2)
Physical OS .
Server Server Management Unit
VM host (*1) Server Virtualization Software
VM guest (*1)
. . LAN switch
LAN switch LAN switch )
St St Server Management Unit (*3)
VM management software
VM Management software VM host (*1) VM management software
VM guest (*1)

*1: When no VM management software is registered, the status of VM hosts and VM guests is updated during a regular update of their
physical server. When a VM management software is registered, their status is updated during a regular update of the VM management
software.

*2: only for PRIMERGY servers.

*3: only for LAN switch blades mounted in a PRIMERGY BX chassis.

The time required to update all resources depends on the number of registered resources. For one chassis that contains 10 servers and 4
LAN switches, the update takes about 2 minutes. For 5 chassisthat haveidentical configurations, the update should take about 10 minutes.

VM management software updates are independent from other resource updates, and takes approximately 2 minutes.
In the following cases, resource data is refreshed without waiting for the regular update.

+ When aresource's state is changed as the result of an operation performed by Resource Coordinator VE

* When afailure-triggered SNMP Trap is received from aresource

If aresource was operated externally to Resource Coordinator V E, there may be aslight delay beforeits stateis updated in the RC console.
To force an update of aresource's data, right-click the resource and select [Update] from the displayed menu. The time required to update
resource data depends on the device. Generally, update should take no more than 40 seconds.

In order to restrain device and network load, resource data is not refreshed for 7 seconds following the last update time. However, when
afailure-triggered SNMP Trap isreceived, resource datais refreshed unconditionally. When manually updating a resource from the menu
right after performing an operation on that resource, if its data is not refreshed within 40 seconds, try updating it from the menu again.

5.2 Resource Status

Resources are monitored in the [ Status] tab of the RC console.

The [Status] tab shows the number of servers listed under the statuses "warning", "unknown", "error" or "fatal".

Servers whose status is "warning" or "unknown" are counted under "Warning", and servers whose statusis "fatal" or "error" are counted
under "Error".

Clicking on "Error" or "Warning", displays the resources under the corresponding statusin the [Resource List] tab.

The status of resources can aso be monitored from both the resource tree and the [Resource List] tab. When an error occurs, a statusicon
is added to theicon of the resource concerned.

Double-clicking on a resource icon displays the [Resource Details] tab, which provides detailed information about the corresponding
resource.

Icons displayed in the RC console

The following table shows the resource icons used in the RC console and their associated meaning.

Table 5.3 Resource icons

Icon Meaning
|ﬂ] Server resource
([ Chassis
|]I|l Server
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Icon Meaning

B Physical OS

Hj| VM host

Lel] VM guest
LAN switch

Power monitoring device (*1)

SIRSIR

PDU (*1)

&

UPS (*1)

*1: Power monitoring devices (PDU or UPS) are not subject to monitoring.

The following table shows the status icons used in Resource Coordinator VE and their associated meaning. It also shows which status
icons require corrective actions.

Table 5.4 Status icons

Icon Status Meaning Corrective Action
None normal Normal No action is necessary
. Warning .
warnin . Action must be taken
: 9 An error occurred but the resource can still be used. (* 1)
- Unknown )
unknown ) Action must be taken
The status of the resource cannot be obtained. (*2, *3)
o sto Stop No action is necessar
P The resource has stopped and cannot be used. y
Error
error An error whose cause is unknown has occurred and the resource | Action must be taken

cannot be used.

%)

Fault
fatal A fault has occurred in the resource and the resource cannot be Action must be taken
used.

*1: When aLAN switchisin a"warning" status, it means that the LAN switch may have been replaced with another model.

Tousethe LAN switch asit is, first delete the registered LAN switch, and then register it again.

*2: When aVM guest isin "unknown" status, check the operation status of the VM host on which the VM guest is running.

*3: When a LAN switch is in "unknown" status, check the physical connection between the LAN switch and Admin LAN as well as
whether or not the LAN switch is responding to commands.

Qn Note

For servers other than PRIMERGY servers, hardware statuses can not be obtained from server management software (ServerView).
Therefore, only "normal”, "stop" or "unknown" statuses are shown, while "warning, "error" and "fatal" statuses can not be detected.

Table 5.5 OS icons

Icon Meaning
£y Windows OS
i} Linux OS
m VMware host OS
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Icon Meaning

Windaws

Hypar-V Hyper-V host OS

_-ﬂlnformation

* For server virtualization software, the following information is also displayed.
- VM management software

The status of a VM management software is displayed in the "VM Management Software Settings' dialog. Only "normal” and
"unknown" statuses are displayed. If an "unknown" is shown, check whether the VM management softwareis operating properly.

- VM host
The status of aVM host is displayed in the same way as for aphysical OS.
- VM guest

Errors detected from server virtualization software are reflected in VM guest statuses. VM guest statuses can be either one of the
following: "normal", "warning", "error", "stop" and "unknown". Refer to "A.3 Functional Differences between Products' of the

"ServerView Resource Coordinator VE Setup Guide”.

* For LAN switches, "error" and "fatal" are not displayed. Only "warning", "normal”, and "unknown" are displayed.

5.3 Addressing Resource Failures

This section explains how to address problems like hardware failures occurring in a system.

Basic Procedure
The following procedure is used to confirm and resolve problems using the RC console.
1. Confirm the existence of aproblem

Use the RC console to confirm that a problem has occurred on a resource.
Refer to the following for details on checking resource statuses.

- For PRIMERGY servers
Refer to"5.2 Resource Status' in thischapter and "2.3 Status Panel" of the" ServerView Resource Coordinator V E Setup Guide'".
- For servers other than PRIMERGY servers
Refer to "2.3 Status Panel" of the "ServerView Resource Coordinator VE Setup Guide”.
2. Check the event log

Use the event log to check the device where the error occurred and the content of the event.
In some cases a single problem can cause a series of events to occur, so search back through past events to find events with dates
that are close together.

3. Check the status of resources

From the resource tree, open the resource where the problem occurred and look for any affected chassis, physical server, LAN
switch, physical OS, VM host and VM guests.

If Auto-Recovery has been enabled for a physical OS or VM host, it will be automatically switched over with a spare server. If
Auto-Recovery has not been enabled, server switchover can still be performed manually as long as a spare server has been
designated.

For more information regarding server switchover, refer to "10.2 Switchover".

-25-



4. Perform detailed investigation and recovery

From the [Resource Detail 5] tab of the failed resource, launch the external management software to investigate the precise cause of

the problem.

When no management software is available, confirm with the maintenance staff of the failed resource to investigate the problem.
Once thisis done, perform the necessary maintenance work on any faulty hardware identified.

If aserver hardware failure requires replacing amanaged server, carry out the replacement operation as described in"'9.4 Replacing
Servers'.

5. Perform post-recovery verification

Following recovery, confirm that there are no more icons indicating problems on the RC console.
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IChapter 6 Power Control

This chapter explains how to remotely control the power state of registered resources.

6.1 Server Power Control

This section explains how to remotely control the power states of physical servers, VM hosts and VM guests.

1. Inthe RC console resource tree, right-click the desired server (or the physical OS or VM host running on the server) or VM guest,
select [Power] from the popup menu, and select one of the following options:

ON
This option powers on a halted resource and starts its operating system.
OFF
This option powers off an active resource after shutting down its operating system.
OFF (Forced)
This option forcibly powers off an active resource without first shutting down its operating system.
Reboot
This option restarts an active resource after shutting down its operating system.
Reboot (Forced)
This option forcibly restarts an active resource without first shutting down its operating system.
2. Click the <OK> button in the confirmation dialog displayed.
The specified power control operation is executed.

3. The progress of the specified operation is displayed in the Recent Operations area. Check that the operation status is shown as
"completed”, and that the resource in the resource tree or [Resource List] tab has changed to the expected power state.

_ -ﬂlnformation
A reboot or forced reboot of a physical server or VM host is done by shutting down the server once, and powering on again (instead of a
system reset).

+ VM guests should be properly configured in order to use the power off or reboot options.
Attempting to power off or reboot a VM guest that wasn't properly configured will result in an error.
Refer to "A.2 Configuration Requirements' of the "ServerView Resource Coordinator VE Setup Guide" for details.

+ A VM guest can be configured to automatically start or stop whenever its VM host starts up or shutdowns. This can be achieved by
setting up the VM guest's startup and shutdown options in the server virtualization software used.
Refer to the virtualization software manual for details.

+ Take care of the following points when shutting down or rebooting a server running a Windows Operating System.

- If Windows is not configured to shut down when the computer's power button is pressed, the power operations in Resource
Coordinator VE may not function properly.
To check this option, open [Control Panel]-[Power Options]. In the [Power Options Properties] dialog, click the [Advanced)] tab,
and check the action that is set to be performed when the computer's power button is pressed.

- If afileisbeing edited by alogged-in user, adialog prompting the user to save the file is displayed, and the system may not shut
down immediately.
In such cases, shutdown does not take place until the user takes the appropriate action or a specified time (approximately five
minutes) has el apsed.
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+ Take care of the following points when powering-off or rebooting aVM host.

- When using a server virtualization software high-availability feature, confirm that the server is set to VM maintenance mode
within that virtualization software. This can be confirmed from the virtualization software own client.

- Perform a power operation only after setting VM maintenance mode (either from the VM management software client or using
the resource control command).
Refer to the server virtualization software manual, or to "3.2 rcxadm server” in the "ServerView Resource Coordinator VE
Command Reference" for details.

6.2 Chassis Power Control

This section explains how to control the power state of a blade server chassis.

The power state of ablade chassiscan be controlled using the"rcxadm chassis' command. Refer to 3.1 rexadm chassis' inthe ServerView
Resource Coordinator VE Command Reference" for details.
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|Chapter 7/ Control of VM Environments

This chapter describes the Resource Coordinator VE functions that are specific to VM guestsand VM hosts.

Some functions may or may not be available depending on the server virtualization software used. Refer to "A.1 Supported Functions' in
the "ServerView Resource Coordinator VE Setup Guide" for details.

Other functions are similar in use to those available for regular physical OS's (without server virtualization software).

7.1 Migration of VM Guests between Servers

This section explains how to migrate aVVM guest to a VM host on a different physical server.

Two methods of VM guest migration are available in Resource Coordinator VE. Although such methods are named differently depending
on the virtualization software used, Resource Coordinator VE makes use of the following naming convention.

For details on migration pre-requisites and terminology, refer to "A.3 Functional Differences between Products’ in the "ServerView
Resource Coordinator VE Setup Guide".

* Livemigration: migration of a VM guest without shutting down its VM host
+ Cold migration: migration of aVM guest while its VM host is shut down.

Availahility of those methods depends on the power state of VM guests, as described below.

Table 7.1 Migration Methods Available for Each Power State
Migration Form

VM Guest Power State

Cold Migration Live Migration
ON Available Default
OFF Default N/A

Default: This method is available and selected by default.
Available: This method is available.
N/A: This method is not available.

A VM guest after migration is set to the same power state asit was before the migration. For example, performing a cold migration on an
operating VM guest will temporally shut it down during migration, before starting it up again after completion of the migration process.
It is therefore recommended to set the target VM guest in the desired post-migration state before starting a migration.

VM guests can be migrated from the command-line, using the "rcxadm server migrate’ command. Refer to 3.2 rexadm server” in the
"ServerView Resource Coordinator VE Command Reference” for details.

7.2 VM Maintenance Mode of VM Hosts

This section explains how to set and release VM maintenance mode on VM hosts.

For details on VM maintenance modes, refer to " A.3 Functional Differences between Products" in the " ServerView Resource Coordinator
VE Setup Guide".

VM maintenance mode can also be set or released from the command-line, using the "rcxadm server set" command. For details, refer to
"3.2 rcxadm server" in the " ServerView Resource Coordinator VE Command Reference’.
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IChapter 8 Backup and Restore

This chapter explains how to use the backup and restore functions provided in Resource Coordinator VE.

8.1 Overview

The backup and restore functions allow the backup and restore of system images from physical OS's or VM hosts.

The system images are backed up over the network and stored to a disk on the Admin Server.
A system image backup can be used for the following purposes:

+ Software maintenance

A system image backup can be created as a precautionary measure before performing maintenance tasks such as applying patches,
installing, or modifying installed software.

* Hardware maintenance
A system image backup can be used to guard against hardware problems such as disk failures.

Qn Note

* Only the contents of the first disk (boot disk) that were recognized by the managed server's BIOS can be backed up and restored.
The contents of other disks (data disks) cannot be backed up and restored. To properly back up and restore such data disks, it is
recommended to use dedicated backup software, or the copy function available in storage devices.

When the first disk contains multiple partitions (Windows drive, Linux/VMware partition), all partitions are backed up.

Table 8.1 Examples of system image backup and restore targets

Disk Windows drive name Is this a target of backup and restore?
C: Yes
First
E Yes
D: No
Second
E No

* Asthe managed server isrestarted during backup and restore operations, its applications should be stopped beforehand.
* Thefirst partition must be the boot partition.

+ Backup and restore of VM hosts differ depending on the server virtualization software used.
For an explanation of the behavior differences that occur when VM guests are included in the VM host's boot disk, refer to "A.3
Functional Differences between Products" in the " ServerView Resource Coordinator VE Setup Guide".
If VM guests on the boot disk are not to be backed up (and restored), VM guest files should be moved to another disk.

+ To preserve the configuration of the server virtualization software used, VM guests should also be backed up at the time of the VM
host's backup. During backup, because the target VM host will be automatically set to VM maintenance mode, the VM host should
be in a state that allows for VM maintenance mode to be set.

If the target VM host is in high-availability configuration, all VM guests stored on shared disks should be migrated to another VM
host beforehand.
After backing up the VM host, migrate back the VM guests to their original VM host.

Refer to the server virtualization software manual for information on how to back up and migrate VM guests, or details about the VM
mai ntenance mode.

* To preserve the configuration of the server virtualization software used, the VM guests backed up at the time of the VM host's backup
should restored when restoring a VM host. Note that this is not required if no changes likely to alter the virtualization software
configuration were made (e.g. changes such as addition or del etion of aVM guest, or changing the placeholder for VM guest definition
files).
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During backup, because the target VM host will be automatically set to VM maintenance mode, the VM host should be in a state that
allows for VM maintenance mode to be set.

If the target VM host isin a high-availability configuration, all VM guests stored on shared disks should be migrated to another VM
host beforehand. The VM host should also be set to maintenance mode within the virtualization software used before restore.

After restoring the VM host, migrate back the VM guests to their origina VM host.

Refer to the server virtualization software manual for information on how to restore and migrate VM guests, or details about the VM
mai ntenance mode.

+ Deleting amanaged server will delete its backed up system images at the same time.

* Itisnot possible to backup, restore, or delete a system image from a managed server for which a system image (including different
versions) is already being backed up, restored, or deleted.

* When restoring a system image on a server whose name was changed after the deployment of a cloning image, check that the " Server
name' displayed on the resource tree and the System Image List match the new server name before restoring the system image.

+ For servers on which the Watchdog function is enabled, backup or restore operations on that server may be aborted by an automatic
restart or shutdown. The Watchdog is a function which automatically restarts or shuts down non-responsive servers when their
operating system does not respond for a given period of time.

It is therefore highly recommended to disable the Watchdog function before a backup or restore operation.
Refer to the server manual for details on the Watchdog function.

+ If the disk size of the source (backed up) server differ from that of the destination (restored) server, restoreis possible only in the case
where the disk size on the destination server is larger than that of the source server.

In that case, an unused disk space will remain on the destination server. To use this unused disk space, a partition should first be
created from it.

Restoring a system image to a server on which the disk size is smaller than that of the source (backup) server isnot possible. Thisalso
applies to server switchovers (and switchbacks) that are based on backup and restore, as well as cloning operations.

Therefore, it is also necessary to ensure that spare servers of cloning destination servers have alarge enough disk.

8.2 Backing Up System Images

This section explains how to collect a system image backup.

System images can only be backed up from managed serversthat are not in "stop" status.

System images can also be backed up using commands.
Refer to "Chapter 4 Image Operations' in the " ServerView Resource Coordinator VE Command Reference” for details.

Backing up a System Image
Use the following procedure to back up a system image from a managed server.
1. Put the target server into maintenance mode and stop al of its applications.

a Inthe RC consoleresourcetree, right-click the target server (or its physical OS or VM host) and select [Maintenance Mode]-
[Set] from the popup menu.

The [Set Maintenance Mode] diaog is displayed.

Because the target server is restarted during backup, all of its applications should be stopped beforehand. When backing up
aVM hogt, al of its VM guests should aso be stopped.

b. Inthe confirmation dialog, click the <OK> button.

Thetarget server is put into maintenance mode.
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2. Back up a system image from the target server.

a. Inthe RC console resource tree, right-click the target physical OS or VM host and select [Backup/Restore]-[Backup] from
the popup menu.

The [Backup] dialog is displayed.
b. Inthe[Backup] dialog, specify the following information.
Comment

Enter a comment to identify the system image.
A comment can be of no more than 128 characters. Percents (%), backslashes ("\"), double quotes (*), and linefeed
characters are not allowed.

Qn Note

A list of resources that will be powered off during backup is displayed in the [Backup] dialog. Confirm that it is safe to
shutdown those resources before continuing with the backup operation.
When backing up aVM host, al of its VM guests will also be stopped.

C. Click the <OK> button.
The system image is backed up.

After backing up aVM host, stop and back up al of its VM guests.
For details on VM guest backup, refer to the server virtualization software manual.

3. Releasethe target server from maintenance mode before resuming its applications.

a. Inthe RC console resource tree, right-click the target server (or its physical OS) and select [Maintenance Mode]-[Release]
from the popup menu.

The [Release Maintenance Mode] dialog is displayed.
b. Click the <OK> button.

Thetarget server is released from maintenance mode.

4}1 Note

+ The number of system image versions that can be kept for a managed server is limited.
If anew system image backup is collected while this limit has already been reached, the oldest version will be deleted.
By default, the maximum number of system imagesis 3.
Thislimit can be changed by following theinstructions given in"6.3.1.3 Changing the Maximum Number of System Image Versions'
in the "ServerView Resource Coordinator VE Setup Guide".

*+ When backing up anew system image, its version number will beincreased by one. The version number of thefirst backed up system
image of amanaged server will alwaysbe 1.

* When backing up aVM host in ahigh-availability configuration, all VM guests stored on shared disks should be migrated to another
VM host beforehand.
During backup, because the target VM host will be automatically set to VM maintenance mode, the VM host should be in a state that
allows for VM maintenance mode to be set.
After backing up the VM host, migrate back the VM guests to their original VM host.
Refer to the server virtualization software manual for information on how to migrate VM guests, or details about the VM maintenance
mode.

* When using PRIMERGY GLS for Admin LAN redundancy, a system image backup may fail if the following message is displayed
in the event log.

FISVrex:WARNING:41306: server:NIC takeover on Admin LAN was detected

In that case, wait for the following message to show in the event log before performing backup again.
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FJISVrex:INFO:23301: server.admin LAN information was successfully updated

8.3 Restoring System Images

This section explains how to restore a system image backup.

System images can also be restored using commands.
Refer to "Chapter 4 Image Operations' in the "ServerView Resource Coordinator VE Command Reference” for details.

Restoring a System Image
Use the following procedure to restore a system image to a managed server.
1. Put the target server into maintenance mode.

a. IntheRC consoleresourcetree, right-click thetarget server (physical server, physical OSor VM host) and select [Maintenance
Mode]-[Set] from the popup menu.

The [Set Maintenance Mode] dialog is displayed.

Asthetarget server isrestarted during restoration, all of its applications should be stopped beforehand. When restoring aVM
host, all of its VM guests should also be stopped.

b. Click the <OK> button.
The target server is set to maintenance mode.
2. Restore asystem image.
- To restore the system image from the resource tree:

a. IntheRC consoleresourcetree, right-click thetarget server (physical server, physical OSor VM host) and select [Backup/
Restore]-[Restore] from the popup menu.

The [Restore] dialog is displayed.

b. Inthe[Restore] dialog, select the system image to restore and click the <OK> button.
The system image is restored.

- To restore a system image from the [Image List] tab:

a. Inthe RC console, click the [Image List] tab.
The System Image List is displayed.

b. Inthe System Image List right-click the system image to be restored and select [Restore] from the popup menu.
The [Restore] dialog is displayed.

C. Click the <OK> button.
The system image is restored.

When restoring aVM host, be sureto also restore the VM guest backups that correspond to the restored VM host backup

version.
For details on restoring VM guests, refer to the server virtualization software manual.

3. Releasethe target server from maintenance mode before resuming its applications.

a. In the RC console resource tree, right-click the target server (physical server, physica OS or VM host), and select
[Maintenance M ode]-[ Rel ease] from the popup menu.

The [Release Maintenance Mode] dialog will be displayed.
b. Click the <OK> button.

The target server is released from maintenance mode.

-33-



& Note

When restoring a VM host in a high-availability configuration (within its virtualization software), all VM guests stored on shared disks
should be migrated to another VM host beforehand. The VM host should also be set to maintenance mode within the server virtualization
software used before restore.

During restore, because the target VM host will be automatically set to VM maintenance mode, the VM host should be in a state that
allows for VM maintenance mode to be set.

After restoring the VM host, migrate back the VM guests to their original VM host.
Refer to the server virtualization software manual for information on how to migrate VM guests, or details about the VM maintenance
mode.

8.4 Viewing System Images

This section explains how to browse and view existing system image backups.

System images can also be listed using commands.
Refer to "Chapter 4 Image Operations” in the " ServerView Resource Coordinator VE Command Reference” for details.

In the RC console, select the [Image List] tab.
The System Image List is displayed.

Figure 8.1 System Image List

System Image List L]
|Server Name | Wersion Backup Date Comments
HardSimulator-152- .
1523121 1 2009-06-25 23:35:00 aa
HardSimulator-1592- e
e z 2009-06-25 23,3900 B

Refer to "2.5.4 [Image Ligt] tab" in the " ServerView Resource Coordinator VE Setup Guide" for details on the System Image List.

To view the most recent system image backup of a managed server, select a server OS from the resource tree and click the [Resource
Details| tab.

The latest system image backup taken from the selected server is displayed under "Latest System Image”.

Refer to "2.5.2 [Resource Details] tab" in the "ServerView Resource Coordinator VE Setup Guide' for details.

8.5 Deleting a System Image

This section explains how to delete system image backups.

System images can also be deleted using commands.
Refer to "Chapter 4 Image Operations' in the "ServerView Resource Coordinator VE Command Reference” for details.

Deleting System Images
Use the following procedure to delete a system image.

1. Inthe RC console, select the [Image List] tab.
The System Image List is displayed.

2. Inthe System Image Ligt, right-click the system image to delete and select [Delete] from the popup menu.
The confirm dialog is displayed.

3. Click the <OK> button.
The selected system image is deleted.
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|Chapter 9 Hardware Maintenance

This chapter explains how to perform hardware maintenance.

9.1 Overview

This section explains how to perform maintenance on the hardware devices managed by Resource Coordinator VE.

The following flowchart shows the procedure for maintaining hardware when failures occur on registered servers.

Figure 9.1 Hardware maintenance flow
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*1: Refer to "5.3 Addressing Resource Failures' for details on how to identify failures.

*2: Refer to "Appendix F Maintenance Mode" of the "ServerView Resource Coordinator VE Setup Guide" for details on how to set and
release maintenance mode settings.

*3: Refer to "Chapter 10 Server Switchover" for details on server switchover, failback or takeover.

*4. Refer to "Chapter 8 Backup and Restore" for details on backing up and restoring system images.

*5: Refer to "9.2 Maintenance LEDS" for details on maintenance LED operations. However, maintenance LED operations are only
supported for PRIMERGY BX servers.

*6: Refer to 9.3 Re-configuring Hardware Properties’ for details on re-configuring hardware properties.

*7: Refer to "Chapter 6 Power Control" for details on power control.
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The following hardware replacements can be performed:
* Replacing servers

Replace a server that has been registered in Resource Coordinator VE.
For details on replacing servers, refer to 9.4 Replacing Servers'.

* Replacing server components

Replace hardware parts (such as an NIC, HBA or the hard disk) of aregistered server.
For details on replacing server parts, refer to "9.5 Replacing Server Components'.

* Replacing non-server hardware

Replace registered chassis, management blades or any other hardware components external to servers.
For details on replacing non-server hardware, refer to 9.6 Replacing Non-server Hardware'".

9.2 Maintenance LEDs

This section explains how to operate maintenance LEDs.
Activating a server blade's maintenance LED make it easy to identify a server from others. When replacing servers, it is recommended to
use this function to identify which server should be replaced.

To activate the maintenance LED of amanaged server running either aphysical OSor aVM host, the server should be put into maintenance
mode first.

Refer to "Appendix F Maintenance Mode" of the "ServerView Resource Coordinator VE Setup Guide" for information on maintenance
mode.

L:n Note

+ Maintenance LED control isonly availablefor PRIMERGY BX servers. Theactual LED used asanidentification LED differsbetween
server models.
- For PRIMERGY BX600 servers, the power LED is used (blinks when activated).
- For PRIMERGY BX900 servers, the ID indicator is used (lighted when activated).

+ If SNMP agent settings within the management blade configuration are incorrect, maintenance LED operations in Resource
Coordinator VE will end successfully, but the state of the identification LED will not change. SNMP agent settings should be set
according to the instructions given in to "3.5 Configuring the Server Environment” in the "ServerView Resource Coordinator VE
Setup Guide".

Activate a maintenance LED
Use the following procedure to activate a server blade's maintenance LED.
1. Inthe RC console resource tree, right-click the target server, and from the popup menu select [LED]-[ON].
The [Turning on maintenance LED] dialog is displayed.
2. Click the <OK> button.

Selecting the "Automatically turn off" checkbox will automatically shut down the server after activating its maintenance LED.

gn Note

Oncethemaintenance LED of aserver bladeisactivated, new errorsdetected in that server cannot be checked fromitsL ED anymore.
Check the server status directly from the RC console.
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Deactivate a maintenance LED

Use the following procedure to deactivate a server blade's maintenance LED.
1. Inthe RC console resource tree, right-click the target server, and from the popup menu, select [LED]-[OFF].
A confirmation dialog is displayed.
2. Inthe confirmation dialog, click the <OK> button.

The maintenance LED is turned off.

9.3 Re-configuring Hardware Properties

This section explains how to re-configure hardware properties from replaced hardware.

After hardware replacement, it is necessary to re-configure Resource Coordinator V E with the new hardware properties.

L:n Note

* Ensure this operation is performed only after the replacement of one of the following: the server itself, the NIC used either for the
admin or public LAN, or the HBA.
If not, thereis a possibility that operations on the server will not run correctly.

+ After replacing the hardware, the server status becomes "unknown". The appropriate status can be restored by re-configuring the
hardware properties from the server.

Preconditions
The following preconditions must be satisfied before this operation can be performed:
* Both the replaced server and replacement server must be the same model.
A warning message is shown if the model of the replacement server differ from that of the replaced server.
* WhenreplacingaPRIMGERY BX server, thereplacement server must beinserted into the same slot asthe server that isbeing replaced.

Hardware properties cannot be re-configured from a server inserted in a different slot. An error occursif no server isinserted in the
slot occupied by the previous server.

To move a server to a different slot within the chassis, that server must be deleted first, then registered again after being inserted in its
new slot.

Re-configuring Hardware Properties following a Server Replacement
* For PRIMERGY BX servers
Use the following procedure to re-configure properties from replaced hardware.

1. After hardware replacement, check that the following message is displayed in the event log.

Server blade added

2. After approximately 30 seconds, right-click the target server in the RC console resource tree, and select [Hardware
Maintenance]-[Re-configure] from the popup menu.

The [Re-configure Hardware Properties] dialog is displayed.
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3. Click the <OK> button.

The original hardware properties of the selected managed server are updated with new hardware properties obtained from the
replacement server. If the maintenance LED ison it will be turned off automatically.

* For rack-mount or tower servers
Use the following procedure to re-configure properties from replaced hardware.
1. If the Agent was aready registered, power on the server.

2. Inthe RC consoleresourcetree, right-click the target server and select [Hardware Maintenance] -[ Re-configure] from the popup
menu.

The [Re-configure Hardware Properties] dialog is displayed.
3. Enter the following item when using the HBA address rename setup service.
- Admin LAN MAC Address (NIC1)
Required only if the Agent is not registered.
- SAN Boot MAC Address (NIC2)
Enter the following item after replacing a network interface (when not using the HBA address rename setup service).
- Admin LAN MAC Address (NIC1)
4. Click the <OK> button.

The original hardware properties of the selected managed server are updated with new hardware properties obtained from the
replacement server.

9.4 Replacing Servers

This section details the procedure to follow when replacing servers.

_-ﬂlnformation

For PRIMERGY BX servers
* Replacing a server assigned with spare servers
Use the following procedure to switch applications over to a spare server and replace a server with minimal interruption.
1. Perform server switchover

Switch over the server to replace with its spare server.
Refer to "Chapter 10 Server Switchover" for details on the switchover function.
After the server has been switched over, its maintenance LED is automatically activated, and the server is powered down.

2. Replacethe server

Replace the server whose maintenance LED is activated.

Change the BIOS settings of the replacement server to match the operating environment.

Refer to "3.5 Configuring the Server Environment” of the " ServerView Resource Coordinator VE Setup Guide" for detailson
BIOS settings.

Shut down the server after completing BIOS settings.

3. Re-configure hardware properties following replacement
After replacing the server, re-configure Resource Coordinator VE with the latest hardware properties.

Refer to "9.3 Re-configuring Hardware Properties’ for details on how to re-configure hardware properties.
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4,

After hardware properties have been re-configured, the maintenance LED is automatically turned off in the RC console.

Perform post-switchover operations

Refer to "10.3 Post-Switchover Operations' and carry out the operations that must be performed after a server switchover.

* Replacing a server with no spare server assigned

Use the following procedure to smoothly replace a server and resumeits applications.

1

Put the target server into maintenance mode

Put the primary server to replace into maintenance mode.
Refer to "Appendix F Maintenance Mode" of the "ServerView Resource Coordinator VE Setup Guide" for details on the
mai ntenance mode.

Collect a system image backup

For local boot servers, collect a system image backup when possible.
Refer to "Chapter 8 Backup and Restore" for details and conditions of system image backups.
In a SAN boot environment, the boot disk can be restored without having to back up and restore a system image.

Activate the maintenance LED

Activate the maintenance LED on the server that is to be replaced before shutting it down.
Refer to "9.2 Maintenance LEDs' for details on how to activate maintenance LEDs.

Replace the server

Replace the server whose maintenance LED is activated.

Change the BIOS settings of the replacement server to match the operating environment.

Refer to "3.5 Configuring the Server Environment" of the " ServerView Resource Coordinator VE Setup Guide" for detailson
BIOS settings.

Shut down the server after completing BIOS settings.

Re-configure hardware properties following replacement
After replacing the server, update Resource Coordinator VV E with the latest hardware properties.
Refer to "9.3 Re-configuring Hardware Properties’ for details on how to re-configure hardware properties.

After hardware properties have been re-configured, the maintenance LED is automatically turned off in the RC console.

Restore the boot disk
- Local boot
There is no need to restore the boot disk if the original disk is installed on the replaced server. Simply power on the
replacement server.
Otherwise, if a system image backup was taken, restore that backup.
Refer to "8.3 Restoring System Images" for details on how to restore a system image. After the system image is restored,
the server will be automatically powered on.
If abackup of the system image does not exist, run the installation program again.
- SAN boot
The replaced server can be easily configured to access the original boot disk using HBA address rename. Therefore, there
is no need to restore the boot disk. Simply power on the replacement server.
Release maintenance mode

Release the replaced server from maintenance mode.
Refer to "Appendix F Maintenance Mode" of the "ServerView Resource Coordinator VE Setup Guide" for details on
mai ntenance mode.

* Serverswith no Agent registered

Use the following procedure to replace servers on which the Resource Coordinator VE Agent was not registered.



1. Activate the maintenance LED

Activate the maintenance LED on the server that is to be replaced. Shut down the server if it is still powered on.
Refer to "9.2 Maintenance LEDS" for details on how to activate maintenance LEDS.

2. Replace the server

Replace the server whose maintenance LED is activated.

Change the BIOS settings of the replacement server to match the operating environment.

Refer to "3.5 Configuring the Server Environment” of the "ServerView Resource Coordinator VE Setup Guide" for details on
BIOS settings.

Shut down the server after completing BIOS settings.

3. Re-configure hardware properties following replacement
After replacing the server, update Resource Coordinator VE with the latest hardware properties.
Refer to "9.3 Re-configuring Hardware Properties’ for details on how to re-configure hardware properties.

After hardware properties have been re-configured, the maintenance LED is automatically turned off in the RC console.

For Rack-Mount and Tower Servers
* Replacing a server assigned with spare servers
Use the following procedure to switch applications over to a spare server and replace a server with minimal interruption.

1. Perform server switchover
Switch over the server to replace with its spare server.
Refer to "Chapter 10 Server Switchover” for details on the switchover function.
The server to replace is automatically powered off after switchover.

2. Replacethe server
Replace the target server.
Change the BI1OS settings of the replacement server to match the operating environment.

Refer to "3.5 Configuring the Server Environment" of the " ServerView Resource Coordinator VE Setup Guide" for details on
BIOS settings.

Shut down the server after completing BIOS settings.

Configure the remote management controller of the replacement server with the same IP address, user name, password and
SNMP trap destination as those set on the original server.

3. Re-configure hardware properties following replacement
After replacing the server, re-configure Resource Coordinator VE with the latest hardware properties.
Refer to "9.3 Re-configuring Hardware Properties' for details on how to re-configure hardware properties.

4. Perform post-switchover operations
Refer to "10.3 Post-Switchover Operations' and carry out the operations that must be performed after a server switchover.

* Replacing a server with no spare server assigned
Use the following procedure to smoothly replace a server and resume its applications.
1. Put the target server into maintenance mode

Put the primary server to replace into maintenance mode.
Refer to "Appendix F Maintenance Mode" of the "ServerView Resource Coordinator VE Setup Guide" for details on
mai ntenance mode.
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2. Create a system image backup

For local boot servers, create a system image backup when possible.
Refer to "Chapter 8 Backup and Restore" for details and conditions of system image backups.
In a SAN boot environment, the boot disk can be restored without having to back up and restore a system image.

3. Shut down the server

Shut down the server to replaceif it is still powered on.
Refer to "Chapter 6 Power Control" for details on shutting down servers.

4. Replacethe server

Replace the target server.

Change the BIOS settings of the replacement server to match the operating environment.

Refer to "3.5 Configuring the Server Environment” of the " ServerView Resource Coordinator VE Setup Guide" for details on
BIOS settings.

Shut down the server after completing BIOS settings.

Configure the remote management controller of the replacement server with the same IP address, user name, password and
SNMP trap destination as those set on the original server.

5. Re-configure hardware properties following replacement

After replacing the server, update Resource Coordinator VE with the latest hardware properties.
Refer to "9.3 Re-configuring Hardware Properties” for details on how to re-configure hardware properties.

6. Restore the boot disk
- Local boot

There is no need to restore the boot disk if the original disk is installed on the replaced server. Simply power on the
replacement server.

Otherwise, if a system image backup was taken, restore that backup.

Refer to "8.3 Restoring System Images" for details on how to restore a system image. After the system image is restored,
the server will be automatically powered on.

If abackup of the system image does not exist, run the installation program again.

- SAN boot

The replaced server can be easily configured to access the original boot disk using HBA address rename. Therefore, there
is no need to restore the boot disk. Simply power on the replacement server.

7. Release maintenance mode

Rel ease the replaced server from maintenance mode.
Refer to "Appendix F Maintenance Mode" of the "ServerView Resource Coordinator VE Setup Guide" for details on
mai ntenance mode.

* Serverswith no Agent registered
Use the following procedure to replace servers on which the Resource Coordinator VE Agent was not registered.
1. Shut down the server

Shut down the server to replaceif it is still powered on.
Refer to "Chapter 6 Power Control" for details on shutting down servers.

2. Replacethe server

Replace the target server.

Change the BIOS settings of the replacement server to match the operating environment.

Refer to "3.5 Configuring the Server Environment" of the "ServerView Resource Coordinator VE Setup Guide" for details on
BIOS settings.

Shut down the server after completing BIOS settings.

Configure the remote management controller of the replacement server with the same |IP address, user name, password and
SNMP trap destination as those set on the original server.
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3. Re-configure hardware properties following replacement

After replacing the server, update Resource Coordinator VVE with the latest hardware properties.
Refer to "9.3 Re-configuring Hardware Properties’ for details on how to re-configure hardware properties.

9.5 Replacing Server Components

This section explains how to replace server components.

* Replacing a network interface

The procedure used to replace a network interface is the same as that described in "9.4 Replacing Servers'.
Refer to "9.4 Replacing Servers' for details.

If the target server is running Red Hat Enterprise Linux 5, log in with administrative privileges on the server and run the following
command.

# Jusr/local/shin/machindconfig update <RETURN>

* Replacing an HBA

The procedure used to replace an HBA is the same as that described in "9.4 Replacing Servers'.

Refer to "9.4 Replacing Servers' for details.

When using 1/O virtualization, the replacement HBA will automatically inherit the WWN originally set on the replaced HBA.
Therefore, there is no need to re-configure access paths on the storage side.

* Replacing a boot disk (in local-boot environments)
Use the following procedure to replace a boot disk.
1. Replace the faulty boot disk with a new one.

2. If abackup of the original boot disk was taken, restore it to the new replacement disk.

_-ﬁlnformation

The backup and restore functions available in Resource Coordinator VE can be used to restore the boot disk contents.
Refer to "Chapter 8 Backup and Restore" for details.

* Replacing other server components

No specific action is required in Resource Coordinator V E when replacing onboard server components like memory modules or other
parts.

9.6 Replacing Non-server Hardware

This section explains how to replace hardware external to servers.

* Replacing a chassis

No specific action is required in Resource Coordinator VE.
* Replacing a management blade

No specific action is required in Resource Coordinator VE.
* Replacing a LAN switch blade

After replacing a PRIMERGY BX LAN switch blade, update the new LAN switch blade with the VLAN settings that have been
previously configured in Resource Coordinator VE.
Use the following procedure to replace aL AN switch blade.

1. Replacethefaulty LAN switch blade.



2. Restore the LAN switch blade configuration backup (which includes all of the LAN switch blade settings) to the new LAN
switch blade.

If the LAN switch blade configuration has not been backed up yet, it has to be restored by configuring each setting (except
VLAN settings) to the same values set during the initial installation.

Refer to the manual of the LAN switch blade used for details on how to back up and restore LAN switch blade configurations.
3. Update the new LAN switch blade with the latest VL AN settings configured in Resource Coordinator VE.
a. Inthe RC console resource tree, right-click the target LAN switch blade, and from the popup menu, select [Restore].
The [Restore LAN switch] dialog is displayed.
b. Click the <OK> button.
VLAN settings are applied to the specified LAN switch blade.

QT Note

To replace LAN switch blades with different models, first delete the LAN switch blade that is registered, and then register the
replacement LAN switch blade.

After the LAN switch blade is registered, the VLAN settings must be configured for the internal and external ports.

For details on the VLAN settings, refer to "6.2.1 Configuring VLANs on LAN Switches" in the " ServerView Resource Coordinator
VE Setup Guide".

* Replacing a Fibre Channel switch blade
No specific action is required in Resource Coordinator VE.

* Replacing a power monitoring device (PDU or UPS)

After replacing a power monitoring device, re-configure the power monitoring device's (PDU or UPS) hardware properties.
Use the following procedure to replace a power monitoring device.

1. Replace the faulty power monitoring device.

2. Set the same Admin LAN IP address and SNMP community on the replacement device to the same values as those that were
set on the faulty device.

3. Re-configure the power monitoring device's hardware properties.

a. Inthe RC consoleresourcetreeright-click the target power monitoring device (PDU or UPS), and from the popup menu,
select [Hardware Maintenance]-[Re-configure].

The [Re-configure Hardware Properties] dialog is displayed.
b. Click the <OK> button.

The target power monitoring device's hardware properties are re-configured.
* Replacing a storage blade

No specific action is required in Resource Coordinator VE when replacing a storage blade that does not contain the boot disk of a
server blade.

Use the following procedure to replace a storage blade that contains the boot disk of a server blade.
1. Replacethe storage blade.
2. Insert the server blade's boot disk in the new storage blade.

3. If the boot disk's content was backed up, restoreit.

_-ﬂlnformation

The backup and restore functions provided by Resource Coordinator VE can be used to restore the boot disk's content.



Refer to "Chapter 8 Backup and Restore" for details.

* Replacing aLAN switch
No specific action is required in Resource Coordinator VE when replacing a LAN switch.



IChapter 10 Server Switchover

This chapter explains how to use the server switchover function.

10.1 Overview

Server switchover isafunction that enables applicationsto be switched over to and restarted on apre-assigned spare server when aprimary
server fails or needs to be shut down for maintenance.

Server switchover isthe basis for the Auto-Recovery function, which is able to automatically switch over applications to a spare server
upon failure.

Server switchover settings should be configured before using the server switchover function.

Refer to "Chapter 9 Server Switchover Settings' of the "ServerView Resource Coordinator VE Setup Guide" for details on server
switchover settings and an overview of the server switchover function.

Qn Note

When the switchover method isbackup and restore

When backing up or restoring system images, or collecting or deploying cloning images, no more than four processes can be executed
simultaneously. If four processes are already executing, any system image restore triggered by a switchover or failback operation will
enter await state. Any process put under wait state will be resumed after one of the already running processes completes.

10.2 Switchover

A server switchover can be triggered either manually from the user, or automatically with the Auto-Recovery function.

Regardlessof what action triggered aswitchover, the user must deci dewhether to switch back applicationstotheir original server (failback),
or let the spare server indefinitely take over those applications (takeover). Choosing takeover will result in the spare server becoming the
new active server.

Refer to "10.3 Post-Switchover Operations” for details.

Different switchover methods are available according to each server's hardware configuration. Refer to the "Note" in "1.2 Hardware
Environment” in the "ServerView Resource Coordinator VE Installation Guide" for details.

Qn Note

+ During switchover, server restarts and configuration changes may trigger SNMP Traps (which are shown in the Event Log).
For details, refer to "Chapter 1 Resource Coordinator VE Messages' of the " ServerView Resource Coordinator VE Messages'.

* When using the backup and restore switchover method, do not start up the origina primary server during or after the switchover
operation.
The primary server and spare server both run the same system image. Having the two servers running together will cause conflicts of
I P addresses and other information. This can adversely affect the applications recovered on the spare server.
If it becomes necessary to start the primary server, for maintenance or other tasks, ensurethat it does not start up from the same system
image as that of the spare server. This can be done by turning off the spare server first, or by stopping the primary server at its BIOS
screen (before startup of the OS).

* When using PRIMERGY BX servers, the maintenance LED of a switched over server is automatically activated.

Auto-Recovery

By enabling Auto-Recovery in the spare server settings of a server, it will be automatically switched over to a spare server when its status
changesto either "error" or "fatal", and no response is obtained from its OS.
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Manual Switchover

Use the following procedure to manually switch over applications from a primary server to a spare server.
Manual switchover can be either performed at will when necessary, or to verify that the switchover process operates properly.
Refer to "Conditions for Server Switchover" in "9.3 Server Switchover Conditions" of the " ServerView Resource Coordinator VE Setup

Guide" for details on the conditions for a server switchover.

1. Inthe RC consol€e's resource tree, right-click the physical OS or VM host to be switched, and from the popup menu select [Spare
Server]-[Switchover].

The [Execute Switchover Operation] dialog is displayed.
2. Select the switchover destination server.
If "Automatic allocation” is selected, the switchover destination server is automatically selected.

3. Click the <OK> button.
The primary server stops, and the physical OS or VM host starts on the spare server.

.-ﬂlnformation

10.3 Post-Switchover Operations

After a switchover was performed (either manually or automatically), perform either one of the following post-switchover recovery

procedures.
Refer to "Chapter 9 Hardware Maintenance” for details on how to replace hardware.

* Server failback procedure
1. Replacefailed server hardware
2. Perform a"Failback" operation to return to a pre-switchover configuration.
* Server takeover procedure
Perform the following two operations.
- Replace failed server hardware

- Perform a"Takeover" operation to keep the configuration created by a server switchover.

_-ﬂlnformation

Failback

Use the following procedure to return to a pre-switchover configuration.
Refer to "Conditions for Server Failback" in "9.3 Server Switchover Conditions" of the "ServerView Resource Coordinator VE Setup

Guide" for details on the conditions for a server failback.

1. Inthe RC consol€'s resource tree, right-click the physical OS or VM host that was switched over to the spare server, and from the
popup menu select [Spare Server]-[Failback].

The [Server recovery Failback] dialog is displayed.
2. Click the <OK> button.

The spare server isstopped and the server OSis switched back to the primary server. Theprimary server finally startsup and resumes
its applications.
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& Note

* When using the backup and restore switchover method, do not start up the origina spare server during or after the failback
operation.
The primary server and spare server both run the same system image. Having the two servers running together will cause conflicts of
I P addresses and other information. This can adversely affect the applications switched back to the spare server.
If it becomes necessary to start the spare server, for maintenance or other tasks, ensure that it does not start up from the same system
image asthat of the primary server. This can be done by turning off the primary server first, or by stopping the spare server at its BIOS
screen (before startup of the OS).

+ When using the backup and restore switchover method, and newly generated data on the spare server needs to be transferred to the
primary server, back up the spare server before performing the failback.
Refer to "Backing up a System Image" in "8.2 Backing Up System Images" and apply the backup instructions to the spare server.
Unlessthereis aneed to keep the data that was generated on the spare server while active, backup of the spare server can be skipped.
In that case, a system image backed up prior to failure will be restored to the primary server.

* When using PRIMERGY BX servers, the maintenance LED of a primary server is automatically deactivated after a server failback.

Takeover

Use the following procedure to keep the configuration created by a server switchover:

1. Inthe RC consol€'s resource tree, right-click the physical OS or VM host that was switched over to the spare server, and from the
popup menu select [Spare Server]-[Takeover].

The [Takeover] dialog is displayed.
2. Click the <OK> button.

The spare server continues operating as the primary server and the server that functioned as the primary server before switchover
becomes a spare server.
If the spare server was originally shared by multiple servers, those serverswill now usethe original primary server asaspare server.

jﬂ Example
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1. Statusbefore switchover
Application 1: Server A (active) - Server B (spare)
Application 2: Server C (active) - Server B (spare)

2. Status after afault in Server A triggered a switchover of Application 1
Application 1: Server A (fault) - Server B (active)
Application 2: Server C (active) - Server B (*1)

3. Status after replacing server A and letting Server B take over Application 1
Application 1: Server B (active) - Server A (spare)
Application 2: Server C (active) - Server A (spare)

*1: At this point, manual switchover or automatic recovery from server C to server B becomes impossible.

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

;ﬂ Note

Onceserver switchover hastaken place, Auto-Recovery and manual server switchover cannot be performed until either failback or takeover
has been executed.
Perform either failback or takeover to enable switchover to be performed again.



Chapter 11 Maintaining Software with Cloning [Windows/
Linux]

This chapter explains how to perform software maintenance using server cloning.

11.1 Overview

Cloning servers allows usersto apply patches, install or modify installed software on amanaged server before propagating those changes
to other servers.

After performing necessary maintenance tasks on one managed server, a cloning image can be collected from that server and deployed to
other servers. This minimizes the time required for the software maintenance of multiple managed servers while preventing operation
mistakes.

Using the network parameter auto-configuration function also enables automatic configuration of Public LAN settings for each cloned
server. Thisis done by actually re-configuring the network interfaces used for the Public LAN following deployment of a cloning image.

Refer to "Chapter 8 Cloning [Windows/Linux]" of the "ServerView Resource Coordinator VE Setup Guide" for details on the cloning
function.

QJ] Note
+ Software maintenance tasks performed using the cloning function only apply to servers that share the same hardware and software

configuration.

* Deployment of acloning image will reset the VLAN settings used for the public LAN of each target server. Those settings should be
restored either manually or automatically using the network parameter auto-setup function.

+ Thefollowing datawill also be reset on the servers to which a cloning image is deployed. If necessary, this data should be manually
backed up (copied) before deployment, and restore once complete.

- OS system logs
- Application settings and logs

+ Thisfunction is not available for servers running a SUSE Linux Enterprise Server operating system.

11.2 Software Maintenance Procedure

This section describes how to perform maintenance operations on managed servers.

M aintenance operations should be performed first on one reference server before propagating changes to the remaining target servers.
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Figure 11.1 Software maintenance procedure using cloning

1. Putthe reference server into maintenance mode

7

2. Perfarm sofhware maintenance

.

3. Check operation

.

4. Collect the cloning image

7

4. Release the reference semver
fram maintenance mode

.

6. Deploy the cloning imange

Each of these stepsis explained below.

1

Put the reference server into maintenance mode

Be sure to stop all applications on the target server before continuing.
In the RC console resource tree, right-click the target server (or physical OS or VM host) to put into maintenance mode, and select
[Maintenance Mode]-[ Set] from the popup menu.

Refer to "Appendix F Maintenance Mode" in the " ServerView Resource Coordinator VE Setup Guide" for details on maintenance
mode.

Perform software maintenance
Perform the necessary software maintenance tasks (patch application, software addition or modification) on the reference server.
Check operation

After completion of maintenance tasks, confirm that the OS and applications still operate properly to validate the changes made
during maintenance.

Collect the cloning image
Once all changes have been validated, collect a cloning image from the reference server.

Refer to "8.2 Callecting a Cloning Image" in the " ServerView Resource Coordinator VE Setup Guide" for details on how to collect
cloning images.

Release the reference server from maintenance mode

In the RC console resource tree, right-click the server (or physical OS or VM host on the server) to be rel eased from maintenance
mode, and from the popup menu, select [Maintenance Mode]-[Release].

Refer to" Appendix F Maintenance Mode" inthe " ServerView Resource Coordinator V E Setup Guide" for detail son the maintenance
mode.

Deploy the cloning image
Propagate the changes made during maintenance by deploying the cloning image collected in step 4. to the remaining target servers.

Refer to "8.3 Deploying a Cloning Image” in the " ServerView Resource Coordinator VE Setup Guide" for details on how to deploy
cloning images.
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IChapter 12 Network Map

This chapter describes the Network Map function and its screen layout.

12.1 Overview

The Network Map displays the following information for resources managed in Resource Coordinator VE.

+ Network configuration of physical and virtual servers (including virtual switches and VM guests)
+ Statuses of network links between all resources
* VLAN configuration affecting each physical and virtual server
Network Map
Two different maps (listed below) are available within the Network Map. Switch between those maps as necessary.
*+ Overall map
Displays chassis, servers and their connections with adjacent LAN switches.
*+ Local map

Shows amore detailed map focused on the sel ected resource (chassis or server). Thismap displays resources contained in the selected
resource (e.g. server blades, switch blades, VM hosts, VM guests, virtual switches), and their connections (links) with adjacent LAN
switches or chassis. Up to two chassis can be displayed at atime.

In the Network Map, resource icons are used to represent the status of each resource. Moreover, different colors are used to represent
different link statuses.

i See

For details on resource icons, refer to "12.4 Resource |cons'.

For details on link statuses, refer to "12.5 Network Links".

The following actions are available in the Network Map.
* Switch between map types
* Screen scrolling
- Scroll button
- Map drag and drop
- Navigation map drag and drop
* Maximize the display area
* Hide the navigation map
* Hide display filter options
+ Show or hide the following information
- Resource descriptions
- Network links
- VLANs
* Resettoinitia display
* Highlight a selected resource
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* Show or hide details for the following resources
- Servers (including VM hosts)
- LAN switches
- VM guests

- Virtua switches

12.2 Preparations

The following preparations are required to add display content into the Network Map.

1. Register LAN switches (switch blades included in a chassis or external switches)

Refer to "6.1.3 Registering LAN Switches" in the "ServerView Resource Coordinator VE Setup Guide'".
The following LAN switches are supported by the Network Map.

- BX600 GbE Switch Blade 30/12
PY CB Eth Switch/IBP 1Gb 36/12

Cisco Catalyst 2950 series

Cisco Catalyst 2960 series

Cisco Catalyst 3560 series
- Cisco Catalyst 3750 series
2. Detect physical network links
a. From the RC console's menu, select [Tools]-[Topology]-[Detect physical links].
b. Click the <OK> button in the [Detect Physical Links] dialog.

& Note
* If no switch blade isregistered yet, only network links between external LAN switches will be displayed. If only one external switch
isregistered, no links will be displayed at all.

+ If anon-supported LAN switch isregistered, links may not be properly displayed for that switch.

*+ The Network Map can not display the connections between the following switch models: BX600 GbE Switch Blade 30/12 and PY
CB Eth Switch/IBP 1Gb 36/12.

+ If aLAN switch between two other switches hasn't been registered yet, or if a non-supported switch is placed in-between, links may
not display properly.

jJJ Example
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In such acase, thefollowing inconsistenciesmay bedisplayed. A LAN switch port maybe seen as being connected to multiple switches
(multiple links are shown attached to that switch port).
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12.3 Screen Layout

This section describes the Network Map's layout.

The main part of the Network Map is the network view.
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12.3.1 Network Map Layout

Network view

Shows the statuses of registered resources and the network links between them.
Map selection area

Provides buttons to select which map to display (overall map or local map).
Scroll button

Scrolls the network view into the selected direction (up, down, left or right).
Reset button

Resets the network view to itsinitial display.
Magnification slider

Maximizes or minimizes the network view.
Display filter area

Provides checkboxes to select what information to display in the network view.
Map navigation area

Shows a zoomed-out version of the selected map (including items which are too far away to be displayed in the network view).
VLAN display area

Displaysthe VLAN ID selected in the VLAN tree.

12.3.2 Map Types

This sections details the different types of map available.

Overall map

The overall map displayslinks between chassis, serversand adjacent LAN switchesfor all the resources managed in Resource Coordinator
VE.

Local map button

Selecting aresource icon in the network view will show a button on the upper-right side of this icon. Clicking this button will show
the local map.

E) Point
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Thelocal map and overall map buttonsin the map selection area (located on the upper side of the screen) areinitially disabled. Selecting
achassisin the network view will enable them.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S

Local map
Thelocal map displays all resources contained in the selected resource, as well astheir connections (network links) with other resources.

E) Point
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* Up to two chassis can be expanded in the local map.

* When two chassis are already expanded, expanding a new one will close the chassis that was expanded first.

© 00 0000000000000 0000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCO0C0C0000000000000000S
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Selecting a chassis will show all server blades, VM hosts, VM guests, virtual switches and LAN switch blades contained in that chassis,
aswell asthe external LAN switches connected to its switch blades, and the chassis that are in turn connected to those external switches.
All links between such resources are also included in the display.

Selecting a server will show all its network interfaces, as well as (for VM hosts) all VM guests, virtual switches and ports contained in
that server. Network links are also included in the display.

Expand button

Selecting aserver blade, switch blade, VM server, VM guest, virtual switch or LAN switch will show a button on the upper-right side
of itsicon. Clicking this button will expand the resource contents.

Close button
Clicking this button will close the expanded chassis contents, replacing it by a chassisicon.

E) Point
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Clicking the close button will close the detailed content (server blades, LAN switch blades) that was shown for the selected chassis.
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12.4 Resource Icons

This section describes the icons used to represent resource statuses.

12.4.1 Resource Statuses

The following table details the resource statuses associated with each icon.

Table 12.1 Chassis icons

Icon Status Meaning
! normal No errors or warning were detected from the chassis.
warning A warning was detected from the chassis.

00

unknown The chassis status could not be obtained.

error An error was detected from the chassis.
fatal A fatal error was detected from the chassis, which is now unusable.
5 stop The chassis was detected to have been powered off.




Table 12.2 Server icons

Icon Status Meaning
IJ normal No errors or warning were detected from the server.
warning A warning was detected from the server.
| B
. unknown The server status could not be obtained.
error An error was detected from the server.
fata A fatal error was detected from the server, which is now unusable.
b stop The server was detected to have been powered off.
Table 12.3 LAN switch blade icons
Icon Status Meaning
EEFE normal No errors or warning were detected from the LAN switch blade.
warning A warning was detected from the LAN switch blade.
il unknown | The LAN switch blade status could not be obtained.
error An error was detected from the LAN switch blade.
— A fatal error was detected from the LAN switch blade, which is now
fatal
unusable.
[=EH stop The LAN switch blade was detected to have been powered off.
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Table 12.4 VM host icons

Icon Status Meaning
"l"H'
normal No errors or warning were detected from the VM host.
warning A warning was detected from the VM host.
Vi
Iy
. unknown | TheVM host status could not be obtained.
error An error was detected from the VM host.
"."HI
fata A fatal error was detected from the VM host, which is now unusable.
Vi
t stop The VM host was detected to have been powered off.
Table 12.5 VM guest icons
Icon Status Meaning
y |
normal No errors or warning were detected from the VM guest.
warning A warning was detected from the VM guest.
G
g &
- unknown The VM guest status could not be obtained.
error An error was detected from the VM guest.
g X
fatal A fatal error was detected from the VM guest, which is now unusable.
) -
’ stop The VM guest was detected to have been powered off.
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Table 12.6 Virtual switch icons

Icon Status Meaning
normal No errors or warning were detected from the virtual switch.
warning A warning was detected from the virtual switch.
e
- unknown The virtual switch status could not be obtained.
error An error was detected from the virtual switch.
M
fata A fatal error was detected from the virtual switch, which is now unusable.
M|
ﬁﬂ stop The virtual switch was detected to have been powered off.

Table 12.7 LAN switch icons

Icon Status Meaning
normal No errors or warning were detected from the LAN switch.
warning A warning was detected from the LAN switch.
ﬁiﬁ unknown The LAN switch status could not be obtained.
error An error was detected from the LAN switch.
- fatal A fatal error was detected from the LAN switch, which is now unusable.
ﬁd stop The LAN switch was detected to have been powered off.

Table 12.8 Port icons

Icon

Status

Meaning

normal

No errors were detected from the port.
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Status

Meaning

arr

An error was detected from the port (e.g. its opposite port or NIC was disabled, or
the cable between this link and its opposite port or NIC was disconnected).

disabled

The port was detected to have been disabled (offline).

12.4.2 VLAN Display

The following resource icons are used when displaying VLANSs in the Network Map.

Table 12.9 Resource icons for VLAN display

Icon Meaning

.

- Chassis
R
——,

» Server

—

(=i LAN switch port
—

'Uh'l"

VM host

R
——,

G 3

- VM guest
M
B Virtual switch
LAN switch

R
n Port
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2 See
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If a problem occurs on aresource, a status icon indicating the problem is shown on top of the resource's own icon.

Refer to "12.4.1 Resource Statuses' for details on status icons.
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12.4.3 Other Icons

The following table details other icons displayed in the Network Map.

Table 12.10 Physical server icon

Icon Status Meaning
M gr Physical server | Indicatesaphysical server.

Table 12.11 Icons for map navigation

Icon Meaning
[ Chassis
Bl Server
L] VM host
<] VM guest
ia? Switch
M Virtual switch

12.5 Network Links

This section details the network links displayed in the Network Map.

12.5.1 Link Display

The following table details the physical and virtual links displayed between resources.

Table 12.12 Links
Link Meaning

— Represents a physical or virtual link

—_— Representsa VLAN link

—_— Representsa VLAN link related to the selected resource

Represents a disabled port.

12.5.2 Link Statuses
Link statuses are shown by adding colored outlines to displayed links (described in "12.5.1 Link Display").

The following table shows display examples of abnormal link statuses.
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Table 12.13 Statuses of physical or virtual links
Link Meaning

Representsalink with an error status (e.g. itsopposite port or NIC wasdisabled,
or the cable between thislink and its opposite port or NIC was disconnected).

Represents a link with awarning status. For example, an aggregated link (as
— described in "Link overlays") will show awarning statusif only asubset of its
links have an error status.

12.5.3 Aggregated Link Display

An aggregated link is made of multiple links between the same two resources (ports).

Aggregated links are shown as thick linesin the Network Map. The following diagram shows an example of aggregated link display.
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PJ Example
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Selecting adisplayed resource will focus display on that resource. In such afocus mode, all linksthat are not directly related to the selected

resource will be shown in lighter colors.

12.6 Display Filters

This section explains how to use display filters.
The display filter areaincludes the following filters (checkboxes). Selecting or unselecting afilter's checkbox will either show or hidethe

content associated with that filter.
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Display filters and their associated content are detailed below.

Resource descriptions
Enabling this filter will show name identifiers on top of each resources. Disabling it will hide those identifiers.
Thisfilter is enabled by default.

Physical links
Enabling thisfilter will show all physical links between resources. Disabling it will hide those links.
Thisfilter is enabled by default.

VLANS
Enabling this filter will show the VLAN selected in the VLAN tree. Disabling it will hide this VLAN.
Thisfilter is enabled by default.
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IChapter 13 Power Consumption Data

This chapter explains how to export the power consumption data that was collected from the power monitoring devices (PDU or UPS)
registered in the power monitoring environment, and describes the exported data's format.

13.1 Overview

This section explains the kind of power consumption data that is collected from registered power monitoring devices (PDU or UPS).

Resource Coordinator V E cal culatesthe power (in Wetts) and energy (Watt-hours) consumed by apower monitoring device by multiplying
its collected electrical current (Amperes) by its registered voltage value (Volts). This data can then be exported to afilein CSV format.
This data can then be summarized or visualized as a graph using an external tool such as Excel to obtain agraphical representation of the
power consumed by each of the registered power monitoring devices.

4}1 Note

Thisdatashould only be used asareferenceto eval uate the power consumption status. It should not be used as an exact power consumption
measurement for billing purposes.

.-ﬂlnformation

In Resource Coordinator VE, power consumptionis cal culated asthe product of electrical current (A) multiplied by voltage (V). Normally,
power consumption is the product of an electrical current multiplied by a voltage and an additional phase factor (if the phase difference
between the current and voltage isdefined as " g ", this factor is expressed as "cosg").

13.2 Exporting Power Consumption Data

This section explains how to export power consumption data.

Power consumption data can be exported in CSV format for each power monitoring device (PDU or UPS) that is registered in the power
monitoring environment.
The exported data can be selected by specifying the desired data types (power and energy), time spans, and sampling rate.

Use the following procedure to export power consumption data.

1. In the power monitoring devices tree on the RC console, right-click the target power monitoring device, and select [Export]-
[Environmental Data] from the popup menu.

The [Export Environmental Data] dialog is displayed.
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2. Inthe[Export Environmental Data] dialog, set the following items.

Figure 13.1 [Export Environmental Data] dialog

Export Environmental Data

Choose the type and period of environmental data that will be
exported.

Target Resources

Select  Device Mame  Comments

2 ups
Data Type
Select | Data Type Unit Deszcription
Power W Instantaneous power congumption
Average . Awverage power conzumption during the
- W i
power zelected time =pan
. Total energy conzumption during the
1
r Energy i zelected time =pan
Qutput time Last hour -
span:
Rate: Finest sampling ¥
Format: Cc3V
OK Cancel Help

Target Resources

Specify the targeted device for which to export power consumption data.
Select the checkboxes of each targeted device. More than one device can be selected.

Data Type

Specify the type of the data to export.

Select the checkbox of each desired data type. More than one data type can be selected.
Output time span

Select the time span for which to export data from the drop-down menu.

Select one of the following options: "Last hour", "Last day", "Last week", "Last month", "Last year", or "Custom".
When "Custom" is selected, the "Start Date", "Start Time", "End Date", and "End Time" fields must all be specified.

Rate

Select the data sampling rate to export from the drop-down menu.
Select one of the following options: "Finest sampling", "Hourly", "Daily", "Monthly", or "Annual".

. Click the <OK> button.

In the download dialog that is displayed, specify the name of the file to be downloaded. The data will be exported to the specified
file.



13.3 Power Consumption Data File (CSV Format)

This section explains the power consumption data file format (CSV format).

Each defined item of the exported power consumption data is separated by acomma (",").
Each lineis exported in the following format.

+ Dataformat

Datais exported using the following format:

Time,power_monitoring_device name data_type).power_monitoring_device namd aala_type)...
timel,datal[,datal]...
time2,data?[,data2]...

+ Header line

The header line contains column titles identifying the data (from line 2 and later) that is displayed under each column. Each column
titleis set according to the data types that have been selected in the [Export Environmental Data] dial og.
- Time

This column displays the date and time at which each power consumption data sample was collected.

Within data lines, the entry corresponding to this column is displayed in the following format: "YYYY-MM-DD
hh:mm:ss' ("YYYY': Year,"MM': Month, " DD": Date, " hh:mm:ss': Hours:Minutes: Seconds). The time is displayed according
to the time zone set in the Admin Server operating system.

- Power monitoring device name (data typé
This column title defines the device and data type of the value displayed in the data lines under each column.
The" power_monitoring _device name” part displays the name of the selected power monitoring device.

The" data_typée' part displays the selected data type. Power (W) is shown as "power", Average Power (W) as "power-average”,
and Energy (Wh) as "energy".

+ Datalines

Each data line contains data values corresponding to each of the column titles shown in the header line.
A hyphen ("-") is displayed for any data that could not be collected.

gn Note

* Regardless of the specified power monitoring device(s), the data held within Resource Coordinator VE that fits the conditions given
for the selected time span and rate will be exported.

* Depending on the status(es) of specified power monitoring device(s), the data corresponding to the specified time span and rate may
not have been collected.
In this case, a hyphen ("-") will be displayed for any data that could not be collected.
Hyphens can be displayed when another power monitoring device (including a deleted one) has collected data at the same collection
time, and the data was not collected by the specified power monitoring device.

+ If the"Finest sampling" rateis selected in the [Export Environmental Data] dial og, the power and average power values will be equal
for each data sample.

+ If arateother than "Finest sampling" hasbeen selected in the [ Export Environmental Data] dialog, valuesfor each sample aredisplayed
asfollows. If datawas collected at the displayed sample time, that valueis displayed. If no datawas collected at the displayed sample
time, the data that was last collected in the time interval between that sample and the previous sample will be displayed.

*+ Theenergy (Wh) value of afinest sampleis calculated under the assumption that the power value (W) collected for the sample stayed
at the same value until the next sampling (in other words it is assumed that power values (W) do not vary during the duration of the
polling interval).

* For rates other than "Finest sampling", the energy valueis calculated as the sum of energy samples. The energy value of samples for
which no data could be collected will be deemed to be 0.
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* The average power (W) of each sampleis calculated from the energy value (Wh) of that sample and its corresponding time interval.
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IChapter 14 Customizing the RC Console

This chapter explains how to customize the RC console.

14.1 Event Log

This section explains how to change the number of events that can be displayed in the event log of the RC console.
Change the number of displayed events if the default settings do not allow enough events to be displayed. This may happen when alarge
number of resources are being used.

Use the following procedure to change the number of displayed events:
1. From the RC console menu, select [Tools]-[Options].
The [Options] dialog is displayed.
2. Inthe[Options] dialog, click the "Event Log" category title, and then change the following item in the area that is displayed.
Event Displayed

Enter the number of eventsto be displayed in the event log.
Enter avalue between 10 and 1000.

3. Click the <Apply> button.
The new values are applied.

_-ﬂlnformation

14.2 Dialogs

This section explains how to enable or disable display of some of the confirmation (or warning) dialogs used by the RC console.

Use the following procedure to change dialog display settings.
1. From the RC console menu, select [Tools]-[Options].
The [Options] dialog is displayed.
2. Inthe[Options] dialog, click the "Dialog" category title, and change the following settings in the displayed area.
Dialog display options (checkboxes)

To disable further display of a confirmation or warning dialog, select its corresponding checkbox.
To restore display of adisabled dialog, deselect its corresponding checkbox.

<Select All> button
Selects al dialog checkboxes.
<Deselect All> button
Deselects all dialog checkboxes.
3. Click the <Apply> button.
The new settings are applied.

14.3 External Software

This section explains how to configure the settings required by Resource Coordinator VE to interact with third party software.
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VM management console

Tolaunch an external VM management console (provided by the virtualization software used) from the RC console, users must be granted
the permission to launch this management console in the Java Plug-in policy settings. Refer to "A.2 Configuration Requirements' in the
"ServerView Resource Coordinator VE Setup Guide" for details on the VM management software clients that can be started from the RC
console.

Use the following procedure to enable launch of the VM management console.

1. Inthe RC console resource tree, right-click the target VM host or VM guest, and select [VM Management Consol€] in the menu
that is displayed.

2. The[Launch VM Management Console€] dialog is displayed.
3. Click the <OK> button.

4. If launch of the VM management console from the RC console was not enabled yet, a[Download] dialog for the Java policy setup
script is displayed.

5. Click the <OK> button.

Clicking the <OK> button will download the Java policy setup script. Save this script to an arbitrary location.
6. Executethesaved Javapolicy setup script. Thiswill configurejavapolicy settingsand allow launch of the VM management console.
7. Closeall Web browsers.

After closing all opened Web browsers, start a new Web browser and re-log into the RC console. The VM management console
can now be launched from the RC console.

_ -ﬂlnformation

Depending on script-related settings, the command prompt opened by the Java policy setup script may closed right after finishing its
execution, making it impossible to confirm whether or not the script ended successfully

In this case, use the Windows start menu to select [ Start]-[Run], and execute the following command.

wscript " full path name of the Java policy setup script'
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IChapter 15 Troubleshooting

This chapter explains how to address problems that occur, and how to collect datain order to request investigation of problems.

15.1 Types of Troubleshooting Data

If a problem occurs on a system using Resource Coordinator VE, use the following procedures to collect troubleshooting data so that
Fujitsu technical staff can investigate the problem.
Two kinds of troubleshooting data can be collected. Collect the data which is relevant to one of the situations described below:

1. Collectinitial troubleshooting data

To identify the cause of a problem, collect the data required to perform an initial diagnostic of the problem and contact Fujitsu
technical staff.

The amount of data collected is small enough to be sent by e-mail.

Refer to "15.1.1 Collecting Initial Troubleshooting Data" for more information.

2. Collect exhaustive troubleshooting data

In some cases, the cause of a problem can be identified from the initial troubleshooting data alone, but in other cases additional
information is required.

In such cases, alarge volume of datais required to perform a more exhaustive investigation and identify the cause of a problem.
As aresult, exhaustive troubleshooting datais significantly larger in size than initial troubleshooting data.

Collect and send exhaustive troubleshooting data if requested to do so by Fujitsu technical staff.
Refer to "15.1.2 Collecting Exhaustive Troubleshooting Data" for more information.

gn Note

Once a problem occurs, troubleshooting data should be collected promptly. Otherwise data necessary for a problem investigation may be
overridden.

15.1.1 Collecting Initial Troubleshooting Data

This section explains how to collect the data required to diagnose a problem's cause.

Collection Methods

Theiinitial troubleshooting data can be collected using the following methods.
Based on each collection method's characteristics, chose the appropriate one according to the environment and system state for which the
problem occurred.

+ Callecting data from the Admin Server

This method involves executing a troubl eshooting data collection command (rcxadm mgrctl snap -all) on the Admin Server.
Thismethod allows datafrom each managed server to be collected all at once viathe network. Thisiseasier than executing acommand
individually on each managed server.

Refer to "Collecting Data from the Admin Server (rexadm mgrctl snap -all)" to collect the data.

Executing the rexadm mgrcetl snap -all command requires approximately the free space determined by the following formula:
number of registered servers * 30 MB + 65 MB

+ Callecting data separately from each server

This method involves executing a data collection command (rcxadm mgrctl snap or rexadm agtctl snap) on each server.

Refer to "Collecting Data separately from each Server (rcxadm mgrctl snap, rexadm agtctl snap)” to collect the data

About 65 MB of free space is required to execute the rexadm mgrctl snap command, and about 30 MB of free space is required to
execute the rexadm agtctl snap command.
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+ Collecting HBA address rename setup service environment data

This method involves collecting data that is required for identifying the cause of a problem that occurs on the HBA address rename
setup service.

Refer to "Collecting HBA Address Rename Setup Service Environment Data" to collect the data.

About 8 MB of free space is required to collect troubleshooting data for the HBA address rename server.

& Note

[VMware]
For VMware ESX4, please also collect and send the following data to Fujitsu technical staff.

* Use the copy command to collect and send the following files.

Ivar/loglvmware/hostd.log
Ivar/loglvmware/hostd-* .1og
Ivar/loglvmware/hostd-* .10g.9z

+ Collect and send the result (output) of the following command.

Jusr/shin/esxcfg-firewall -q

Collecting Data from the Admin Server (rcxadm mgrctl snap -all)

Troubleshooting data from every managed server can be collected all at once by executing the command for collecting troubleshooting
data, rcexadm mgrctl snap -all, on an Admin Server.

The following method is used to collect data with the data collection command, rexadm mgretl snap -all.

Collection Method
Perform the following procedure on the Admin Server to collect investigation data:
1. Log on to the Admin Server with OS administrative privileges.
OS administrative privileges are required to collect troubleshooting data.

2. Execute the rexadm mgretl snap command with the -all option specified.

>" Installation_Folder\M anager \bin\rcxadm™ mgrctl snap [-dir dij -all <KRETURN>

3. Send the collected troubleshooting data to Fujitsu technical staff.

;ﬂ Note
* The Manager must be running on the Admin Server in order to collect datafrom the Admin Server. If the Manager cannot run, collect
data from each server.
* When collecting data via the Admin Server, data cannot be collected from a managed server in the following cases.
- Communication cannot be established with that server
- The server is stopped

Even in such cases, however, datawill continue to be collected from other managed servers.
Use the command execution logs to check the execution results.

Refer to "5.6 rexadm mgretl” of the " ServerView Resource Coordinator VE Command Reference” for details.
For managed servers where data collection has failed, collect data by either executing the rexadm mgrctl snap -all command on the
Admin Server again, or by executing the rcxadm agtctl snap command on the managed server where data collection failed.
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Collecting Data separately from each Server (rcxadm mgrctl snap, rcxadm agtctl snap)

In addition to the rcxadm mgretl snap -all command, which can collect troubleshooting data from all the managed servers at once, the
commands rcxadm mgrctl snap and rexadm agtctl snap are also provided. These collect data from only the server on which they are
executed.

Use the following procedure to collect data with the rexadm mgrctl snap command or the rexadm agtctl snap command.

Collection Method
Perform the following procedure on the server from which dataiis to be collected:
1. Logon to the server with OS administrative privileges.
OS administrative privileges are required to collect troubleshooting data.
2. Execute the rexadm mgretl snap command or the rexadm agtctl snap command.
Note that the command differs depending on the server from which datais collected.

- Admin Servers

>" Installation_foldeAM anager \bin\rcxadm" magrctl snap [-dir dif <RETURN>

- Managed servers

[Windows]

>" Installation_foldeAAgent\bin\rcxadm” agtctl snap [-dir di] <RETURN>

[Linux/VMware]

# [opt/FISVrcxat/bin/rcxadm agtctl snap [-dir dil <RETURN>

3. Send the collected information to Fujitsu technical staff.

Refer to "5.1 rexadm agtetl” and 5.6 rexadm mgrctl” of the " ServerView Resource Coordinator VE Command Reference” for details.

Collecting HBA Address Rename Setup Service Environment Data

The following method is used to collect the troubleshooting data necessary to investigate problems that occur on an HBA address rename
setup service.

Collection Method

Perform the following procedure on the HBA address rename setup server to collect troubleshooting data.
Collect data directly, using atool such as Windows Explorer.

1. Collect the data under the following folder: /nstallation_foldeAWWN Recovery.

From the HBA address rename server, collect the log file installation_foldenWWN Recovery\rexinstaller.log, and al files and
folders under the following folder: /nstallation_foldenWWN Recovery\var.

2. Take ascreenshot of the window displayed when the problem occurred.

Perform the following operation on the server for HBA address rename setup service from which the dataisto be collected in order
to take a screenshot of the window:

Pressthe Print Screen key to copy image data onto the Clipboard, and then paste the image datainto an image editing tool and save
it asahitmap file.
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3. Obtain system version information.

From Windows explorer, right-click the "My Computer" icon, and from the popup menu select "Properties”.
In the [System Properties] dialog click the "General" tab and use the procedure explained in step 2 to obtain information such as
the OS type, version and level, and service pack number.

4. Send the collected information to Fujitsu technical staff.

15.1.2 Collecting Exhaustive Troubleshooting Data

This section explains how to collect exhaustive troubleshooting data.

When the cause of a problem cannot be determined from the initial troubleshooting data, exhaustive troubleshooting data becomes
necessary.

About Collection Methods

The troubleshooting data used to identify the causes of problems is collected by executing troubleshooting data collection commands
(rexadm mgretl snap -full or rexadm agtctl snap -full) on each server.
About 80 MB of free spaceis required to use this function.

Collection Method
Perform the following procedures on the server from which data is to be collected:
1. Logon to the server with OS administrator privileges.
OS administrative privileges are required for collecting investigation data.
2. Execute the rexadm mgretl snap -full command or the rexadm agtetl snap -full command.
Note that the command differs depending on the server from which datais collected.

- Admin Server

>" Installation_foldeAM anager\bin\rcxadm" mgrctl snap -full [-dir dfff <RETURN>

- Managed servers
[Windows]

>" Installation_foldeAAgent\bin\rcxadm®” agtctl snap -full [-dir dil <RETURN>

[Linux/VMware]

# [opt/FISVrcxat/bin/rcxadm agtctl snap -full [-dir dil <RETURN>

3. Send the collected information to Fujitsu technical staff.
Refer to "5.1 rexadm agtetl™ or 5.6 rexadm mgretl” of the "ServerView Resource Coordinator VE Command Reference” for details.

L:n Note

[Hyper-V]

The following files should also be collected manually and sent to Fujitsu technical staff.

OS system log
All files under the windows_foldeAsystem32\wbem\logs
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15.2 OS Startup Issues (with I/O Virtualization)

This section explains the troubleshooting operations to perform when a managed server that uses I/O virtualization fails to boot.

* When using HBA address rename

When using HBA address rename, the WWN that was set for the server's HBA is set from the Manager when the power to the server
isturned on again.
When errors occur within the Admin Server, the HBA address rename setup service sets the WWN for the server's HBA.

Use the following procedure to confirm and correct the problem.

1.

15.3

If the server had been replaced immediately beforehand, check the following:

Confirm that hardware information was successfully re-configured following server replacement.
For details, refer to "9.3 Re-configuring Hardware Properties'.

Check the storage environment.

Check that the WWN set for the server's HBA have access to the appropriate storage device and logical volume. Set a proper
access path if none was configured yet.

For details, refer to "3.7 Configuring the Storage Environment" of the " ServerView Resource Coordinator VE Setup Guide".
Check the Manager's startup status.

Refer to "5.1 Manager” of the "ServerView Resource Coordinator VE Setup Guide" for details on how to check the startup
status of the Manager.

Perform either one of the following based on the Manager's startup status.
- If the Manager is not running

Start the Manager.
If the Manager cannot start because of a server fault, for example, recover the server after completing step 5.

- If the Manager is already running

Occasionally the timing of the Manager startup can prevent it from controlling amanaged server. If thisisthe case, restart
the managed server.

Even if the Manager isrunning, if communication problems happen on the Admin LAN (due to network interface, cabling
or LAN switch issues), the managed server will not start. After performing step 5, the LAN configuration must be repaired.

Check the running state of the HBA address rename setup service.

Check the running state of this service in the server for HBA address rename setup service.
Start the server where this service has been set up if it is not running yet, then start the managed server.
The WWN for the server's HBA will then be set up using the most recent state synchronized with the Admin Server.

. Check the managed server console.

Check the managed server's console to confirm that it has successfully started up.
If an error message is output, take action according to the corresponding message ID in "Messages'.

. For servers other than PRIMERGY BX servers, check that the MAC address entered at registration is correct. If incorrect, re-

configure the server's hardware properties.

The registered MAC address can be confirmed in the [Resource Details] tab for the corresponding physical server.
Refer to "2.5.2 [Resource Details] tab" in the " ServerView Resource Coordinator VE Setup Guide" for details.

. Check the network environment

Make sure that there are no DHCP or PXE servers running on the subnet used by managed servers.

'unknown" Server Status

This section explains how to troubleshoot a registered managed server whose statusis "unknown" even though the managed server is still

running.
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When errors or warning messages are displayed in the event log, take the appropriate action by referring to the " ServerView Resource
Coordinator VE Messages'. Check the following points and correct the cause of any problems:

+ Communication between the Admin Server and the server management device is not possible.

Check if it is possible to connect to either the Web or telnet interface of the server management device (management blade or remote
management controller).

+ Communication between the Admin Server and the managed server is not possible.

Check that the same VLAN ID is set for the LAN switch blade port used by the Admin LAN so that communication between the
managed server and Admin Server is possible.

When changing VLAN IDsonthe Admin LAN, changethe VLAN ID for the LAN switch blade's port connected to the Admin Server
aswell asthe VLAN ID of the Admin IP addressin order to enable communication from the Admin Server to the LAN switch blade.
Then change the VLAN ID for the Admin LAN to the managed server.

Refer to "3.2.1 Network Configuration™ and "6.3.2.8 Changing the VLAN Settings of aLAN Switch" of the " ServerView Resource
Coordinator VE Setup Guide" for the overview and the setup of VLAN for the managed server.

* Communication is not allowed for the ports used by Resource Coordinator VE

Allow communication for the ports described in " Appendix C Port List" of the " ServerView Resource Coordinator VE Setup Guide".
* The Resource Coordinator VE Agent is not running

Make sure that the Agent is running on the managed server.
+ The ServerView Agent is not running.

For PRIMERGY servers, check whether the ServerView Agent is running properly on the managed server.

[Windows/Hyper-V]
From the Windows Control Panel, open "Administrative Tools" and then open the [Services] window. Check that the status of the
Server Control Service and SNMP Serviceis shown as "started".

[Linux/VMware]
Execute the following commands to check if the ServerView Agent daemon is running.

# [etc/init.d/srvmagt status <RETURN>
# letclinit.d/eecd status <RETURN>
# [etc/init.d/snmpd status <RETURN>

The above commands are not available if the ServerView Agent is not installed. In this case install the ServerView Agent on the
managed server.

If theabove commandsindicatethat the ServerView Agentisnot running, refer to the ServerView Agent manual to start the ServerView
Agent.

* SNMP community settings are incorrect

Make sure that the SNM P community settings on the management blade and managed server match those set in Resource Coordinator
VE during chassis and server registration.

*+ Hardware properties were not re-configured after replacing the server.

Identify the MAC address of the replacement server, and check if it isthe same address asthat set for the Admin LAN (MAC address)
in the [Resource Details] tab of the RC console.

If the MAC address is different, re-configure the hardware properties from the RC console.
* No information could be obtained from the virtualization software running on the managed server.

In environments where no VM management software was registered, or for VM hosts that are not managed by a VM management
software, the status of a VM guest is displayed as "unknown" if its information could not be obtained from the server virtualization
software used to run that VM guest. Check whether the virtualization software is operating correctly.

If it is operating correctly, its account information (user account name and password) may have changed. As aresult, the settings no
longer correspond to those registered in Resource Coordinator VE. In that case, change the virtualization software's account settings
registered in Resource Coordinator VE.
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Refer to "6.3.2.7 Changing VM Host Login Account Information” of the "ServerView Resource Coordinator VE Setup Guide" for
details.

+ Noinformation could be obtained from VM management software

In environments where a VM management software was registered, the status of a VM guest (on a VM host managed by this VM
management software) is displayed as"unknown™ if itsinformation could not be obtained from the VM management software. Check
whether the VM management software is operating correctly.

If it is operating correctly, its account information (user account name and password) may have changed. As aresult, the settings no
longer correspond to those registered in Resource Coordinator VE. In that case, change the VM management software's account
settings registered in Resource Coordinator VE.

Refer to"6.3.5 Changing VM Management Software Settings" of the " ServerView Resource Coordinator VE Setup Guide” for details.
* The remote management controller's IP address, user name, or password was changed after server registration

Change the I P address, user name and password settings registered for this remote management controller in Resource Coordinator
VE.

Refer to "6.3.2.5 Changing Remote Management Controller Settings' in the " ServerView Resource Coordinator VE Setup Guide" for
details.

* High load on the Admin Server, server management unit or managed server

Resource statuses may be temporally shown as "unknown".

15.4 Image Operation Issues [Windows/Linux][Hyper-V]

If the Admin Server IPaddressthat was set upinthe"Register Admin Server Information” dialog describedin2.2.2 Install ation [Windows/
Hyper-V]", or step 5. of "2.2.3 Installation [Linux/VMware]" of the" ServerView Resource Coordinator VE Installation Guide” isincorrect,
the following message is displayed when collecting or deploying cloning images, or when backing up or restoring system images.

FJSVrcx:ERROR:68295:depl oyment engine error:
no response from the managed server node. invalid BIOS setting found detai/

detail

The information describing error detailsis displayed.
Use the following procedure to confirm and correct the problem.
[Windows/Hyper-V]

1. On the managed server, select [Start]-[Run], and then execute the following command.

Installation foldehAgent\scw\config.bat

The IP address of the Admin Server that has been set up and the port settings are displayed.
QJ] Note
Note the "Development Server" referred to in this section actually refersto the Admin Server.

2. Inthe Development Server field, check that either the Admin Server IP address or the server nameis correctly set up.
If the settings are incorrect, change the value displayed and click the <OK> button.

Ln Note

When entering the server name, check that the | P address on the managed server side of the Admin Server can be resolved from the
server name.

3. Inthe confirmation dialog asking to restart the client agent, click the <Y es> button.
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[Linux]
1. Open the /etc/scwagent.conf file on the managed server.
Confirm the Admin Server |P address and the settings of the port currently being used.
2. Intheserver_ip field, check that either the Admin Server |P address or the server name s correctly set up.
If the settings are incorrect, edit scwagent.conf directly, and then restart the managed server.

After fixing the cause of the error, execute the operation again as described in step 4. of "Message number 68295" of the "ServerView
Resource Coordinator VE Messages”.

If the settings are found to be satisfactory, take action described in "Message number 68295" of the "ServerView Resource Coordinator
VE Messages”.

15.5 Public LAN Communication Issues

This section explains how to troubleshoot communication issues for managed servers on the public LAN.

Use the following procedure to confirm and correct any problem.
* VLAN isnot correctly set up
LAN switch blade internal ports must be set to the same VLAN ID(s) as external public LAN ports.
* Public LAN IP addressis not correctly set up
Check that the public LAN IP addressis correctly set on the managed server.
- The subnet mask must be correct
- There should be no I P address conflicts
* Routing information is not correctly set up

Verify that the routing settings for the server allow for communication to an address on a different subnet.

15.6 Multipath Configuration Issues

This section explains how to troubleshoot startup issues on managed servers set with a multi-path configuration.
When using HBA address rename, the server will start in a single path configuration if the selected number of HBA ports was set to " 1"
in the"HBA Address Rename Settings" dialog. For a multi-path configuration, the number of HBA ports should be set to "2".

Refer to "6.2.2 Configuring HBA address rename" of the "ServerView Resource Coordinator VE Setup Guide" for details on how to re-
configure this setting.

15.7 Cloning Issues Following Manager Re-installation

This section explains how to troubleshoot cloning issues that occur after re-installing the Manager.

When performing a cloning image operation (collection or deployment) on a managed server that was already registered on the Manager
before re-installation, the following problem may occur. The Manager and Agent certificates may not match, resulting inthe Admin Server
being unable to communicate with its managed server. In such acase, trying to deploy or collect an image to or from the managed server
will fail. This problem occurs when the following conditions are met.

+ The Manager was re-installed, but its certificate store was not properly backed up, as described in "3.1.2 Uninstallation” of the
"ServerView Resource Coordinator VE Installation Guide"

+ Both the Manager and Agent were re-installed (and their certificates renewed), but a cloning image that was collected before the re-
installation is deployed, thus restoring an outdated Agent certificate on the managed server

Use the following procedure to correct the problem.

After correcting problem, it is al so recommended to update any cloning image that contains an outdated Agent certificatein order to avoid
further certificate problems.
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Checking the Certificates
How to check certificates

1. Stop the Manager and then display SSL certificate data by executing the following commands on the Admin Server.

>" [nstallation_foldeAM anager\bin\rcxadm™ mgr ctl stop <RETURN>
>" Installation_foldeAM anager \bin\rcxadm®” certctl list <KRETURN>

Refer to "5.2 rexadm certctl” and 5.6 rexadm mgretl” of the "ServerView Resource Coordinator VE Command Reference” for
information on these commands.

Example Results

Truststore:

Key storetype: jks
Key store provider: SUN

The key store includes four entries.

client2, May, 10, 2007, trustedCertEntry,

Certificate fingerprint (MD5): OF:4E:1C:DB:19:AE:3B:82:9D:74:93:6C:46:D8:7C:D2
clientl, May, 10, 2007, trustedCertEntry,

Certificate fingerprint (MD5): 9D:99:ED:88:CO0:8F:32:26:60:FA:4C:96:A2:34:5A:45
serverd, May, 11, 2007, trustedCertEntry,

Certificate fingerprint (MD5): DC:E3:19:59:08:6D:C4:AD:B4:C7:F6:5C:E1:52:0A:1A (*1)
server3, May, 11, 2007, trustedCertEntry,

Certificate fingerprint (MD5): 9B:EB:94:58:90:E8:09:BE:BD:FA:14:83:9D:87:3A:E4

Keystore type: jks
Keystore provider: SUN

2 entries are contained in the keystore.

client, 2007/05/11, keyEntry,

Certificate fingerprint (MD5):
AA:55:85:54:6B:57:80:4F:8C:6E:2E:AA:7C:77:DB:F6 (*2)
server, 2007/05/11, keyEntry,

Certificate fingerprint (MD5):
14:48:31:68:C9:CA:66:E1:E0:34:8A:FC:1C:17:19:EF

2. Stop the Agent and display SSL certificate data by executing the following commands on the managed server where the error
occurred.

[Windows]

>" [nstallation_foldeAAgent\bin\rcxadm®™ agtctl stop <RETURN>
>" Installation_foldenAgent\bin\rcxadm®™ certctl list <KRETURN>

[Linux]

# lopt/FISVrcxat/bin/rcxadm agtctl stop <RETURN>
# lopt/FISVrcxat/bin/rcxadm certctl list <RETURN>
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Refer to "5.1 rexadm agtcetl” and "5.2 rexadm certetl” of the "ServerView Resource Coordinator VE Command Reference” for
information on these commands.

Example Results

Truststore:

Keystore type: jks
Keystore provider: SUN

1 entry is contained in the keystore.
clientl, 2007/05/11, trustedCertEntry,

Certificate fingerprint (MD5):
AA:55:85:54:6B:57:80:4F:8C.6E:2E:AA:7C.77:DB:F6 (*2)

Key storetype: jks
Key store provider: SUN

The key store includes one entry.

server, May, 11, 2007, keyEntry,
Certificate fingerprint (MD5): DC:E3:19:59:08:6D:C4:AD:B4.C7:F6:5C:E1:52:0A:1A (*1)

3. Check the fingerprint that is contained in the Agent Keystore.

Asshown inthe examplein (*1), check that the fingerprint that is contained in the Agent Keystore is also contained in the Manager
Truststore that is shown in "Example Results' of step 1.
If itis not, refer to "Corrective Action” to take proper corrective action.

4. Check the fingerprint that is contained in the Agent Truststore.

Asshownin theexamplein (*2), check that thefingerprint that is contained in the Agent Truststore isalso contained in the Manager
Keystore that is shown in "Example Results' of step 1.
If itisnot, refer to "Corrective Action” to take proper corrective action.

Corrective Action

[Windows]

>" [nstallation_foldeAAgent\bin\rcxadm™ certctl init <RETURN>
>" Installation_foldeAAgent\bin\rcxadm” agtctl start <RETURN>

[Linux]

# /opt/FISVrcxat/bin/rexadm certctl init <KRETURN>
# lopt/FISVrcxat/bin/rcxadm agtctl start <RETURN>

>" [nstallation_foldeAM anager \bin\rcxadm” magrctl start <RETURN>

15.8 Server Switchover and Failback Issues

This section explains the troubleshooting steps to be performed when the server switchover or server failback processfails.

If server switchover or server failback is performed without all the conditions specified in "9.3 Server Switchover Conditions" of the
"ServerView Resource Coordinator VE Setup Guide" being satisfied, one of the following error messages may be outpuit:
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Switchover:

FJISVrex:ERROR:61143:switchover:failed
FJISVrex:ERROR:69122:timeout occurred while executing power control modules

Failback:

FJISVrex:ERROR:61143:failback:failed
FJISVrex:ERROR:69122:timeout occurred while executing power control modules

Use the following procedure to check and correct the problem:

1. Recheck the spare server conditionswith referenceto 9.3 Server Switchover Conditions' of the " ServerView Resource Coordinator
VE Setup Guide".
If any conditions are not satisfied, change the configuration to ensure that all conditions are met.

2. If HBA address renameis being used and the following error message is output to the managed server console, the WWN may have
failed to be set for the server HBA. Takethe action specified for "Message number 61308" of the" ServerView Resource Coordinator
VE Messages'. Note that in this case there is no need to set the WWN again.

FJSVrcex:ERROR:61308:WWN setting failed. code=%1,%2

3. Perform the switchover or failback operation again.

15.9 HBA Address Rename is Set by Mistake

This section explains the troubleshooting steps to perform when HBA address rename is mistakenly set for a managed server that does
not need it (such as when the managed server is made up of internal disks only).

If HBA address renameis set for aserver that does not have an HBA, the following message will be output to the managed server console
when the managed server is restarted:

FJISVrcx:ERROR:61308:WWN setting failed. code=%1,%2

To prevent HBA address rename from being used, delete and then reregister the managed server.

15.10 Boot Issues (Boot Order Related)

This section explains the action to take when the managed server cannot be booted from the CD-ROM, or the system disk (local disk or
SAN storage) cannot be recognized even though the managed server can be booted from the CD-ROM.

If this trouble occurs, it may mean that the priority boot order of the system BIOS is incorrect.
Refer to "BIOS Settings for Managed Servers' in 3.5 Configuring the Server Environment" of the "ServerView Resource Coordinator
VE Setup Guide", and check that the priority boot order of the system BIOS is correct.

15.11 Boot Issues (Endless Reboot Cycle)

This section explains how to troubleshoot a server stuck in an endless reboot cycle, when that server isusing HBA address rename.

Confirm the following points to identify and fix the cause of thisissue.

* Makesurethat BIOS settings were properly configured. Refer to "Bl OS Settings for Managed Servers' in "3.5 Configuring the Server
Environment” of the " ServerView Resource Coordinator VE Setup Guide" for instructions on BIOS settings.

+ Make sure that the network environment was properly configured. Refer to "Required Network Configuration when Using HBA
Address Rename" in "3.2.1 Network Configuration” of the "ServerView Resource Coordinator VE Setup Guide" for instructions on
the network configuration.

+ Make surethat all Manager services are started. Refer to "5.1 Manager" in the " ServerView Resource Coordinator VE Setup Guide"
for details on Manager services.
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Appendix A Notes on Operating ServerView Resource
Coordinator VE

This appendix provides important reminders for the operation of Resource Coordinator VE.

Server Switchover

* Servers can be set up as spare servers even if it may not be possible to switch over with them.
Ensure that server switchover is possible after setting up spare servers.
For details on server switchover conditions, refer to "9.3 Server Switchover Conditions' of the "ServerView Resource Coordinator
VE Setup Guide".

* Auto-Recovery cannot be performed if maintenance mode has not been released.
Ensure maintenance mode is released once maintenance operations are complete.

* Note the following points regarding the occurrence of afault in the switchover destination spare server during server switchover.

- Theserver switchover statereturnsto pre-switchover state. Additionally, maintenance modeis set for the switchover source server,
and server switchover processing ends. If the switchover source server is stopped, the switchover source server does not start.

- Even when more than one spare server is set for the primary server, there is no automatic switch to another spare server. Specify
the other spare server, then perform server switchover manually.

- To perform operations on the switchover source server, start the server and then release the maintenance mode. When Auto-
Recovery is enabled and the switchover source server is faulty, however, Auto-Recovery occurs when the maintenance modeis
released. Restore the switchover source server to its pre-fault status and then rel ease the maintenance mode.

Redundant Configurations for the Admin LAN

If communication issues happen on the Admin LAN, or one of the network interfaces (NIC1 or NIC2) used by a managed server on the
Admin LAN fails, the following operations may result in errors. In such cases, restore the Admin LAN network as quickly as possible.

* Backup and restore operations
+ Collection and deployment of cloning images

+ Server switchover and failback

HBA Address Rename

* With Resource Coordinator VE, the factory-set WWN of a managed server's HBA is overridden when the HBA address rename
function is used. The WWN isreset to its factory-set value when the server is deleted from Resource Coordinator VE.
Before using HBAsin an environment that is not managed by Resource Coordinator VE, first delete the server in which it ismounted
using the RC console.
Refer to "6.4.2 Deleting Managed Servers' of the "ServerView Resource Coordinator VE Setup Guide" for information on deleting
servers.

* The WWN of amanaged server is set up during startup, using a network book session to connect to the Admin Server. Once set up
with a proper WWN, the managed server reboots into its own Operating System. Therefore, a managed server may reboot during its
startup.

Changing the Manager's System Time

* When the Admin Server system time is reset to atime in the past, the resource monitoring by the Manager stops for this period. To
reset the system time to more than just afew minutes in the past, return the time and then restart the Manager.
To restart the Manager, refer to "5.1 Manager” in the " ServerView Resource Coordinator VE Setup Guide".

-80-



Appendix B Admin Server Backup and Restore

This section explains how to back up and restore the Admin Server.

B.1 Overview

The Admin Server can berecovered even when resources on the server are damaged by operator error, provided that the resources managed
by Resource Coordinator VE were backed up beforehand.

It is recommended that you create a backup once a system has been set up under Resource Coordinator VE, or after the registration,
modification or deletion of resources.

The resource files managed by Resource Coordinator VE are:
* Resource Coordinator's environment definition files (files under the installation folder)
+ System and cloning images (files under the image file storage folder)
Back up Resource Coordinator VE resources on the Admin Server using the following flow:
1. Back up certificates and session encryption keys
2. Back up system and cloning images
3. Export the system configuration file
Restore Resource Coordinator VE resources to the Admin Server using the following flow:
1. Reinstall the Manager and restore certificates and session encryption keys
2. Restore system and cloning images

3. Import the system configuration file

_-ﬂlnformation

Recovery can also be performed by first backing up the entire Admin Server disk, then restoring it.
In a clustered Manager configuration, the disk shared between cluster nodes should also be backed up and restored.
However, take note of the following:

+ Do not perform a backup or restore of the Admin Server while server switchover or failback istaking place, or while asystem image
is being backed up or restored.

+ After abackup, restoreis only possible if the configuration of the following hardware devices has not changed.
- Replacement of achassis, LAN switch, managed server, power monitoring device hardware
- Replacement of amanaged server NIC
- LAN connection between managed servers and LAN switches
- Server switchback, takeover (*1)
*1: If in switchback status after server switchover, restore can be performed.

In addition, if you are backing up Resource Coordinator V E resources on the Admin Server after backing up the entire Admin Server disk,
first restore the entire Admin Server disk, then restore according to step 2 and step 3 of "B.3 Restore”.

B.2 Backup

This section explains how to back up the Admin Server.
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& Note

* When using server switchover settings, backup cannot be performed after switchover to a spare server has been performed, so backup
must be performed following a recovery procedure. For information on the recovery method, refer to "10.3 Post-Switchover
Operations'.

+ If asecond or subsequent backup is performed, earlier backups of folders and system configuration files can be del eted after the latest
backup is complete. Delete earlier backups when disk space constraints make it advisable to do so.

+ Do not perform backup during server switchover, failback, while a system image is being backed up or restored, or while a cloning
image is being obtained or deployed.

* Inaclustered Manager configuration, the backup folder (used for any files copied during this procedure) should belocated on the disk
shared between the cluster nodes. For details on the backup folder in such environments, refer to "B.3 Configuration" in the
"ServerView Resource Coordinator VE Installation Guide".

1. Backing up certificates and session encryption keys

Copy the folder in which certificates are stored to a backup folder.
Refer to "3.1.2 Uninstallation” of the "ServerView Resource Coordinator VE Installation Guide" for information on the folder in
which certificates are stored.

Backup of session encryption keysisrequired only if you are saving a password using the -save option of the rcxlogin command.
Backup is not required if you are performing an operation that does not save a password, or if you are re-saving a password at the
time of an abnormality. For details on the rexlogin command, refer to "2.1 rexlogin” of the " ServerView Resource Coordinator VE
Command Reference”.

If you are backing up a session encryption key, copy the following folder to a backup folder:
Installation folder\M anager\Rail s\config\rcx_secret.key

The saved password will be stored in the homedirectory of the OS user account that saved the password using the rexlogin command.
In addition, it is recommended to back up of the contents of the home directory in advance.

Ln Note

This step should be performed only once (after installing the Manager).

2. Backing up system and cloning images

Copy the folder containing the system and cloning images to a backup folder.

jﬂ Example

© 00 0000000000000 0000000000000000000000000000000000000000000CO0C0C0CQ0C0C0COCOCOCOCOCOCOCOCOCO0COCOCOCO0CO0CO0CO0COCQOCQOCIEOCIEOCIEOCIEOCIEOCIETETES

Default value after installation
Installation_foldeAScwPro\depot

© 0000000000000 000000000000000000000000000000000000000000000000000000000000000000000000000000

L:n Note

Perform this procedure again after either of the following operations has been performed:
- Backing up a system image
Refer to "8.2 Backing Up System Images' for details on backing up system images.
- Collecting a cloning image

Refer to "8.2 Coallecting a Cloning Image" of the " ServerView Resource Coordinator VE Setup Guide" for details on collecting
cloning images.
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Check available disk space before backing up a system or cloning image.
For information about the disk space requirements for cloning images and system images, refer to "1.1.2.5 Dynamic Disk Space"
of the "ServerView Resource Coordinator VE Installation Guide".

3. Export the system configuration file

Export the system configuration file according to the instructions given in "7.3 Exporting the System Configuration File" of the
"ServerView Resource Coordinator VE Setup Guide".

Ln Note

To restore a system, it is necessary for all the certificates, system images, cloning images and system configuration files to have
been backed up at the sametime. It is recommended that you store all of the backed up datatogether in afolder whose name clearly
indicates the date and time of the backup.

The following settings and data will not be automatically preserved after backup and restore of the Admin Server. Follow the
following instructions to manually restore them.

- Maintenance mode

Maintenance mode is released after restore is performed. If performing backup while maintenance mode is set, record the
maintenance mode state for each managed server at backup time.

- Power consumption data for power monitoring devices
Power consumption datafor power monitoring devices cannot be restored. Before reinstalling the Manager, exporting of power
consumption data is recommended. For the operation method, refer to "13.2 Exporting Power Consumption Data’".

4. Confirm image settings
Confirm the following image settings.

- Number of system image versions

- Number of cloning image versions

- Image files folder

Refer to "5.4 rexadm imagemgr” in the " ServerView Resource Coordinator VE Command Reference” for details.

B.3 Restore

This section explains how to restore the Admin Server.

4}1 Note

In aclustered Manager configuration, restore contents from the backup folder stored on the cluster-shared disk. For details on the backup
folder in such environments, refer to "B.3 Configuration” in the " ServerView Resource Coordinator VE Installation Guide”.

1. Reinstall the Manager and restore the certificates and session encryption keys

If the Manager does not run correctly due to a damaged Manager file, uninstall the Manager, install the Manager again, and then
restore the certificates and session encryption keys.

When re-installing the Manager, use the path confirmed during backup for the image files folder.

Refer to "2.1 Manager Installation” and "3.1 Manager Uninstallation" of the "ServerView Resource Coordinator VE Installation
Guide" for details on restoring certificates.

Restore of session encryption keysisrequired only if you are saving a password using the -save option of the rcxlogin command.
Restore is not required if you are not saving a password, or if you are re-saving a password. For details on the rcxlogin command,
refer to "2.1 rexlogin® of the "ServerView Resource Coordinator VE Command Reference”.

If you are restoring a session encryption key, recover the following file that was copied at backup time to the backup folder.

Installation folder\M anager\Rails\config\rcx_secret.key
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The saved password will be stored in the home directory of the OS user account that executed the saving of the password. If the
contents of the home directory are damaged, either restore the home directory, or save the password again using the rcxlogin
command.

2. Restore the system and cloning images
Use the following procedure to restore system and cloning images.
a Stop the Manager.
Refer to "5.1 Manager” of the " ServerView Resource Coordinator VE Setup Guide" for details on how to stop the Manager.

b. Restore the backup folder that was copied in "2. Backing up system and cloning images' of "B.2 Backup" to the folder that
was specified at installation time.

FJ Example

© 00 0000000000000 000000000000000000000000000000000000000000000000C0C0COCOCOCOCOCOCO0COCOCOCOCOCO0CIOCOCOCIOCIEOCIEOCIOCEOTE

Default value after installation
Installation_folde\ScwPro\depot

© © 0000000000000 00000000000000000000000000000000000000000000000000C0C0C0C0COCOCOCOCOCOCOCOCOCOCOCOCOCOCOCIOCOCEOTE

C. Restart the Manager.
Refer to 5.1 Manager" of the " ServerView Resource Coordinator V E Setup Guide" for detailson how to restart the Manager.
3. Import the system configuration file

Import the system configuration file that was exported in "3. Export the system configuration file" of "B.2 Backup".
Refer to "7.2 Importing the System Configuration File" of the "ServerView Resource Coordinator VE Setup Guide" for details.

4. Restoreimage settings
Restore the following image settings if those had been modified at the time of backup.
- Maximum number of system image versions
- Maximum number of cloning image versions

For details on the maximum number of system image versions, refer to "6.3.1.3 Changing the Maximum Number of System Image
Versions' in the "ServerView Resource Coordinator VE Setup Guide'.

For details on the maximum number of cloning image versions, refer to "6.3.1.4 Changing the Maximum Number of Cloning Image
Versions' in the "ServerView Resource Coordinator VE Setup Guide".

4}1 Note

+ When the system configuration file is exported, in al sections, "operation” will become a hyphen ("-"). Therefore, do not import the
system configuration file until after correcting "operation” to "new". For details on the system configuration file, refer to " Appendix
D Format of CSV System Configuration Files" of the "ServerView Resource Coordinator VE Setup Guide'.

+ If you areimporting the system configuration file when the OS of the managed server isnot started, registration of the Agent will fail.
Therefore, start the OS before performing import.

* If you are setting a VM host as a spare server, leave "operation” as a hyphen (*-") in the " SpareServer" section of the corresponding
physical server. After import is completed, set the spare server of the corresponding physical server from the RC console.

* Do not perform restore during server switchover, failback, while a system image is being backed up or restored, or while a cloning
image is being collected or deployed.

* Restore only certificates, system images, cloning images and system configuration files that were backed up at the same time.

* Restorecan only be executed if none of the settings or hardware configuration changes described bel ow have been made since backing
up the Admin Server:

- Replacement of achassis, LAN switch blade, managed server or power monitoring device hardware
- Replacement of amanaged server NIC

- LAN connections between managed servers and LAN switch blades



- server switchover or takeover (*1)
*1: If in switchback status after server switchover, restore can be performed.
* A managed server using HBA address rename must be restarted after being restored.

+ Maintenance mode settings cannot be recovered after restore. Set the maintenance mode in accordance with the information recorded
at backup time.

+ If themanaged server's Agent wasregistered, perform either one of thefollowing after restoring the Admin Server to enabl e subsequent
system image backup or cloning image collection operations.

- Restart the managed server.

- Restart the Agent's "deployment service" by following the procedure described in "5.2 Agent" of the "ServerView Resource
Coordinator VE Setup Guide".

* LAN switches and physical link data (used by the Network Map) are not subject to backup.
LAN switches and physical link data should be manually restored following the instructions given in "12.2 Preparations”.
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Appendix C Event Handling Function

This appendix explains the event handling function.

This function allows execution of pre-defined scripts (batch file) whenever the Admin Server receives SNMP Traps (events) from a
registered device. This function works with the following devices.

+ Chassis (Management Blade)
* Managed Server (ServerView)
* LAN switch
The following script is executed each time an event occurs.
Installation foldeAM anager\etc\trapop.bat Argument 1 Argument 2 Argument 3 Argument 4 Argument 5 Argument 6

The default-installed script will log each event, but will not trigger any action based on those events.
However, it is possibleto trigger operations such as email notifications or callsto external management software (command calls or event
notifications) by providing a custom-script to use in place of the default script.

+ Thefollowing information is passed as arguments in trapop.bat:
- Argument 1
Message describing the event
- Argument 2
IP address of the device in which the event occurred
- Argument 3

Host name (FQDN) inferred from the IP address received in Argument 2 (when the name cannot be inferred, thisis set to the
device's |P address)

- Argument 4
Number of milliseconds counted from 01/01/1970 00:00:00 GMT until the current time
- Argument 5
Event level ("INFO", "WARNING" or "ERROR")
- Argument 6
Name of the device in which the event occurred
For the following events, however, only the event log is displayed. The event handling script is not executed.
* Eventslogged during RC console operations, command execution, or automatic server switchovers (Auto-Recovery)
- Start of processing, in-progress status, end of processing
- Changesin resource status during a running process
- Errorsthat occur within Resource Coordinator VE

* Errors detected from regular monitoring (when no SNMP Trap is sent, or when SNMP traps do not reach the Manager because of
communication errors or an abnormally high load on the system)

;ﬂ Note

In aclustered Manager configuration, it is necessary to store the same script (batch file) on both the primary and secondary nodes for this
function to work properly.

-86-



E-Mail Notification Sample

Below is an example of a trapopt.bat script that will send e-mail notifications for each event received. To use this example, remove
comments and set the following addresses to match actual environment values. Perform any additional customization if necessary.

*+ Mail server address

* Sender address

* Destination address
E-Mail Notification Sample

@cho of f

rem set MAl L_SERVER ADDRESS=ser ver . address <- mail server address
rem set MAl L_FROV-from your @- nai | . addr ess <- sender address
remset MAIL_TO=to_your @-nail.address <- destination address

rem set MAl L_SUBJECT="Resource Coordi nator VE (% COVPUTERNAMEY) event nail"

rem set SENDMAI L_VBS=sendnai | . vbs

rem set MAlI LCVD=cscri pt" %-dpO%SENDVAI L_VBS% 9%VAI L_FROW6 %VAI L_TO%
%Al L_SUBJECT% %Al L_SERVER_ADDRESS% %4 %2 %8 % %% % // nol ogo
rem %vAlI LCVD%

When actually using this script, remove all comments and enter appropriate addresses.

@cho of f

set MAI L_SERVER ADDRESS=server. addr ess <- mail server address
set MAlI L_FROVEf rom your @- mai | . addr ess <- sender address

set MAI L_TO=t o_your @- nui |l . addr ess <- destination address

set MAI L_SUBJECT="Resource Coordi nator VE (%COVPUTERNAMEY) event mail"

set SENDMAI L_VBS=sendmai | . vbs

set MAI LCMD=cscri pt " %-dpO%SENDVAI L_VBS% %Al L_FROWA6 %Al L_TO% %Al L_SUBJECT%
%VAlI L_SERVER _ADDRESS% %d 92 98 % % % //nol ogo
%VAI LCVD%

,ﬂ Information

The sample sendmail.vbs file (stored in the same folder as trapopt.bat) is making use of Windows CDO (Microsoft Collaboration Data
Objects) to connect to an external SMTP server and send e-mail notifications.

If it becomes necessary to customize the contents of notification e-mails, use this sample script as a reference for the creation of custom
scripts.

For details on VBScript and CDO, refer to the technical reference provided by Microsoft.
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Glossary

access path

A logical path configured to enable access to storage volumes from servers.

active mode

The state where amanaged server is performing operations.
Managed servers must bein active mode in order to use Auto-Recovery.
Move managed servers to maintenance mode in order to perform backup or restoration of system images, or collection or deployment
of cloning images.
active server

A physical server that is currently operating.

admin client

A terminal (PC) connected to an admin server, which is used to operate the GUI.

admin LAN

A LAN used to manage resources from admin servers.
It connects managed servers, storage and networks devices.

admin server

A server used to operate the manager software of Resource Coordinator VE.

affinity group
A grouping of the storage volumes allocated to servers. A function of ETERNUS.
Equivalent to the LUN mapping of EMC.

agent

The section (program) of Resource Coordinator VE that operates on managed servers.

Auto-Recovery

A function which continues operations by automatically switching over the system image of a failed server to a spare server and
restarting it in the event of server failure.

This function can be used when managed servers are in alocal boot configuration or a SAN boot configuration.

When using alocal boot configuration, the system is recovered by restoring a backup of the system image of the failed server onto a
Spare server.

When using a SAN boot configuration, the system is recovered by a spare server inheriting the system image of the failed server over
the SAN.

Also, when a VLAN is set for the public LAN of a managed server, the VLAN settings of adjacent LAN switches are automatically
switched to those of the spare server.

BACS (Broadcom Advanced Control Suite)

An integrated GUI application (comprised from applications such as BASP) that creates teams from multiple NICs, and provides
functions such as load balancing.

BASP (Broadcom Advanced Server Program)

LAN redundancy software that creates teams of multiple NICs, and provides functions such as |oad balancing and failover.
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blade server
A compact server device with athin chassis that can contain multiple server blades, and has low power consumption.
Aswell asserver blades, LAN switch blades, management blades, and other components used by multiple server blades can be mounted
inside the chassis.
BladeViewer
A GUI that displays the status of blade serversin astyle similar to a physical view and enables intuitive operation.
BladeViewer can aso be used for state monitoring and operation of resources.
BMC (Baseboard Management Controller)

A Remote Management Controller used for remote operation of servers.

CA (Channel Adapter)

An adapter card that is used as the interface for server HBAs and fibre channel switches, and is mounted on storage devices.

chassis

A chassis used to house server blades.
Sometimes referred to as an enclosure.

cloning

Creation of a copy of asystem disk.

cloning image

A backup of a system disk, which does not contain server-specific information (system node name, IP address, etc.), made during
cloning.

When deploying acloning image to the system disk of another server, Resource Coordinator VV E automatically changes server-specific
information to that of the target server.

environmental data

Measured data regarding the external environments of servers managed using Resource Coordinator VE.
Measured data includes power data collected from Power monitoring devices.

FC switch (Fibre Channel Switch)

A switch that connects Fibre Channel interfaces and storage devices.

fibre channel switch blade

A fibre channel switch mounted in the chassis of ablade server.

GLS (Global Link Services)

Fujitsu network control software that enables high-availability networks through the redundancy of network transmission channels.

GUI (Graphical User Interface)

A user interface that displays pictures and icons (pictographic characters), enabling intuitive and easily understandable operation.

HA (High Availability)

The concept of using redundant resources to prevent suspension of system operations due to single problems.

HBA (Host Bus Adapter)

An adapter for connecting servers and peripheral devices.
Mainly used to refer to the FC HBAs used for connecting storage devices using Fibre Channel technology.
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HBA address rename setup service

The service that starts managed servers that use HBA address rename in the event of failure of the admin server.

HBAAR (HBA address rename)
1/0 virtualization technology that enables changing of the actual WWN possessed by an HBA.

host affinity

A definition of the server HBA that is set for the CA port of the storage device and the accessible area of storage.
Itisafunction for association of the Logical Volumeinsidethe storagewhichisshowntothehost (HBA), that also functions as security
internal to the storage device.

Hyper-V
Virtualization software from Microsoft Corporation.

Provides a virtualized infrastructure on PC servers, enabling flexible management of operations.

image file

A system image or acloning image. Also a collective term for them both.

I/O virtualization option

An optiona product that is necessary to provide I/O virtualization.
The WWNN address provided is guaranteed by Fujitsu to be unique.
Necessary when using HBA address rename.

IPMI (Intelligent Platform Management Interface)

IPMI is aset of common interfaces for the hardware that is used to monitor the physical conditions of servers, such as temperature,
power voltage, cooling fans, power supply, and chassis.

Thesefunctionsprovideinformation that enables system management, recovery, and asset management which in turn leadsto reduction
of overall TCO.

iIRMC (integrated Remote Management Controller)

The name of Fujitsu's Remote Management Controller.

LAN switch blade

A LAN switch that is mounted in the chassis of ablade server.

link aggregation

Function used to multiplex multiple ports and use them as asingle virtual port.
With this function, if one of the multiplexed ports fails its load can be divided among the other ports, and the overall redundancy of
ports improved.

logical volume

A logical disk that has been divided into multiple partitions.

maintenance mode

The state where operations on managed servers are stopped in order to perform maintenance work.

In this state, the backup and restoration of system images and the collection and deployment of cloning images can be performed.
However, when using Auto-Recovery it is necessary to change from this mode to active mode. When in maintenance mode it is not
possible to switch over to a spare server if aserver fails.

managed server

A collective term referring to a server that is managed as a component of a system.
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management blade

A server management unit that has a dedicated CPU and LAN interface, and manages blade servers.
Used for gathering server blade data, failure notification, power control, etc.

manager

The section (program) of Resource Coordinator VE that operates on admin servers.
It manages and controls resources registered with Resource Coordinator VE.

NAS (Network Attached Storage)
A collective term for storage that is directly connected to aLAN.

network map

A GUI function for graphically displaying the connection relationships of the servers and LAN switches that compose a network.

network view

A window that displays the connection relationships and status of the wiring of a network map.

NIC (Network Interface Card)

An interface used to connect a server to a network.

oS
The OS used by an operating server (aphysical OS or VM guest).

PDU (Power Distribution Unit)

A device for distributing power (such as a power strip).
Resource Coordinator VE uses PDUs with current value display functions as Power monitoring devices.

physical OS

An OS that operates directly on a physical server without the use of server virtualization software.

physical server

The same asa"server". Used when it is necessary to distinguish actual servers from virtual servers.

port VLAN
A VLAN in which the ports of aLAN switch are grouped, and each LAN group is treated as a separate LAN.

port zoning

The division of ports of fibre channel switches into zones, and setting of access restrictions between different zones.

power monitoring devices

Devices used by Resource Coordinator VE to monitor the amount of power consumed.
PDUs and UPSs with current value display functionsfit into this category.

pre-configuration

Performing environment configuration for Resource Coordinator VE on another separate system.

primary server

The physical server that is switched from when performing server switchover.
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public LAN

A LAN used for operations by managed servers.
Public LANSs are established separately from Admin LANSs.

rack

A case designed to accommodate equipment such as servers.

rack mount server

A server designed to be mounted in arack.

RAID (Redundant Arrays of Inexpensive Disks)
Technology that realizes high-speed and highly-reliable storage systems using multiple hard disks.

RAID management tool

Software that monitors disk arrays mounted on PRIMERGY servers.
The RAID management tool differs depending on the model or the OS of PRIMERGY servers.

RC console

The GUI that enables operation of al functions of Resource Coordinator VE.

Remote Management Controller

A unit used for managing servers.

Used for gathering server data, failure notification, power control, etc.

AniRMC2inthecaseof Fujitsu PRIMERGY servers, aniL O2 (integrated Lights-Out) in the case of HP servers, and aBM C (Baseboard
Management Controller) in the case of Dell/IBM servers.

resource

Collective term or concept that refers to the physical resources (hardware) and logical resources (software) from which a system is
composed.

resource tree

A treethat displays the relationships between the hardware of a server and the OS operating on it using hierarchies.

SAN (Storage Area Network)
A speciadized network for connecting servers and storage.

server

A computer (operated with one operating system).

server blade

A server blade has the functions of a server integrated into one board.
They are mounted in blade servers.

server management unit

A unit used for managing servers.
A management blade is used for blade servers, and a Remote Management Controller is used for other servers.

Server name

The name allocated to a server.
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ServerView Operations Manager

Software that monitors a server's (PRIMERGY) hardware state, and notifies of errors by way of the network.

ServerView RAID
One of the RAID management tools for PRIMERGY .

server virtualization software

Basic software which is operated on a server to enable use of virtual machines. Used to indicate the basic software that operates on a
PC server.

SNMP (Simple Network Management Protocol)

A communications protocol to manage (monitor and control) the equipment that is attached to a network.

spare server

A server which is used to replace afailed server when server switchover is performed.

storage blade

A blade-style storage device that can be mounted in the chassis of a blade server.

storage unit

Used to indicate the entire secondary storage as one product.

switchover state

The state in which switchover has been performed on a managed server, but neither failback nor continuation have been performed.

system disk

The disk on which the programs (such as OS) and files necessary for the basic functions of servers (including booting) are installed.

system image

A copy of the contents of a system disk made as a backup.
Different from a cloning image as changes are not made to the server-specific information contained on system disks.

tower server

A stand-alone server with avertical chassis.

UPS (Uninterruptible Power Supply)

A device containing rechargeabl e batteries that temporarily provides power to computers and peripheral devicesin the event of power
failures.
Resource Coordinator VE uses UPSs with current value display functions as Power monitoring devices.

URL (Uniform Resource Locator)
URL (Uniform Resource Locator)
The notational method used for indicating the location of information on the Internet.

Virtual 1/0

Technology that virtualizesthe relationship of serversand 1/0 devices (mainly storage and network) thereby simplifying the allocation
of and modificationsto 1/O resources to servers, and server maintenance.
For Resource Coordinator VE it is used to indicate HBA address rename.
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Virtual Machine

A virtual computer that operates on aVVM host.

virtual server

A virtual server that is operated on aVM host using a virtual machine.

virtual switch

A function provided by server virtualization software to manage networks of VM guests as virtual LAN switches.
Therelationshipsbetween thevirtual NICsof VM guestsand the NI Csof the physical serversused to operate VM hosts can be managed
using operations similar to those of the wiring of normal LAN switches.

VLAN (Virtual LAN)

A splitting function, which enables the creation of virtual LANS (seen as differing logically by software) by grouping portsonaLAN
switch.

Through the use of a Virtual LAN, network configuration can be performed freely without the need for modification of the physical
network configuration.

VLAN ID

A number (between 1 and 4,095) used to identify VLANS.
Null values are reserved for priority tagged frames, and 4,096 (FFF in hexadecimal) is reserved for mounting.

VM guest

A virtual server that operateson aVM host, or an OS that is operated on avirtual machine.

VM host

A server on which server virtualization software is operated, or the server virtualization software itself.

VM maintenance mode

One of the settings of server virtualization software, that enables maintenance of VM hosts.

For example, when using high availability functions(suchasVMwareHA) of server virtualization software, by setting VM maintenance
mode it is possible to prevent the moving of VM guests on VM haosts undergoing maintenance.

For details, refer to the manuals of the server virtualization software being used.

VM Management Software

Software for managing multiple VM hosts and the VM guests that operate on them.
Provides value adding functions such as movement between the servers of VM guests (migration).

VMware

Virtualization software from VMware Inc.
Provides a virtualized infrastructure on PC servers, enabling flexible management of operations.

Web browser

A software application that is used to view Web pages.

WWN (World Wide Name)

A 64-bit address allocated to an HBA.
Refersto aWWNN or aWWPN.

WWNN (World Wide Node Name)

The WWN set for anode.
The Resource Coordinator VE HBA address rename sets the same WWNN for the fibre channel port of the HBA.



WWPN (World Wide Port Name)

The WWN set for a port.

The Resource Coordinator VE HBA address rename sets a WWPN for each fibre channel port of the HBA.
WWPN zoning

The division of portsinto zones based on their WWPN, and setting of access restrictions between different zones.

zoning

A function that provides security for Fibre Channels by grouping the Fibre Channel ports of a Fibre Channel switch into zones, and
only alowing access to ports inside the same zone.
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