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Preface

Outline of This Product
The Machine Administration software monitors the status of the main unit hardware, reports status
changes, and supports failure recovery (hereinafter, the Machine Administration software is referred to as
Machine Administration). Using this software allows users to monitor the status of the main unit

hardware with ease, and perform easier recovery from failures.

Outline of This Manual

This manual describes the functions of Machine Administration and how to operate them.

Purpose
The purpose of this manual is to enable users to monitor the status of the main unit hardware and recover

from failures with Machine Administration.

Intended Readers
This manual is intended for system administrators and customer engineers responsible for monitoring the

status of the main unit hardware and recovering from failures.

Prerequisite Knowledge
This manual is intended for readers who have basic knowledge of the following:
e PRIMEPOWER, GP7000F model
e UNIX

Organization
This manual has five chapters and two appendixes. Chapters 1, 2, 4, 5, and the appendixes contain
information that is common to all models.
Accordingly, these chapters and appendixes contain information not only on the model you are using but
also on other models as well.
Chapter 3 contains model-specific information on how to start up models and how to operate them,
respectively. For detailed explanations specific to your model, please refer to the corresponding parts in
this chapter.

Chapter | Overview of Machine Administration
Chapter 2 Machine Administration Functions
Chapter 3 Model Family-Specific Information
Chapter 4 Command Reference

Chapter 5 Messages

Appendix A Overall Configuration Diagrams
Appendix B Disk Drive Replacement
Appendix C  Troubleshooting

Appendix D Glossary

Notation
e Notation for date and time
In this manual, the notation shown in the table below is used to represent date and time.
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Notation Description
yyyymmdd yyyy represents the year, mm represents the month, and dd
represents the day.
HHMMSS HH represents the hour, MM represents the minutes, and
SS represents the seconds.
e Marks
Mark Description
Contains a warning or cautionary message. Make sure
you read it carefully.
Note
= | Provides reference information. Refer to the information
: when necessary.
[=1=)

1)

Infarmation

Contains reference information that you will find useful.
Read the information when necessary.

cul

Provides information on how to perform a CUI menu
operation.

GUIL

Provides information on how to perform a GUI menu
operation.
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Chapter 1 Overview of Machine
Administration

This chapter provides an overview of Machine Administration.
This chapter contains information common to all models.

The functions provided depend on the main unit model to be used.

e  The basics of Machine Administration
e  Overview of Machine Administration functions
e  The Machine Administration Menu
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Chapter 1 Overview of Machine Administration

1.1 The Basics of Machine Administration

The Machine Administration software monitors the status of the main unit hardware, reports status
changes, and supports failure recovery (hereinafter, the Machine Administration software is referred to as
Machine Administration).

Using this software allows users to monitor the status of the main unit hardware with ease, and perform
easier recovery from failures.

Machine Administration is included in the Enhanced Support Facility (ESF).

Installing ESF in the main unit allows you to use Machine Administration.

1-2
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1.2 Overview of Machine Administration Functions

Machine Administration has the following functions:

e Hardware monitoring functions

e Log data function

e Maintenance guide function

e Automatic power control function

e Hardware operation setting functions
¢ Firmware management function

e Maintenance program startup function
e Other functions

The functions to be provided depend on the main unit model to be monitored.

2

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, sce
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWERG650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Hardware monitoring functions
This function is supported by all models.

The hardware monitoring functions display the hardware status, monitor hardware failures and hardware
life, and detect signs of hardware-related problems. If the hardware status changes, these functions store
log data in a log file and e-mail the information to the set destination. These functions also display error
messages on the console.

The figure below outlines the hardware monitoring functions.
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Log data function
This function is supported by all models.

The log data function references the log data collected by the hardware monitoring functions and saves the

information to a save file for analysis.
The figure below outlines the log data function.

Main unit

Log data reference

I

User

Hardware

Log file
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Maintenance guide function

This function is supported by all models. System Management Console (hereafter SMC) provides the
maintenance guide function for the PRIMEPOWERS800/1000/2000 model group and the GP7000F model
1000/2000 group. Accordingly, use SMC for these model groups.

The maintenance guide function displays guidance information on replacing a hardware component where
an error has been detected (this type of hardware replacement is hereafter called hot swapping) while
operating the main unit. Only hardware components are hot swappable. = Moreover, which of the
hardware components are hot swappable depends on the main unit model to be monitored.

The figure below outlines the maintenance guide function.

Main unit

ESF

Selection of appropriale

— 1

guidance
2 Maintenance Display of guidance
guide information
function >
m
I

Viewing the guidance

Hardware component information
replacement

3

User

Automatic power control function

This function is supported by all models except PRIMEPOWER1. SMC provides the automatic power
control function for the PRIMEPOWER800/1000/2000 model group, the
PRIMEPOWER900/1500/2500/HPC2500 model group, and the GP7000F model 1000/2000 group.
Accordingly, use SMC for these model groups.

This chapter contains information common to all models.

The functions provided depend on the main unit model to be used.

The automatic power control function sets up the power on/off schedule of the main unit and
automatically controls operation according to the schedule.
The figure below outlines the automatic power control function.
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Main unit

Schedule setting

Hardware

User

Aledula operation

Hardware operation setting functions
This function is supported by all models except PRIMEPOWER1. SMC provides the Hardware
operation setting function for the PRIMEPOWERS800/1000/2000 model group, the
PRIMEPOWER900/1500/2500/HPC2500 model group, and the GP7000F model 1000/2000 group.
Accordingly, use SMC for these model groups. However, XSCF is a function that is supported only by
the PRIMEPOWER250 and 450 model group.

The hardware operation setting functions make the settings (such as XSCF/SCF setting and setting of RCI
devices) required to operate the main unit.
The figure below outlines the hardware operation setting functions.
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Main unit

Settings

User

Firmware management function
This function is supported by all models. SMC provides the firmware management function for the
PRIMEPOWERS800/1000/2000 model group, the PRIMEPOWER900/1500/2500/HPC2500 model group,
and the GP7000F model 1000/2000 group. Accordingly, use SMC for these model groups.

The firmware management function registers, deletes, and updates firmware, and displays the firmware
version.

The figure below outlines the firmware management function.
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Maintenance Program Startup function
This function is supported by all models.

This function can also start the diagnostic program and REMCS Agent.
The figure below outlines the maintenance program startup function.

Main unit

Maintenance
program II Start
startup
function

Hardware

User

Other functions
Machine Administration provides functions for the following other tasks:
e  Making the settings for the management server log
e  Making the settings for the hardware information display window
e Hardware data extraction function (FST File Transfer)

e Displaying version information
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1.3 The Machine Administration Menu

Two types of Machine Administration Menus are provided: the CUI menu and the GUI menu.

Type of menu Outline

CUI menu Starting Machine Administration with the start command will open displays the CUI

menu.
In the CUI menu, the keyboard is used to operate the Machine Administration Menu.
The CUI menu can be used by all main units.

GUI menu Starting Machine Administration from the Web-Based Admin View menu displays the

GUI menu.

With the GUI menu, the mouse is used to operate the Machine Administration Menu.
The GUI menu can be used on the following models:

e PRIMEPOWER1/200/400/600/800/1000/2000

e  GP7000F model 200/200R/400/400R/400A/600/600R/1000/2000

Infarmation
You can also use system administration software (WebSysAdmin) that provides
comparable functionality to the GUI menu.

- |

Ges
For information about how to start Machine Administration and for examples of CUI and

GUI menu windows, see Chapter 3.

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, sece
Section 3.1.1, "Starting and Exiting Machine Administration Menu."

For a PRIMEPOWER250/450, see Section 3.2.1, "Starting and Exiting Machine Administration
Menu."

For a PRIMEPOWERG650/850/900/1500/2500/HPC2500, see Section 3.3.1, "Starting and Exiting
Machine Administration Menu."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.1, "Starting
and Exiting Machine Administration Menu."

Imformation

About execution of functions with commands

Machine Administration provides commands corresponding to individual Machine Administration
functions.

Entering a command enables you to execute the corresponding Machine Administration function.
However, depending on the main unit model to be monitored, some of the commands may not be
supported.

- |

See
For information about commands, see Chapter 4, "Command Reference."
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This chapter describes the individual functions of Machine Administration.
This chapter contains information common to all models.

The functions provided depend on the main unit model to be used.

e Hardware monitoring functions

e Log data function

e Maintenance guide function

e  Automatic power control function

e Hardware operation setting functions
¢ Firmware management function

e Maintenance program startup function
e Other functions

The functions provided depend on the main unit model to be monitored.

- |

Seea

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWERG650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."
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2.1 Hardware Monitoring Functions

2.1.1

This function is supported by all models.

The hardware monitoring functions display hardware status, monitors hardware failures and hardware life,
and detects signs of hardware problems. If the hardware status changes, these functions stores log data in
a log file and e-mail the information to the set destination. These functions also displays a message on
the console.
The hardware monitoring functions include the following two functions:

e Hardware configuration display function

e Hardware monitoring information function

Infarmation

The PRIMEPOWER1 main unit does not have an LCD. It provides therefore the following
functions.

The PRIMEPOWER1 CHECK LED blinks when Machine Administration detects a hardware
error.  The various types of hardware errors are identified as follows:

Slow blinking

(on: 0.5 second, off: 3.5 seconds): A disk error was detected.

Fast blinking

(on: 0.5 second, off: 0.5 second): A hardware error other than a disk error was

detected or a disk error and another error were

detected at the same time.

Hardware configuration display function

The hardware configuration display function displays the hardware configuration and hardware status.
This function is used to install the main unit or during main unit operation.
The table below outlines the hardware configuration display functions.

Function name Outline
Hardware Displays hardware configuration information and the status of each hardware
Configuration component.
Display It displays the names of CPUs, memory banks, disks, and batteries.

It displays also the symbols representing the status of each hardware component.

Hardware Detailed | It displays the names of CPUs, memory banks, disks, and batteries.
Configuration It displays detailed hardware information about each component, such as the

Display manufacturer, product name, specifications, operational status, and so on. The

displayed items differ depending on the component.

The figures below show examples for the display of hardware configuration information.

e Example of display in the CUI menu
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Example of display in the GUI menu

There is a part inthe gmoup of CPUs that require exchange.

CPUHD requires prenerntive replacement.

= recuires immediate replacement.

In the hardware configuration display,
hardware status.

the symbols listed in the table below are used to represent the

-: Not supported
Display in CUI Display in
pray Py Status Action taken
menu/command GUI menu
p » Immediate swapping | Replace the hardware component
required immediately.
End-of-life Prepare to replace the hardware component
replacement required | because end of the set product life is
approaching.
*W*

Preventive

replacement required

Prepare for replacing the hardware
component because preventive replacement

is required.

There is a component
on one of the
subsequent layers of
the tree that requires
replacement.

Check and replace the appropriate part
because there is a component on one of the
subsequent layers of the tree that requires
replacement.

®

Mote

For PRIMEPOWERS800/1000/2000 and GP7000F model 1000/2000, in terms of the hard disk only,
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symbols indicating the hardware status are displayed.

e The devices which are not in use may not be displayed.

2

Cee

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.5, "Hardware Configuration."

For a PRIMEPOWER250/450, see Section 3.2.5, "Hardware Configuration."
For a PRIMEPOWER650/850/900/1500/2500/HPC2500, see Section 3.3.5, "Hardware Configuration."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.5, "Hardware
Configuration."

2.1.2 Hardware monitoring information function

The hardware monitoring information function monitors the system for hardware that is approaching end
of service life and detects signs of hardware problems (this kind of monitoring is hereafter called
preventive monitoring). This function can also store log data in a log file if the hardware status changes

and e-mail the information to the set destination.
However, certain settings have to be made for some hardware components to enable monitoring.

This function is mostly used during operation, but it can also be used during main unit installation or for

replacing a hardware component, if required.

Hardware components that can be monitored

Within the hardware monitoring information function, the type of monitoring available depends on the
hardware component.

The table below shows the correspondence between hardware components and the type of monitoring
available.

When the main unit model is PRIMEPOWER1/200/400/600 or
GP7000F model 200/200R/400/400R/400A/600/600R

Y: Can be monitored, -: Not supported

Type of monitoring
Hardware component
Error monitoring Life monitoring Preventive monitoring
Battery - Y -
Fan (*1) Y Y -
Disk Y - Y
Tape unit Y - -
CPU Y -
Memory Y -
Power supply unit (*2) Y - -
UPS unit Y *3 - -
DTAG Y - -
PCI Y - -
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Hardware component

Type of monitoring

Error monitoring

Life monitoring

Preventive monitoring

Bus

Y

TTY driver

Y

*1  The fans of the main unit and expansion file unit are subject to monitoring.

*2  The power supply units of the main unit and expansion file unit are subject to monitoring.
*3  Other than PRIMEPOWER1

When the main unit model is PRIMEPOWER250/450

Y: Can be monitored, -: Not supported

Hardware component

Type of monitoring

Error monitoring

Life monitoring

Preventive monitoring

Battery

Y

Fan (*1)

Y

Disk

Tape unit

CPU

Memory

Power supply unit (*2)

UPS unit

System-board-related

PCI

Bus

TTY driver

Operator panel

T e < R o I S S B e BT B NI

RCI-connected unit

Y

*1  The fans of the main unit and expansion file unit are subject to monitoring.

*2  The power supply units of the main unit and expansion file unit are subject to monitoring.

When the main unit model is PRIMEPOWER650/850/900/1500/2500/HPC2500
Y: Can be monitored, -: Not supported

Type of monitoring
Hardware component
Error monitoring Life monitoring Preventive monitoring
Battery - Y(*4) -
Fan (*1) Y(*3) Y(*3) -
Disk Y - Y
Tape unit Y - -
CPU Y -
Memory Y -
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Hardware component

Type of monitoring

Error monitoring

Life monitoring

Preventive monitoring

Power supply unit (*2) Y(*3) - -
UPS unit Y(*4) - -
System-board-related Y(*4) - -
PCI Y - -
Bus Y - -
TTY driver Y - -
Operator panel Y(*4) - -
RCI-connected unit Y(*4) - -
PCI-BOX Y(*4) - -
PCI-BOX power supply Y(H4) ) )

unit

*1  The fans of the main unit and expansion file unit are subject to monitoring.

*2  The power supply units of the main unit and expansion file unit are subject to monitoring.

*3  Other than the main unit of PRIMEPOWER900/1500/2500/HPC2500

*4  Only PRIMEPOWER650/850

When the main unit model is PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000

Y: Can be monitored, -: Not supported

Hardware component

Type of monitoring

Error monitoring

Life monitoring

Preventive monitoring

Disk

Y

Y

Tape unit

CPU

Memory

PCI

Bus

TTY driver

T B B B

Mechanism of hardware monitoring information collection

The figure below shows the mechanism for hardware monitoring information collection.
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(- -I--

@ >

Log file

(1) XSCF/sCF
i System Control Facility)

syslog

®| | ®

Transmission| |Display
of monitoring
information

by e-mail

T

Y

User

M

Machine Administration collects hardware monitoring information with XSCF or SCF.

@

Machine Administration extracts and collects only information related to hardware errors detected by
the operating system. The errors detected by the operating system are stored in the syslog file.

3)

Machine Administration monitors some hardware components periodically and collects monitoring
information.

“

Machine Administration stores the monitor information collected in (1) to (3) in the log file.

(&)

Machine Administration displays hardware monitoring information and error messages. It also
notifies the user by e-mail about any change in the status of the hardware.

Outline of hardware monitoring information functions
The table below outlines the hardware monitoring information functions.

The hardware monitoring information menus provided depend on the main unit model to be monitored.

2

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWERG650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."
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Y : This setting is made at installation of the main unit.
*1: This setting is made as required.

-: No setting to be made.

Whether or not a
setting is made
ame(s) of person(s
Function name Outline (Name(s) . . ©
in
charge are enclosed
in parentheses.).
Management of Searches for and displays faulty components in the main
Hardware Error unit and the contents of errors.
Events The following search conditions are used:
e Date
e Time

e Type of unit

e Order of display (in reverse chronological order, in
chronological order)

Battery Life Monitors the battery life.
Monitoring The following Battery Life Monitoring menu items are
provided:

e Displaying Battery Life Information
Lists battery life information.
e Adding Battery Life Information
Adds a new battery life information setting.
e Setting Battery Life Information *1
Changes battery life information. (Customer engineer)
e Deleting Battery Life Information
Deletes a battery life information setting.
e Settings for Battery Life Related Notifications
Sets whether to report changes in the battery status.
Sets the time period of replace notification.
Set up battery life monitoring when installing the main unit
or when replacing the battery.

Fan Monitoring Monitors fan life and fan errors.
The following Fan Monitoring menu items are provided:

e Displaying Fan Monitoring Information
Lists fan monitoring information.

e Setting Fan Monitoring Information
Sets or changes fan monitoring information. *1

e Setting Fan Monitoring Notification (System administrator)

Sets whether to report changes in the fan status.
Sets the time period of replace notification.
All connected fans are automatically monitored when the

main unit is started. Set up fan monitoring when replacing
the fan.
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Function name

Outline

Whether or not a
setting is made
(Name(s) of person(s)
in
charge are enclosed
in parentheses.).

Disk Monitoring

Monitors disk errors and performs preventive monitoring.
The following Disk Monitoring menu items are provided:
e Displaying Disk Monitoring Information

Lists disk monitoring information.
e Setting Disk Monitoring Information

Sets or changes disk monitoring information.
e Setting Disk Monitoring Notification

Sets whether to report changes in the disk status.
All connected disks are automatically monitored when the
main unit is started.

*1
(System administrator)

Tape Unit
Monitoring

Monitors tape unit errors and performs cleaning request
monitoring.
The following Tape Unit Monitoring menu items are
provided:
e Displaying Tape Unit Monitoring Information

Lists tape unit monitoring information.
e  Setting Tape Unit Monitoring Information

Sets or changes tape unit monitoring information.
e  Setting Tape Unit Monitoring Notification

Sets whether to report changes in the tape unit status.
All connected tape units are automatically monitored when

the main unit is started.

*1

(System administrator)

CPU Monitoring

Monitors CPU errors and performs preventive monitoring
for CPU errors.

The following CPU Monitoring menu items are provided:
e Displaying CPU Monitoring Information
Lists CPU monitoring information.
e Setting CPU Monitoring Information
Sets or changes CPU monitoring information.
e Setting CPU Monitoring Notification
Sets whether to report changes in the CPU status.
All CPUs are automatically monitored when the main unit is
started.

*1

(System administrator)
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Function name

Outline

Whether or not a
setting is made
(Name(s) of person(s)
in
charge are enclosed
in parentheses.).

Memory
Monitoring

Monitors memory errors and performs preventive
monitoring for memory errors.
The following Memory Monitoring menu items are
provided:
e Displaying Memory Monitoring Information

Lists memory monitoring information.
e Setting Memory Monitoring Information

Sets or changes memory monitoring information.
e Setting Memory Monitoring Notification

Sets whether to report changes in the memory status.
Memory is automatically monitored when the main unit is
started.

*1
(System administrator)

Power Supply Unit
Monitoring

Monitors power supply unit errors.

The following menu items for power supply unit monitoring
are provided:
e Displaying Power Supply Unit Monitoring

Information

Lists power supply unit monitoring information.

e Setting Power Supply Unit Monitoring Information
Sets or changes power supply unit monitoring
information.

e Setting Power Supply Unit Monitoring Notification
Sets whether to report changes in the power supply

unit status.

The power supply unit is automatically monitored when the
main unit is started.

*1
(System administrator)

UPS Monitoring

Monitors UPS errors.
The following UPS Monitoring menu items are provided:
e Displaying UPS Monitoring Information
Lists UPS monitoring information.
e Setting UPS Monitoring Information
Sets or changes UPS monitoring information.
e Setting UPS Monitoring Notification
Sets whether to report changes in the UPS status.
The UPS is automatically monitored when the main unit is
started.

*1
(System administrator)
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Whether or not a
setting is made
ame(s) of person(s
Function name Outline (Name(s) . . ©
in
charge are enclosed
in parentheses.).
Degradation Monitors hardware degradation.
Monitoring Monitors whether an error occurred in diagnosis of hardware

components such as memory or an adapter when the main
unit is initialized.

The following Degradation Monitoring menu items are
provided:

e Displaying Degradation Monitoring Information -

Lists degradation monitoring information. .
(System administrator/

e Setting Degradation Monitoring Notification .
customer engineer)

Sets whether to report degradation start.

If an error is detected when the main unit is initialized,

Setting Degradation Monitoring Information is required.

If an error is detected during degradation, Machine
Administration sends an e-mail to report degradation start to
the selected destination, isolates the faulty component, and
starts degradation.

Setting Monitoring | Sets information that has to be sent by e-mail to the selected
Notification destination to report any changes in the status of each
Information hardware component.

The following menu items are provided for setting
monitoring information to be reported:
e Output to the console
Sets whether to report changes in each hardware
status to the console. Y

e Setting System Administrator Notification (System administrator)
Makes settings such as about the destination to be
used to send reports to the system administrator by
e-mail.

o Setting CE Notification
Makes settings such as about the destination to be
used to send reports to the customer engineer by
e-mail.

Notification Test Issues a test log for the notification test and checks whether
the log data is reported via XSCF mail and Machine
Administration mail. The following report levels can be

issued: _
¢« ALARM

¢  WARNING

e NOTICE
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Function name

Outline

Whether or not a
setting is made
(Name(s) of person(s)
in
charge are enclosed
in parentheses.).

Saving/Restoring
Hardware
Monitoring
Information

Saves and restores hardware monitoring information.
The following menu items are provided for saving/restoring
hardware monitoring information:
e Saving Hardware Monitoring Information
Saves hardware monitoring information to any file.
e Restoring Hardware Monitoring Information
Restores the saved hardware monitoring information
to the main unit.
Save and restore hardware monitoring information when

reinstalling the main unit.

2.1.3 Resetting of Monitoring Infomation

If a part was replaced or hardware was removed with the power to the main unit turned off,

Machine Administration monitoring information needs to be reset.

To reset the Machine Administration monitoring information, use the CUI menu or enter the

following commands:

— If a part was replaced:

# /usr/sbin/FJSVmadm/resethardstat unitname
— If hardware was removed:

# /usr/sbin/FJSVmadm/resethardstat unitname -d

- |

Seea

See section 4.20, "resethardstat (1M)."
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2.2 Log Data Function

This function is supported by all models.

The log data function references the log data collected by the hardware monitoring function and saves the

information to a save file for analysis.

How to read the table

e The following table shows the names of main units corresponding to A to F.

Main unit Model name of main unit

A PRIMEPOWERI1

B PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R
C PRIMEPOWER250/450

D PRIMEPOWERG650/850

E PRIMEPOWERS800/1000/2000, GP7000F model 1000/2000

F PRIMEPOWER900/1500/2500/HPC2500

Log data
The log data that can be referenced is classified into five types.
Which log data can be referenced depends on the main unit model to be monitored.
The table below lists the log data that can be referenced for each main unit model.

Y: Supported, -: Not supported

Main unit
Log data Remarks

A/B C D/F E
Message Log Y Y - Y Log data related to messages
0S Message Log ; , Y ; displayed on the console
Disk Error Information Y - - Y
Memory Error Information Y - - -
Machine Administration Monitoring v i i v Log data related to hardware
Log component errors
Hardware error log - Y Y -
SCF Error Log Y - - -
Thermal Error Log Y - - -
Fan Error Log Y - - -
Power Error Log Y - - -
Disk Error Statistics Information Y Y Y Y Count of disk I/O retry messages
Power Log Y Y Y *1 - Log data related to on/off operation
Power-failure/Power-recovery log Y - - - of power supply unit
Report log Log data related to events generated

- - Y - while hot swapping hardware or
events generated by the SCF

*1:  PRIMEPOWERG650/850 only
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Mechanism of log data function
The figure below shows the mechanism of the log data function.

/

(- -I Ceru ) (o) A
&
G |

(1
Log dala reference

Lser

M

References the log data stored in the log file.

@

Saves log data from the log file to the save file.

Outline of Log data function
The table below outlines log data functions.

Available log data menus depend on the main unit model to be monitored.

2

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."
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Function name

Outline

Message Log

Searches for and displays log data related to the messages sent to the system

administrator or customer engineer.

The following search conditions are used:
o Current Display Range Settings

e Time

e Retrieval character string

e Order of display (in reverse chronological order, in chronological order)

Operating System

Searches for and displays log data related to operating system messages.

Message Log The following search conditions are used:

e Date range

e  Time range

o Retrieval character string

e Order of display (in reverse chronological order, in chronological order)
Disk Error Displays log data related to disk errors.
Information

Disk error information is the log data extracted from the message log.
The following search conditions are used:

e Display range

e Time period

e Retrieval character string

e Order of display (in reverse chronological order, in chronological order)

Memory Error
Information

Searches for and displays log data related to memory errors.

Memory error information is the log data extracted from the message log.
The following search conditions are used:

e Display range

e Time period

e Retrieval character string

e Order of display (in reverse chronological order, in chronological order)

Machine
Administration
Monitoring Log

Searches for and displays all the log data (e.g., hardware error monitoring
information, life monitoring information, preventive monitoring information, hot
swapping log) collected by Machine Administration.

The following search conditions are used:
e Date range

e Time period

e Retrieval character string

e Order of display (in reverse chronological order, in chronological order)

Hardware Error Log

Searches for and displays log data related to hardware errors.
The following search conditions are used:

e Date range

e Time range

e Unit selection

e Order of display (in reverse chronological order, in chronological order)
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Function name

Outline

SFC Error Log Searches for and displays all the error log data detected by SCF.
The following search conditions are used:
e Display range
e Time period
e Log type (all errors detected by SCF Log, Watchdog Monitoring Alarm Log,
and OBP/POST Log)
e Order of display (in reverse chronological order, in chronological order)
e Display format
Thermal Error Log Searches for and displays log data related to thermal errors.
The thermal error log contains the log data extracted from the SCF error log.
The following search conditions are used:
e Display range
e Time period
e Order of display (in reverse chronological order, in chronological order)
e Display format
Fan Error Log Searches for and displays log data related to fan errors.

The fan error log contains the log data extracted from the SCF error log.
The following search conditions are used:

e Display range

e Time period

e Order of display (in reverse chronological order, in chronological order)

e Display format

Power Error Log

Searches for and displays log data related to power errors.

The power error log contains the log data extracted from the SCF error log.
The following search conditions are used:

e Display range

e Time period

e Order of display (in reverse chronological order, in chronological order)

e Display format

Disk Error Statistics

Information

Displays the total count of disk I/O retry messages per single day. The disk can be
selected by entering the disk name or by selecting the disk name from a list.

Power Log

Searches for and displays log data related to the power supply unit.
The following search conditions are used:

e Display range

e Time period

e Order of display (in reverse chronological order, in chronological order)

Power-failure/
Power-recovery Log

Searches for and displays log data related to power failures and power recovery.

The power-failure/power-recovery log contains the log data extracted from the SCF
error log and power log.

The following search conditions are used:
e Display range
e Time period

e Order of display (in reverse chronological order, in chronological order)
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Function name

Outline

Report Log

Searches for and displays log data related to reports.

The following search conditions are used:
e Date Range

e Time Range
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Menu item/
i Outline
function name
Save Log Datato a Saves a variety of log data to any save file.
File The following menu items are provided for the log data that can be saved.

e Message Log

e Display Hardware Error Log

e Machine Administration Monitoring Log

e SCF Error Log

e Power Log

e Hardware Event Log (*1)

e Machine Administration Event Log (*2)

e Machine Administration Error Log (*3)

The save file is created in tar format and compressed by compress.

Collecting System Collects system information and outputs it to a file.
Information The following system information can be collected.
(available on CUI e Hardware configuration and software configuration
menu only) e Environment setting

e Log data and operating status file

e Command execution result information

*1 Hardware Event Log
The hardware event log contains log data related to the events generated while hot
swapping hardware or events generated by the SCF.  This log data is the same as the log
data in the report log.
Detailed information related to these events is not saved.
The hardware event log can be used to save log data but cannot be referenced.

*2  Machine Administration Event Log
The Machine Administration event log contains log data for a Machine Administration
operation history.
The Machine Administration event log can be used to save log data but cannot be
referenced.
This log comprises the information that customer engineers use.

*3  Machine Administration Error Log
The Machine Administration error log contains log data on the errors that occurred when
Machine Administration was in operation.
The Machine Administration error log can be used to save log data but cannot be
referenced.

This log comprises the information that customer engineers use.
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2.3 Maintenance Guide Function

This function is supported by all models. SMC provides the maintenance guide function for the
PRIMEPOWERS800/1000/2000 model group and the GP7000F model 1000/2000 group. Accordingly,
use SMC for these model groups.

The maintenance guide function displays guidance information for replacing a hardware component where

an error was detected. Only hardware components are hot swappable. Hot swappable hardware

components also depend on the main unit model to be monitored.

The table below outlines maintenance guide functions.

The available menu items depend on the main unit model to be monitored.

- |

Seea

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Function name

Outline

The Faulty Hard Disk | Allows replacement of disk drives without stopping system operation.

Drive Replacement

(Hot Swap)

Preventive Allows preventive replacement of disk drives based on checking the frequency of

Maintenance of the

error occurrence such as retries. Allows hot swapping without stopping system

Hard Disk Drive (Hot | operation.

Swap)

Include the Hard Disk | Displays guidance information for resetting data and the mounting operation after
Drive after the Cold replacement was performed with system operation stopped.

Maintenance

Power Supply Unit of | Displays guidance information for hot swapping of the power supply unit of the
Main Cabinet main cabinet (main unit).

Fan Unit of Main Displays guidance information for hot swapping of the fan unit of the main cabinet
Cabinet (main unit).

Power Supply Unit of | Displays guidance information for hot swapping of the power supply unit of the
Expansion Cabinet expansion cabinet (file unit).

Power Supply Unit of

RCI Device

Fan Unit of Expansion
Cabinet

Fan Unit of RCI
Device

Displays guidance information for hot swapping of the fan unit of the expansion
cabinet (file unit).
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2.4 Automatic Power Control Function

This function is supported by all models except PRIMEPOWERI1. SMC provides the automatic power
control function for the PRIMEPOWER®800/1000/2000 model group, the
PRIMEPOWER900/1500/2500/HPC2500 model group, and the GP7000F model 1000/2000 group.
Accordingly, use SMC for these model groups.

The automatic power control function sets the power on/off schedule of the main unit and automatically
controls operation according to the schedule. Machine Administration provides two types of menu for
automatic power control: the CUI menu and the GUI menu. The tables below show these two menus.

The automatic power control menus available depend on the main unit model to be monitored.

- |

Seea

For a PRIMEPOWER200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

For the automatic power control function of GP7000F model 1000/2000 and
PRIMEPOWER®&00/900/1000/1500/2000/2500/HPC2500, refer to the following manual: "System
Console Software User's Guide"

CUI menu

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.
-: No setting to be made.
Whether or not a
setting is made
Menu item/ (Name(s) of
Outline
function name person(s) in charge
are enclosed in
parentheses.).
Start Schedule Starts schedule operation.
When schedule operation is started, the operating status -
enters the "Started" state.
Stop Schedule Stops schedule operation.
When schedule operation is stopped, the operating status -
enters the "[nactive" state.
Add Schedule Entry Sets a daily schedule, weekly schedule, and monthly *1
schedule. (System
administrator)
Add Holiday Sets a holiday schedule. *1
(System
administrator)
Select and Delete Deletes an optional schedule.
Schedule Entries i
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Menu item/
function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in

parentheses.).

Delete all

Delete all schedules.

List Schedule Entries

Lists all schedules (holiday schedule, specific day
schedule, daily schedule, weekly schedule, and monthly
schedule).

Show Status of Schedule
Entries

Displays the planned execution of automatic power

control after the current time.

GUI menu

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.
-: No setting to be made.
Whether or not a
setting is made
Menu item/ (Name(s) of

function name

Outline

person(s) in charge
are enclosed in
parentheses.).

Automatic Power
Control/Display Related
to Automatic Power
Control

Displays all schedules.

The following information is displayed.

e  Operating Status
Displays the operating status of the schedule.
Started:

Inactive:

Schedule operation has been started.
Schedule operation has been stopped.
e  Automatic Power Control Schedule
Displays a schedule 30 days ahead.
e Power Recovery Entry Mode
Displays settings such as whether power is to be
recovered.

Automatic Power
Control/Schedule Setting

Sets the start and stop of schedule operation.
Also sets a daily schedule, weekly schedule, and
monthly schedule, etc.
The following setting items are used.

—  Day-of-the week setting

—  Every day setting

—  Specify-day setting

— Holiday setting

—  Start time

—  Stop time

—  Shutdown mode

Y
(System
administrator)

Automatic Power
Control/Schedule
Deletion

Deletes any schedule.
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Menu item/
function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in

parentheses.).

Automatic Power

Sets power recovery entry mode.

Y
Control/Power Recovery | If the power supply is turned off for such reasons as a (Syst
stem
Mode Setting power failure when the main unit is in operation, sets ,y.
. administrator)
power recovery operation to power-recovery entry mode.
Automatic Power Matches the cluster system schedule with the automatic
Control/Cluster System power control schedule. *1
Matching If an additional cluster system configuration host is (System
installed or a host is swapped, this matching operation is administrator)

performed as well.
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2.5 Hardware Operation Setting Functions

The hardware operation setting functions make the settings (such as XSCF/SCF setting and setting of RCI

devices) required to operate the main unit.

These functions include the following four functions:
e  XSCF setting function (Only for PRIMEPOWER250 and 450)
e RCl-related setting function

e System-related setting function

e  AP-Net setting/test function

2.5.1 XSCF setting

function

This function is supported only by PRIMEPOWER250 and 450.

The XSCF setting function makes XSCF network-related settings for collecting hardware information.
The table below outlines the XSCF functions.

The available menu items depend on the main unit model to be monitored.

2

See

See Section 3.2.2, "Main Unit Models and Available Menus."

Y:
*1:

This setting is made at installation of the main unit.
This setting is made as required.
No setting to be made.

Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Network

Configuration

Makes settings required to use XSCF LAN.
The following network configuration setting items are used.
— IP address
—  Subnet mask
—  Gateway address
—  XSCF host name

— Name server

*1
(System
administrator/

customer engineer)
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Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

User Account
Administration

Makes settings related to XSCF shell user accounts. The

following menu items for user account administration are

provided.

Show User List

Lists user account information.
Add User

Sets a user account.

Delete User

Deletes a user account.

Update Password
Sets or changes a user account password.

*1
(System
administrator/

customer engineer)

Console

Administration

Makes settings related to XSCF console access control.

The following Console Administration menu items are

provided.

Listing

Lists console access control information.

Administration

Sets console access control.

The following Console Administration menu items

are provided.

—  Select Standard Console

— Enable/Disable Access Control of Read-only
Console

— Enable/Disable Access Control of XSCF Remote
Control

—  Auto-disconnect administration of XSCF Remote
Control

*1
(System
administrator/

customer engineer)

XSCF Web
Administration

Makes settings related to XSCF Web.

The following XSCF Web Administration menu items are

provided.

Listing
Lists Web-related settings.

Administration

Makes Web-related settings.

The following XSCF Web Administration menu items
are provided.

— Enable/Disable XSCF Web
—  Select Locale
— Appearance of Web Page

—  Access Control

*1
(System
Administrator)
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Whether or not a
setting is made
X X (Name(s) of
Function name Outline
person(s) in charge
are enclosed in
parentheses.).
SNMP Makes settings related to the XSCF SNMP agent function.
Administration The following SNMP Administration menu items are
provided.
e Listing
Lists information related to the SNMP agent function.
e Administration *]
Makes settings related to the SNMP agent function. (System
The following SNMP Administration menu items are Administrator)
provided.

— Enable/Disable SNMP
—  SNMP Management Information
—  Register Community

—  Delete Community

Mail Administration | Makes settings related to the XSCF mail transmission

function.

The following Mail Administration menu items are

provided.
*1
e Listing
. . . L . (System
Lists mail administration information. o
Administrator)

e Details Setup
Makes settings related to mail.

o Test

Transmits a test mail.

2.5.2 RClI-related setting function

This function is supported by all models except PRIMEPOWERI1. SMC provides the RCI-setting
function for the PRIMEPOWERS$00/1000/2000 model group, the
PRIMEPOWER900/1500/2500/HPC2500 model group, and the GP7000F model 1000/2000 group.
Accordingly, use SMC for these model groups.

The RCl-related setting function makes settings related to the power/environment control interface.
The table below outlines the RCI-related setting functions.

The available menu items depend on the main unit model to be monitored.

2

See

For a PRIMEPOWER200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, sce
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."
For a PRIMEPOWERG650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."
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For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y : This setting is made at installation of the main unit.

*1: This setting is made as required.

-: No setting to be made.

Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Displaying a List of
RCI Devices

Displays the RCI status of the main unit and a list of the
devices connected to RCI.  The following shows the RCI

information to be displayed.
RCI address
—  Status

— address

- pwr

— alm

- I/F

—  sys-phase
- ctgry

— dev-cls

— sub-cls

— tm-out

Confirming the
RClI-connected Units

Blinks the CHECK LEDs of the RCI devices and associates
the RCI addresses with the RCI devices.

Reconfiguring the When a new RCI device is connected, sets it up in the RCI
RCI Network network. *]
(RCI Device The time required to complete the setting depends on the (Customer engineer)
Addition) number of cabinets connected to the network.
Setting the RCI Host | Sets RCI host addresses. *]
Address Set RCI host addresses so that they are not duplicated. (Customer engineer)
Initial RCI Network | Performs initial RCI network setup.
Setup The time required to complete initial RCI network setup *1
depends on the number of cabinets connected to the (Customer engineer)
network.
Setting the External | When the external power control device is connected to the Y
Equipment Wait RCI network, sets the wait time required to prepare the (System
Time external power control device. administrator)
RCI Device Performs hot swapping of an RCI device.
Replacement Note that multiple devices cannot be swapped at one time. -

Note also that the RCI address may not be taken over if
there is an INACT device other than the device to be
swapped.

(Customer engineer)
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2.5.3 System-related setting function

This  function is  supported by the PRIMEPOWER250/450 model group, the
PRIMEPOWERS800/1000/2000 model group, the PRIMEPOWERG650/850/900/1500/2500/HPC2500
model group, and the GP7000F model 1000/2000 group. SMC provides the system-related setting
function for the PRIMEPOWERS800/1000/2000 model group and the GP7000F model 1000/2000 group.
Accordingly, use SMC for these model groups.

The system-related setting function makes settings related to operations of the main unit, external power

control device, UPS unit, etc.

The table below outlines the system-related functions.

The available menu items depend on the main unit model to be monitored.

- |

Seea

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."
For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y : This setting is made at installation of the main unit.

*1: This setting is made as required.

-: No setting to be made.

Function name

Outline

‘Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Setting the External | When the external power control device is connected to the Y
Equipment Wait RCI network, sets the wait time required to prepare the (System
Time external power control device. administrator)
Setting waiting time | Sets the waiting time that lasts from when the UPS detects a Y
for shutdown at power failure to when it starts operating system shutdown. (System
power failure administrator)
Server CHECK-LED | Turns on the CHECK-LED lamp of the main unit (server) to
Operation check the location of the main unit.
When the system-related setting function ends, the -
CHECK-LED lamp goes off.
Warm-up Time Sets the warm-up time of the main unit.
Administration Setting the warm-up time with the main unit installed in a ( Sy:iem
cold region enables operating system startup after the main .
administrator)

unit has become stable.
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Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in

of each memory card is equal.
Moreover, to enable the settings, you must also restart the
main unit.

When setting extended interleave mode, consult with the

customer engineer.

parentheses.).
Extended Interleave | Sets extended interleave mode.
Mode Extended interleave mode is a function that improves
performance in accessing a contiguous area on memory
space.
*1
To enable extended interleave mode, it is essential that the (Syst
stem
system board memory be fully populated, and the capacity .y‘
administrator/

customer engineer)

2.5.4 AP-Net setting/test function

This function is supported by all models.

The AP-Net setting/test function sets AP-Net hardware configuration information.

The table below lists menu items related to AP-Net setting/test.

The available menu items depend on the main unit model to be monitored.

- |

Seea

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."
For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWERG650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."
For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y:
*1:

This setting is made at installation of the main unit.

This setting is made as required.

-: No setting to be made.
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Menu item/
function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in
parentheses.).

Setting Up and
Testing the AP-Net

Sets AP-Net hardware configuration information.

Also tests the power control test and communication test of
the AP-Net cabinet.
Execute the AP-Net setting/test function as required.

*1

(Customer engineer)
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2.6 Firmware Management Function

This function is supported by all models. SMC provides the firmware management function for the
PRIMEPOWERS800/1000/2000 model group, the PRIMEPOWER900/1500/2500/HPC2500 model group,
and the GP7000F model 1000/2000 group. Accordingly, use SMC for these model groups.

The firmware management function makes firmware registration or deletion and updates firmware.
The table below outlines the firmware management functions.

The available menu items depend on the main unit model to be monitored.

- |

Seea

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.

-: No setting to be made.

‘Whether or not a
setting is made
. X (Name(s) of
Function name Outline .
person(s) in charge
are enclosed in

parentheses.).

HCP File Operation | Registers or deletes firmware.
The following HCP File Operation menu items are provided.
e Show/Delete the Registered HCP
Lists registered HCP (firmware) information. *1
Can also delete unnecessary HCP information. (Customer engineer)
e Show/Register the Supply HCP
Displays HCP information on the HCP CD-ROM or
work directory. Can also register HCP information.

Update BaseBoard Updates main unit firmware information.
Firmware of Main The following Main Unit Firmware Update menu items are
Unit provided.

e Show/Update Current HCP
Displays information about the firmware that is
already applied to the main unit and lists information -
about registered firmware to be applied to the current
environment.
Can also apply firmware to the main unit.

e Update History
Displays the update history of main unit firmware.
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Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in

parentheses.).

Disk Drive Firmware

Administration

Updates disk drive firmware.
The following Disk Drive Firmware Administration menu
items are provided.
e Display Updateable Disk Drives
Lists the registered disk drives whose firmware is to
be updated among the connected disk drives.
e Display Disk Drive Firmware Update Log
Displays the update history of disk drive firmware.
e Update Disk Drive Firmware
Updates disk drive firmware.

*1
(System

administrator)
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2.7 Maintenance Program Startup Function

This function is supported by all models.

This function can also start the diagnostic program and REMCS Agent.
The table below outlines maintenance program startup functions.

The available menu items depend on the main unit model to be monitored.

2

See

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS00/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.

-: No setting to be made.

‘Whether or not a
setting is made
. X (Name(s) of
Function name Outline .
person(s) in charge
are enclosed in

parentheses.).

Diagnostic Program | Starts the diagnostic program (FIVTS).
The diagnostic program is executed to check the hardware
status when the main unit is installed or at hot swapping of

hardware components.

Remote Setup Starts the REMCS Agent.
The REMCS Agent monitors the main unit and supports
customer operation by communicating with the support Y (Note)
center via the network. (System
Using the REMCS Agent requires separate contract. administrator)

For information about the contract, call your Fujitsu sales

representative.

Note: Make this setting with the REMCS Agent.

2

See
For information about FIVTS, see the following manuals:

"SunVTS User's Manual"
"SunVTS Test Reference Manual"
"FJVTS Test Reference Manual"
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2

See
For information about the REMCS Agent, see the following manual:

"REMCS Agent Operator's Guide" (C112-B067EN)
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2.8 Other Functions

Machine Administration provides functions for the following other tasks:

Making the settings for the management server log

Making the settings for the hardware information display window
Hardware data extraction function (FST File Transfer)
Displaying version information

The table below outlines other functions.

The available menu items depend on the main unit model to be monitored.

- |

Seea

For a PRIMEPOWER1/200/400/600 or GP7000F model 200/200R/400/400R/400A/600/600R, see
Section 3.1.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER?250/450, see Section 3.2.2, "Main Unit Models and Available Menus."

For a PRIMEPOWER650/850/900/1500/2500/HPC2500, see Section 3.3.2, "Main Unit Models
and Available Menus."

For a PRIMEPOWERS800/1000/2000 or GP7000F model 1000/2000, see Section 3.4.2, "Main
Unit Models and Available Menus."

Y : This setting is made at installation of the main unit.
*1: This setting is made as required.
-: No setting to be made.
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Function name

Outline

Whether or not a
setting is made
(Name(s) of
person(s) in charge
are enclosed in

parentheses.).

Setting of
Management Server
Log (support of only
GUI menu)

Sets information such as log data collection conditions.
The following menu items for Setting the Management
Server Log are provided.

e Displaying and Setting Log Collection Interval
Displays intervals at which Machine Administration
collects log data from the hardware component to be
monitored. Can also change the interval settings.

e Displaying and Setting Log Size
Displays the maximum size of the log data to be
collected from the hardware component to be
monitored. Can also change the log size settings.

e Resetting Log
Deletes all the log data collected by Machine
Administration.

If you use the IP host name used before replacement
of the hardware component to be monitored even
after replacement of the component, reset the
collected log data before replacing the component.

If the collected log data is not reset, the log data used
after replacement of the hardware component to be
monitored is added to the log data used before

replacement of the component.

*1
(System
administrator)

Setting of Hardware
Information Display
Window (support of
only GUI menu)

Sets intervals at which log data is reflected in the Hardware
Information Display window.

The following shows the windows in which log data is
reflected.

e Hardware Configuration window

e Hardware Monitoring Information window

*1
(System

administrator)

Hardware data
extraction function
(FST File Transfer)

Transfers files with Field Support Strategy Solution Tool
(FST).

The customer engineer in charge uses this menu to collect
hardware data such as log data. The system administrator

should not use this menu item.

Version Information

Displays Machine Administration version information and
the applied patch information.
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Chapter 3 Model Family-Specific Information

This Chapter describes how to operate Machine Administration menu.

e PRIMEPOWER1/200/400/600, GP7000F model200/200R/400/400R/400A/600/600R
e PRIMEPOWER250/450

e PRIMEPOWERG650/850/900/1500/2500/HPC2500

e PRIMEPOWERS00/1000/2000, GP7000F model1000/2000
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3.1 PRIMEPOWER1/200/400/600,GP7000F
model200/200R/400/400R/400A/600/600R

This Section describes how to operate Machine Administration menu.

The operation method for the individual functions is described with the operations used when CUI menus
are used.

The functions that can be used only via the GUI menus are described using the GUI menus.

3.1.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e Starting Machine Administration Menu
e Exiting Machine Administration Menu

e How to read the Machine Administration Menu

3.1.1.1  Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu

IE]Operation
1.

Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:

# /usr/sbin/FISVmadm/madmin

The top menu of the CUI menu opens.

“2u

Gee
See section 4.11, "madmin (1M)."

GUI menu

GUI Operation

1. Enter http://<host-name>:8081/Plugin.cgi as the address in the browser window.

The Web-Based Admin View login window opens.

4 Wieh-Eased Admin Wi G | 1)

User name:r

FasmrH:E

ok

[.J-zll.-'-:l Spplet Windaw
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®

Note

If the IP address of the server was changed, this setting must be changed as well. For
information on the method of changing this setting, see the Section "Changing an IP
address on the Public LAN" in the Web-Based Admin View Operation Guide.

Infarmation

About <host-name> entered as the address in the browser window

If Web-based Admin View cannot be started although a host name was entered in

<host-name>, enter the IP address of the business LAN on the secondary management
server directly.

2. Enter your user name and password and click the [Confirm] button.

The Web-Based Admin View menu window opens.

Languane: | english '. Saiwer - ®| Primany [ 020,50, 2%
Look&Fet Metal ¥  Logowt | | Secondary |
i machine Administration |
N Commen |

3. Select "Machine Administration" from the Web-Based Admin View menu window.

The Select Host window opens.
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& Machine Administration.

A e
a E_.L-:'

Select Host

Please select the host 1o invoks Machine Administration and prass the <Exec= button.
T IR T | e
fujitsu [MORMAL 00010102

[ L Applet Window

<Explanation of the display>
The Host names, status, and RCI addresses are listed which the management server monitors.
The following keywords may appear in the "Status" column:
FATAL : Fatal error
WARNING: A warning-level error or preventive maintenance event occurred.
NORMAL: Normal
DOWN  : The host is down or communication with the host is not possible.

UNKNOWN: The status is unknown

O

Note

— If the appropriate host name is not recognized because it was changed, "DOWN" appears in
the Status column.

— To delete a host name select the host name that you want to delete and click the [Exec]
button.

The selected host name is deleted from the list.

—  If the main unit to be monitored does not support the GUI menu (Web-Based Admin View),
"DOWN" or "UNKNOWN" appears in the Status column and the GUI menu is not
displayed. In this case, the GUI menu cannot be displayed.

4. Click the "host name" for the host that you want to monitor.
5. Click the [Exec] button.
The GUI menu of the selected host opens.
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& Tuiitsu] Machie Adminke

B RICYrokated Settings
| = Lag Information

| = Het Surapping Guide
{ Rutamatic Power Comti
{ Diagueostic Froge s
2 hachme fudrranestral

| |- LUPPrA
O B4 L2Pa3n

[sva depiet Windew

3.1.1.2 Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.

CUI menu

IE}Operation

1. Enter the number of "Exit".

Machine Administration menu exits.

GUI menu

Gul Operation
1. Click the [End] button the GUI menu.
Machine Administration menu exits and the Select Host window opens again.
2. Click the [End] button in the Select Host window.
The Web-Based Admin View menu opens again.
3. Click [x] in the upper right of the Web-Based Admin View menu.

The Web-Based Admin View menu closes.

3.1.1.3 How to read the CUI menu

IE]The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.
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When the main unit model is PRIMEPOWER1/200/400/600 or GP7000F model
200/200R/400/400R/400A/600/600R

Machine Adwinistration Menu

Hardware Conf izuration

Hardware Monitoring Information
RCI-related Zettings

Log Data

Hot Swapping Guide

Diagnoztic Prozram

Remote Setup

Option Menu

Yersion Information

Exit

q:Buit  biBack to previous menu tiGo to top menu hiHelp

= Do 00 e-d OO0 O e OO RO

—_

Select(1-10,q,h):

<Explanation of the display>
(1):  Enter the desired item at the location of the cursor.

1-10: To select a menu, enter the menu number.

q : Ifyou want to quit the operation, enter "q".
h : Ifyou want to display help, enter "h".
MNote

Some menu items may be unusable even if they are displayed.

- |

Seea

See Section 3.1.2, "Main Unit Models and Available Menus."

3.1.1.4 How to read the GUI menu
GUl

The GUI menu is shown below.

In the GUI menu, the main menu consists of the following three areas:
— Menu display area
—  Hardware configuration display area

—  Monitoring information message display area
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= RCLpofated Sattings
| = Lag Informatian

| 0= it Sweapping Guide

] .‘_

| Rutomatic Powes Comli (2}
i NamEnSIC PO 2P

&= achims Radrranestral = 04 LZPa3n
Warsicn informiatig

(1)

(3)
(4)

|—J-a-’a Bppist windowe

<Explanation of the display>
(1):  Menus are displayed in tree format.
By default, only the top-level of menus are displayed.

Clicking = displays subsequent levels of the menu.

Selecting a menu displays the appropriate menu window in another window.

(2): Hardware configuration is always displayed.

It displays the name of each hardware component (such as CPU, memory, and battery), and
the symbols representing hardware component in detail.

(3): If the status of the hardware component to be monitored changes, a message appears in this

area.

(4):  The each buttons have the following functions:

[Open] button: Selecting this button enables you to display the new-lower level of the
menu for the selected menu item. Selecting the lowest level of the
menu displays the appropriate window as a new window.

[End] button: Selecting this button ends Machine Administration.

[Clear] button: Selecting this button clears the message displayed in the Monitoring
message area.

[Refresh] button: Selecting this button updates the information displayed in the Hardware
Configuration area.

[Status] button: Selecting this button displays the status and detailed node information
for the node selected in the Hardware Configuration area.

[Configuration] Selecting this button opens the notification settings window for the node

button: selected in the Hardware Configuration area. This button is active only

when a battery, UPS unit, fan, power supply unit, disk, memory, CPU or
tape unit is selected.

[Log] button: Selecting this button opens the log information window for the node
selected in the Hardware Configuration area. This button is active only
when a disk, memory, fan, or power supply unit is selected.

[Add] button: Selecting this button opens the addition window for the node selected in
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the Hardware Configuration area. This button is active only when a
battery is selected.

[Delete] button: Selecting this button opens the deletion window for the node selected in
the Hardware Configuration area. This button is active only when a
battery is selected.

[Swap] button: Selecting this button opens the Hot Swapping Guide window for the
node selected in the Hardware Configuration area. This button is active
only when a hot swappable disk, power supply unit, or fan is selected.

[LED] button: Selecting this button opens the Confirming the RCI-connected Units
window for the node selected in the Hardware Configuration area. This
button is active only when an RCI node is selected.

3.1.2 Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.

The tables below show the relationships between main unit models and available menus.

How to read the tables

e The table below shows the meanings of the symbols.

Symbol Meaning
Y The appropriate function is available in the CUI menu and GUI menu.
N The appropriate function is unavailable.
*1 The appropriate function is available only in the CUI menu.
*2 The appropriate function is available only in the GUI menu.
*3 The appropriate function is available in System Management Console.
2
Sea . .
For information about System Management Console, see the "System Console
Software User's Guide".
*4 The appropriate function is available but the appropriate menu is unavailable.
Log data is collected.
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Main unit models and available menus

It o Reference Reference
Menu name PRIMEPOWER200/400/600, | destination of | destination of
u PRIMEPOW GP7000F model function operation
ER1 200/ 200R/402{;‘00R0R/400A/ 600/ explanation | explanation
Hardware Monitoring Function
Hardware Configuration Display
Hardware Configuration Display 2.1.1 3.15
Hardware  Detailed  Configuration 2.1.1 3.15
) Y Y
Display
Hardware Monitoring Information
Battery Life Monitoring Y Y 2.1.2 3.1.6.1
Fan Monitoring Y Y 2.1.2 3.1.6.2
Disk Monitoring Y Y 2.1.2 3.1.6.3
Tape Unit Monitoring Y Y 2.1.2 3.1.6.4
CPU Monitoring Y Y 2.1.2 3.1.6.5
Memory Monitoring Y Y 2.1.2 3.1.6.6
Power Supply Unit Monitoring Y Y 2.12 3.1.6.7
UPS Monitoring Y Y 2.1.2 3.1.6.8
Degradation Monitoring Y Y 2.1.2 3.1.6.9
Setting Monitoring Notification 2.1.2 3.1.6.10
. Y Y
Information
Saving/Restoring Hardware Monitoring 2.1.2 3.1.6.11
. Y Y
Information
Log Data Function
Log Data
Message Log Y Y 2.2 3.1.7.1
Disk Error Information Y Y 2.2 3.1.7.2
Disk Error Statistics Information *1 *1 22 3.1.73
Memory Error Information Y Y 2.2 3.1.74
Machine Administration Monitoring Log Y Y 2.2 3.1.7.5
SCF Error Log Y Y 2.2 3.1.7.6
Thermal Error Log Y Y 2.2 3.1.7.7
Fan Error Log Y Y 2.2 3.1.7.8
Power Error Log Y Y 2.2 3.1.7.9
Power-failure/Power-recovery log Y Y 2.2 3.1.7.10
Power Log Y Y 2.2 3.1.7.11
Saving the Log Data Y Y 2.2 3.1.7.12
Collecting System Information *1 *1 2.2 3.1.7.13
Maintenance Guide Function
Hot Swapping Guide
The Faulty Hard Disk Drive v v 23 Appendix B
Replacement (Hot Swap)
Preventive Maintenance of the Hard - %] 23 Appendix B
Disk Drive (Hot Swap)
Include the Hard Disk Drive after the % " 2.3 Appendix B
. 1 1
Cold Maintenance
Power Supply Unit of Main Cabinet N Y 2.3 3.1.8.2
Fan Unit of Main Cabinet N Y 2.3 3.1.83
Power Supply Unit of Expansion 23 3.1.84
. N Y
Cabinet
Fan Unit of Expansion Cabinet N Y 2.3 3.1.85
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Main unit

Reference Reference
Menu name PRIMEPOW PRIMlél; (;xg]?fn(:ﬂi/::m/“oa desftinat?on of | destination of
unction operation
ER1 e 200R/402:;'00R0R/400A/ iy explanation | explanation
Automatic Power Control Function
Automatic Power Control
Displaying Power Control Relationships N *2 24 3.1.9.1
Set Schedule N *2 24 3.192
Delete Schedule N *2 2.4 3.1.93
Setting Power Recovery Mode N *2 24 3.1.94
Matching of Cluster Information N *2 2.4 3.1.95
Hardware Operation Setting Function
RCl-related Settings
Displaying a List of RCI Devices N Y 252 3.1.10.1
Confirming the RCI-connected Units N Y 252 3.1.10.2
Reconﬁgqring thej RCI Network N % 252 3.1.10.3
(RCI Device Addition)
Setting the RCI Host Address N Y 252 3.1.104
Sgtting the External Equipment Wait N % 252 3.1.10.5
Time
RCI Device Replacement N *1 252 3.1.10.6
Option Menu
|Setting Up and Testing the AP-Net *1 *1 254 3.1.11
Firmware Management Function
Option menu
|Disk Firmware Administrator *1 *1 2.6 3.1.12.1
Maintenance Program Startup Function
Diagnostic Program Y Y 2.7 3.1.13
Remote Setup *1 *1 2.7 3.1.14
Other Functions
Setting of Management Server Log *2 *2 2.8 3.1.15
Setting of Hardware Information Display % " 2.8 3.1.16
Window 2 2
Version Information Y Y 2.8 3.1.17

3.1.3 When to Make Settings

Machine Administration supports three types of settings.

The first type of settings are made when the

main unit is installed. The second type of settings are made when the main unit is in operation. The

third type of settings are made as required.

The tables below show settings to be made and the persons in charge responsible for making these

settings.

The meanings of symbols in the "Person in charge" column are as follows.

Y: The customer engineer or system administrator makes the appropriate setting.

-: Other persons in charge make the appropriate setting.

3-10




3.1 PRIMEPOWER1/200/400/600,GP7000F model200/200R/400/400R/400A/600/600R

Person in charge

When to make Contents of the setting Reference destination Customer System
the setting engineer | administrator
At installation of the main unit
Monitoring battery life (*1) 3.2.6.1 Monitoring battery life Y -
Setting Monitoring 3.1.6.10 Setting Monitoring ) v
Notification Information Notification Information
Set Schedule 3.1.9.2 Set Schedule - Y
Setting Power Recovery Mode | 3.1.9.4 Setting Power Recovery ) v
Mode
Setting the External Equipment | 3.1.10.5 Setting the External ) %
Wait Time Equipment Wait Time
Remote Customer Support 3.1.14 Remote Customer Support ) v
System (REMCS) Setup Menu | System (REMCS) Setup Menu
When the main unit is in operation
When  an | Fan Monitoring 3.1.6.2 Fan Monitoring - Y
CICh Disk Monitoring 3.1.6.3 Disk Monitoring - Y
ﬁflf;fsﬁl part |.CPU Monitoring 3.1.6.5 CPU Monitoring - Y
is replaced Memory Monitoring 3.1.6.6 Memory Monitoring - Y
When  an | Tape Unit Monitoring 3.1.6.4 Tape Unit Monitoring - Y
CITor occurs | power Supply Unit Monitoring | 3.1.6.7 Power Supply Unit ) %
Monitoring
UPS Monitoring 3.1.6.8 UPS Monitoring - Y
Degradation Monitoring (*2) 3.1.6.9 Degradation Monitoring - Y
As required | Setting Management Server 3.1.15 Setting Management Server ) %
Logging Logging
Hardware Information Display | 3.1.16 Hardware Information Display ) v
Settings Settings
Matching of Cluster 3.1.9.5 Matching of Cluster ) v
Information Information
When the main unit is in operation
As required | Reconfiguring The RCI 3.1.10.3 Reconfiguring The RCI ) %
Network Network
Setting the RCI host address 3.1.10.4 Setting The RCI Host ) v
Address
Setting Up and Testing the 3.1.11 Setting Up and Testing the ) v
AP-Net AP-Net

*1  Make this setting not only when installing the main unit but also when performing preventive

swapping.

*2  Degradation Monitoring must be set up if an error is detected during initialization.

3.1.4 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out

an e-mail notification whenever a change in the status occurs.

error message in the console and GUI menu.

Machine Administration also displays an

For information about how to set the e-mail notification function, see Section 3.1.6.10, "Setting

Monitoring Notification Information."

The following shows an example of the actions taken in response to changes of the hardware status.
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| *  Occurrence of hardware status change |

J

| 1. Recetve notficadon of status change cecurrence by e-mail |

)

2. Open the Machine Administaton MMenu.
Tete: If the Machine ddministration Menm is already open, a comesponding emor message iz alzo

displayed in the window.

3. #elect "Hardware Conflguratdon” from the main menu.
Checlt the status of the hardware in which the error ccoarred from Basic Syster Information.

J

4. &eleet "Los Data"™ from the man menu.
Select "Messase Los™ from the los data menw

Beference lor data in the hardware component swwhere the emmor ocoumed.

J

| 3. Im Chapter &, "Messages," check for the messagse corresponding to the log data.

)

| &, Take the actdon Indlcated for the corr esponding message. |

J

[ ¥z End ofacton

3.1.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration menu

Operation

1. Select [Hardware Configuration] from the CUI menu.

The Hardware Configuration menu opens.

Hardware Configuration

1. Hardware Confizuration Displaw
2. Hardware Detailed Configuration Display

q:Euit  biBack to previous menu t:Go to top menu  hiHelp

Select. (1-2,9.b,t.h):

Displaying hardware configuration information
The following describes how to operate the Hardware Configuration Display:
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Operation

1. From the Hardware Configuration menu, select [Hardware Configuration Display].

The hardware configuration information appears.

<Example>
FRIMEPOWER10D
CPU
CRUD
Memory
sLOTN
CPUCPER 0
pcil
ebuzll
SUNY . pl
PFU, watchdog- logzl
EEP O
PFU, f lasherom
SYSHON
Faihl
a1
Fimt2
Fmita
Fani4
FEPF NN
FEF
FEF{t0

PFU, wat chdogl

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, disk, battery,
channels, adapter, and devices. If a hardware fault is detected, a symbol indicating the status
appears for the corresponding hardware component.

“2u

Gee
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

O

Note

— For the PRIMEPOWER series and GP7000F model 200R/400A/400R, the following
information appears:
x in "0x-" coded before the hardware name indicates the number of the motherboard.

— A disk managed by SynfinityDISK or PRIMECLUSTER GDS is displayed as "sfdsk" after
sdn or hddvn.

— A device detected as faulty at main unit initialization and which is degraded is displayed
under "Failed Units."

Displaying detailed hardware configuration information
The following describes how to operate the Hardware Detailed Configuration Display:

Operation

1. From the Hardware Configuration menu, select [Hardware Detailed Configuration Display].
The detailed hardware configuration information appears.
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<Example>

PRIMEPOWERION Mode MName:xwl:BEthernet address:0:80:17:84:2c:f1:Host ID:BO0F22:f1
CPU
CPUED Status:inormal;Freq:500:Cache: 0.2 Inel. 013 Hask: 1.4
Memarsy
SLOTO 25EME used:3tatus:normal
CPUCPER 0
pcill Component-name: APB; Compat ible:pci108e, 5000 Hode | : SUNY, = imba,
ebuzl Component -name: APB
SUNY . pl
PFU, watchdog- lozl
eeprom Component -name: TOD/WYRAM
FFU, f lashprom OBP Yersion:3.11.5 200010410 09:03:P0ST Yersion:d
LR 2001708527 11208
SYSHON Swstem monitor
Faihl
Fani1 Status:normal
Famtt? Statusinormal
Fémits Statusinormal
Fénf4 Status:normal
FEPFANKED Status:normal
FEP
FEFHtD Status:inormal

<Explanation of the display>

Detailed status information of the following hardware components appears: CPU, memory, disk,
battery, channels, adapter, and devices. If a hardware fault is detected, a symbol indicating the
status is displayed for the corresponding hardware component.

2

See
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

3.1.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.

Displaying the Hardware Monitoring Information menu

Operation

1.

From the CUI menu, select [Hardware Monitoring Information].

The Hardware Monitoring Information menu opens.
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Hardware Monitaring Information

Batterv Life Monitoring

PE Monitoring

Fan Monitoring

Power Supply Unit Monitoring

Dizl Monitoring

Memory Monitoring

CPU Monitoring

Tape Unit Monitoring

Dezradat ion Monitoring

Setting Monitoring Motification Information
Saving/Restoring Hardware Monitoring Information

—_— 0O 00 =] OO CF e OO RO —
= &« = = = = = = = = =

q:Buit  biBack to previous menu tiGo to top menu  hiHelp

Select. {1-11,9,b,t.h):

O

Note
The menu items to be displayed depend on the main unit model.

However, displayed menu items may not be available for use in some cases.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

3.1.6.1 Monitoring battery life

This section describes how to operate the Battery Life Monitoring function.

Displaying the Battery Life Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [Battery Life Monitoring].

The Battery Life Monitoring menu opens.

Battery Life Monitoring

1. #&dding Batterw Life Information

2. Displaying and Setting Battery Life Information
3. Deleting Battery Life Information

4, Zetting Battery Life Motification

qiluit  b:iBack to previous menu t:lGo to top menu hiHelp

Zelect., (1-4,9,b,t):
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Adding Battery Life Information
The following describes how to operate the Adding Battery Life Information function:

IE}Operation

1. From the Battery Life Information menu, select [Adding Battery Life Information].

The Adding Battery Life Information menu opens.

2. Specity the following information in the menu:

Battery

Enter the battery identifier.

For the UPS battery: UPS-B#n (n is the battery identification number.)

For the disk array device battery: DARY-B#n (n is the battery identification number.)
Status

Select a battery status from the following:

Normal: Normal status

Prepare: The expiration date of the battery life is approaching. A new battery needs to

be prepared for future replacement.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire:  The expiration date of the battery life has passed. The battery needs to be

replaced immediately.

Life

Enter the expiration date of the battery life.
Prepare Notification

Selects whether a notification is issued to prompt for preparation of the replacement part

when the expiration date of the battery life is approaching.

Valid: Notification.

Invalid:  No notification.

Replace Notification

Selects whether a notification is to be issued to prompt for replacement of the part when the

expiration date of the battery life is approaching.
Valid: Notification

Invalid:  No notification

Expire Notification

Selects whether a notification is to be issued to prompt for replacement of the part when the
expiration date of the battery life is approaching.

Valid: Notification (every day)

Invalid: No notification

Battery Identification Number

Enter the battery identification number as a number in the range of 0 to 999.

The battery identification number is used to manage battery life.

Life

Enter the expiration date of battery life indicated on the label attached to the battery.

However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

Setting Valid/Invalid Notification
Select for each battery whether a notification is to be issued. The default is "Valid."

Valid: Notification
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Invalid: No notification

Make this selection for each of the following notifications:

Prepare Notification: Used to prompt for the preparation of a new battery when the
expiration date of battery life is approaching.

Replace Notification: Used to prompt for battery replacement when the expiration date of
battery life is approaching.

Expire Notification: Used to prompt for battery replacement when the expiration date of
battery life has passed. (Every day)

Displaying Battery Life Information

The following describes how to operate the Displaying Battery Life Information function:

IE]Oper
1.

ation

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].

The Displaying and Setting Battery Life Information menu opens.

Select [Displaying Battery Life Information].

The battery life information appears.

This information includes:

Battery

The identifier of the battery

The battery identifier is displayed in the following formats:

For the UPS battery: UPS-B#n (n is the battery identification number.)

For the disk array device battery: DARY-B#n (n is the battery identification number.)
Status

The battery status

Normal: Normal status

Error: A battery error was detected. The battery needs to be replaced.

Prepare: The expiration date of the battery life is approaching. A new battery for
replacement needs to be prepared.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire: The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

None: Not mounted.

Life

Expiration date of the battery life

Prepare Notification

Used to prompt for the preparation of a new battery for replacement when the expiration
date of the battery life is approaching.

Valid: Notification

Invalid: No notification

Replace Notification

Used to prompt for battery replacement when the expiration date of battery life is
approaching.

Valid: Notification

Invalid: No notification

Expire Notification

Used to prompt for battery replacement when the expiration date of the battery life has
passed.

Valid: Notification (every day).

Invalid: No notification
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Setting Battery Life Information

The following describes how to perform the Setting Battery Life Information operation:

IE}Operation
1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.
2. Select [Setting Battery Life Information].
The Setting Battery Life Information menu opens.
3. Specify the following information in the menu:
— Life
Enter the expiration date of the battery life recorded on the label attached to the battery.

However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each battery. The default is "Valid."
Valid: Notification
Invalid:  No notification
Make this setting for each of the following notifications:

Prepare Notification: Used to prompt for the preparation of a new battery for replacement
when the expiration date the battery life is approaching.

Replace Notification: Used to prompt for battery replacement when the expiration date
the battery life is approaching.

Expire Notification: Used to prompt for battery replacement when the expiration month
and year of the battery life has passed. (Every day)

Deleting Battery Life Information

The following describes how to perform the Deleting Battery Life Information operation:

IE]Operation
1.

From the Battery Life Monitoring menu, select [Deleting Battery Life Information].
The battery life information list appears.
2. Select the battery to be deleted.

3. Perform operations in accordance with the menu.

Setting Battery Life Notification
The following describes how to perform the Setting Battery Life Notification operation:

IE}Operation

1. From the Battery Life Monitoring menu, select [Setting Battery Life Notification].
The Setting Battery Notification menu opens.
2. Specity the following information in the menu:
—  Setting Time Period of Notification
Specify the time period during which an automatic notification is to be issued.
Time period of prepare notification:

During this time period, a notification prompting for the preparation of a new
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battery for replacement is issued because the expiration date of the battery life is
approaching.
A time period of 24 to 2 months before the expiration date of the battery life can be
specified. The default is "6 months prior to the expiration of battery life."

Time period of replace notification:

During this time period, a notification prompting for part replacement is issued
when the expiration date of the battery life is approaching. A time period of 23
months to 1 month prior to the expiration date of the battery life can be specified.
The default is "4 months prior to the expiration of the product life."

— Life Notification Destination
Specify the destination to which an automatic notification is to be issued by Battery Life
Monitoring.
Life Notification Destination: Select whether the notification is to be issued, for each
notification destination, depending on whether a notification by Battery Life Monitoring is
required.

—  Output to the console
— Sending mail to the system administrator
— Sending mail to the CE

Select whether a notification is to be issued.

Valid: Notification

Note

Invalid: No notification

Set the mail address in the Setting Monitoring Notification Information menu of the Hardware

Monitoring Information menu.

3.1.6.2 Fan Monitoring

The following describes how to operate the Fan Monitoring function:

Displaying the Fan Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [Fan Monitoring].

The Fan Monitoring menu opens.

Fan Monitoring

1. Dizplaying and Setting Fan Monitaring Information
2. =etting Fan Monitoring Motification

q:Euit  biBack to previous menu t:iGo to top menu  hiHelp

Select. (1-2,9.b,t):

Displaying Fan Monitoring Information

The following describes how to operate the Displaying Fan Monitoring Information function:
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IE]Operation

1. From the Fan Monitoring menu, select [Displaying and Setting Fan Monitoring Information].
The fan monitoring information appears.
This information includes:
— Fan
The identifier of the fan

The fan name is displayed in the following formats:
Fan Unit of Main : FAN#n (n is the fan identification number.)

Cabinet

FEP Fan Unit of Main : FEPFAN#n (n is the fan identification number.)
Cabinet

Fan Unit of Expansion : rci-address-FAN#n (n is the fan identification number.)
Cabinet

cabinet-name#m-FAN#n (m is the cabinet identification
number and n is the fan identification number.)

FEP Fan Unit of : rci-address-FEPFAN#n (n is the fan identification number.)
Expansion Cabinet

—  Status
The status of the fan
Normal: Normal status
Error : A fan error was detected. The part needs to be replaced.

Prepare: The expiration date of the service life for the fan is approaching. A new part
for replacement needs to be prepared.

Replace: The expiration date of the service life for the fan is approaching. The part
needs to be replaced.

Expire: The fan life has expired. The part needs to be replaced immediately.
None: Not mounted.
— Power-on
Time during which the power to the fan is on
—  Error
Indicates whether an error is to be reported if it is detected.
Valid:  Notification.
Invalid: No notification.
—  Prepare
Indicates whether a notification is to be issued by Life Monitoring to prompt for the
preparation of a new part for replacement if the expiration date of the service life of the fan
is approaching.
Valid: Notification.
Invalid: No notification.
— Replace

Indicates whether a notification is to be issued from Life Monitoring to prompt for part
replacement if the expiration date of the fan life is approaching.

Valid:  Notification.
Invalid: No notification.
—  Expire
Indicates whether a notification is to be issued by Life Monitoring to prompt for part
replacement if the month and year of the fan life is approaching.

Valid: Notification. (Every day)
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Invalid: No notification.

Setting Fan Monitoring Information

The following describes how to perform the Setting Fan Monitoring Information operation:

IE]Operation
1.

From the Fan Monitoring menu, select [Displaying and Setting Fan Monitoring Information].
The fan monitoring information list appears.
2. Select the fan whose settings need to be made.
3. Specify the following information in the menu:
— Power-on
If the fan was replaced, change the fan's power-on time.
The default is "0."

If the main unit was installed again, the power-on time of all fans in the main unit is "0."
The setting value of the fan power-on time can be retained by saving the hardware
monitoring information before reinstalling the main unit and by restoring the monitoring

information after reinstalling the main unit.

2

See
See Section 3.1.6.11, "Saving/Restoring Hardware Monitoring Information."

—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each notification.
The default is "Valid." The default for the expire notification is "Invalid."
Valid: Notification
Invalid:  No notification
The following notifications can be specified:
Error Notification: Used to prompt for device replacement if an error is detected.

Prepare Notification: Used to prompt for the preparation of a new device for replacement
if the fan unit power-on time has reached 90% of the lifetime.

Replace Notification: Used to prompt for device replacement if the fan unit power-on
time has reached 100% of the lifetime.

Expire Notification: Used to prompt for device replacement if the fan unit power-on time
has exceeded the lifetime. (Every day)

—  Resetting Monitoring Information

Reset monitoring information if the fan unit has been replaced.

Setting Fan Monitoring Notification

The following describes how to perform the Setting Fan Monitoring Notification operation:

IE}Operation

1. From the Fan Monitoring menu, select [Setting Fan Monitoring Notification].
The Setting Fan Monitoring Notification menu opens.
2. Specity the following information in the menu:
—  Error Notification Destination

Depending on whether an error notification is required, select whether the notification is to
be issued, for each notification destination.
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—  Output to the console
—  Sending mail to the system administrator
— Sending mail to the CE
Specify whether the notification is to be issued as follows:
Valid: Notification
Invalid: No notification
— Life Notification Destination
Depending on whether a life notification is required, select whether the notification is to be

issued, for each notification destination.
—  Output to the console
—  Sending mail to the system administrator
— Sending mail to the CE

Specify whether a notification is to be issued as follows:

Valid:  Notification

Note

Invalid: No notification

Specify the mail address in the Setting Monitoring Notification Information menu of the Hardware

Monitoring Information menu.

3.1.6.3 Disk Monitoring

O

Note
The Disk Monitoring function automatically monitors all connected devices.

For this reason, an application or driver error may occur if an operational conflict with other

applications occurs or the disk array device is used.

If this happens, execute the following command to exclude the error-causing device from
monitoring.

# /usr/sbin/FISVmadm/nocheckdev add device pathname

If this command is executed, the relevant device is not monitored.

2

Cee

See Section 4.12, "nocheckdev (1M)."

Displaying the Disk Monitoring menu

IE}Operation

1. From the Hardware Monitoring Information menu, select [Disk Monitoring].

The Disk Monitoring menu opens.
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Digk Monitoring

1. Dizplaving and Setting Disk Monitoring Information
2. 3etting Disk Monitoring Motification

q:0uit  biBack to previouz menu t:Go to top menu hiHelp

Zelect. {1-2,9,b,1):

O

Note

The menu items to be displayed depend on the main unit model. Moreover, there are cases where
displayed menu items may not be available for use.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Displaying Disk Monitoring Information

The following describes how to operate the Displaying Disk Monitoring Information function:

Operation

1. From the Disk Monitoring menu, select [Displaying and Setting Disk Monitoring Information].
The disk monitoring information appears.
This information includes:
—  Unit
The instance name of the disk device
— Status
The disk status
Normal: Normal status
Error: A disk error was detected. The part needs to be replaced immediately.
Replace: A disk error was detected. ~ Preventive replacement of the part is required.
— Immediate Replacement Notification Destination

Indicates whether a notification is to be issued to prompt for immediate replacement when

an error was detected.
Valid: Notification
Invalid: No notification
—  Preventive Replacement Notification Destination

Indicates whether a notification is to be issued to prompt for preventive replacement when

replacement is required.
Valid: Notification

Invalid: No notification
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Setting Disk Monitoring Information
The following describes how to perform the Setting Disk Monitoring Information operation.

The main units of PRIMEPOWERS800/1000/2000 and GP7000F model 1000/2000 do not support the
setting of [Setting Valid/Invalid Notification].

IE]Operation
1.

From the Disk Monitoring menu, select [Displaying and Setting Disk Monitoring Information].
The disk monitoring information list appears.
2. Select the disk to be set.
3. Enter the following information in the menu:
—  Setting Valid/Invalid Notification
Specify whether a notification to be is issued, for each device. The default is "Valid."
Valid: Notification
Invalid:  No notification
The above setting can be made for the following types of notifications:
— Immediate Replacement Notification Destination

Used to prompt for the immediate replacement of a disk when a hardware error was
detected.

— Preventive Replacement Notification Destination

Used to monitor the threshold managed by the SMART function and to prompt for
preventive replacement of a disk before a hardware error is detected.

—  Resetting Monitoring Information

Reset the monitoring information when a disk was replaced.

Setting Disk Monitoring Notification

The following describes how to perform the Setting Disk Monitoring Notification operation:

IE}Operation

1. From the Disk Monitoring menu, select [Setting Disk Monitoring Notification].
The Setting Disk Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that

notification is automatically sent.
Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator
— Sending mail to the CE
—  Preventive Replacement Notification Destination

If preventive replacement notification is required, specify the destination to which that

notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator

— Sending mail to the CE
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O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the

Hardware Monitoring Information menu.

Tape Unit Monitoring

O

Note
The monitoring function automatically operates for all connected devices. For this reason, an
application or driver error to the effect that the device is indicated as busy may occur if a
device-open operation from another application conflicts with this function.
If this happens, execute the following command to exclude the error-causing device from
monitoring.
# /usr/sbin/FISVmadm/nocheckdev add device pathname

If this command is executed, the relevant device is not monitored.

2

Cee

See Section 4.12, "nocheckdev (1M)."

Displaying the Tape Unit Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [Tape Unit Monitoring].

The Tape Unit Monitoring menu opens.

Tape Unit Monitoring

1. Dizplaying and Setting Tape Unit Monitoring Informat ion
2. Setting Tape Unit Monitoring Motification

q:Buit  biBaclk to previous menu t:Go to top menu  hiHelp

Select. {1-2,9,b,t):

O

Note
Menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See
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See Section 3.1.2, "Main Unit Models and Available Menus."

Displaying Tape Unit Monitoring Information

The following describes how to operate the Displaying Tape Unit Monitoring Information function:

IE]Oper
1.

ation

From the Tape Unit Monitoring menu, select [Displaying and Setting Tape Unit Monitoring

Information].

The tape unit monitoring information appears.

This information includes:

Unit

The instance name of the tape unit

Status

The tape unit status

Normal: Normal status

Error:  An error was detected. The part needs to be replaced immediately.
Cleaning Required: The part needs to be cleaned.

Immediate Replacement Notification Destination

Specify whether a notification is to be issued to prompt for immediate replacement of the
tape unit if a hardware error was detected.

Valid: Notification.
Invalid: No notification.
Cleaning Request Notification Destination

Specify whether a notification is to be issued to prompt for cleaning when the part needs to
be cleaned.

Valid: Notification.

Invalid: No notification.

Setting Tape Unit Monitoring Information

The following describes how to perform the Setting Tape Unit Monitoring Information operation:

IE]Oper
1.

ation

From the Tape Unit Monitoring menu, select [Displaying and Setting Tape Unit Monitoring

Information].

The tape unit monitoring information list appears.

Select the tape unit to be set.

Enter the following information in the menu:

Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each device. The default is "Valid."
Valid: Notification.

Invalid: No notification.

The above setting can be made for the following types of notifications:

Immediate Replacement Notification Destination: Used to prompt for the immediate
replacement of the tape unit if a hardware error was detected.

Cleaning Request Notification Destination: Used to prompt for cleaning if the part needs
to be cleaned.
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The main units of PRIMEPOWERS800/1000/2000 and GP7000F model 1000/2000 do not
support this function.

—  Resetting Monitoring Information

Reset the monitoring information when the tape unit was replaced.

Setting Tape Unit Monitoring Notification

The following explains how to perform the Setting Tape Unit Monitoring Notification operation:

IE]Operation

1. From the Tape Unit Monitoring menu, select [Setting Tape Unit Monitoring Notification].
The Setting Tape Unit Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator
— Sending mail to the CE
—  Cleaning Request Notification Destination

If cleaning notification is required, specify the destination to which that notification is

automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator

— Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the

Hardware Monitoring Information menu.

3.1.6.5 CPU Monitoring

This section describes how to operate the CPU Monitoring function.

Displaying the CPU Monitoring menu

IE}Operation

1. From the Hardware Monitoring Information menu, select [CPU Monitoring].

The CPU Monitoring menu opens.

3-27



Chapter 3 Model Family-Specific Information

CPU Monitoring

1. Dizplaying and Setting CPU Monitaring Information
2. =etting CPU Monitoring Motification

q:0uit  b:iBack to previous menu t:ilo to top menu hiHelp

Zelect. (1-2,9,b,t):

Displaying CPU Monitoring Information
The following describes how to operate the Displaying CPU Monitoring Information function:

Operation

1.

From the CPU Monitoring menu, select [Displaying and Setting CPU Monitoring Information].
The CPU monitoring information appears.
This information includes:
—  Unit
The CPU slot (example: CPU#0)
— Status
The CPU status
Normal: Normal status
Error: A CPU error was detected. The part needs to be replaced immediately.
Replace: A CPU error was detected. ~ Preventive replacement of the part is required.
— Immediate Replacement Notification Destination

Specify whether a notification is to be issued to prompt for the immediate replacement of

the CPU if a hardware error was detected.
Valid: Notification.
Invalid:  No notification.
— Preventive Replacement Notification Destination

Specify whether a notification is to be issued to prompt for preventive replacement if
replacement is needed.

Valid: Notification.

Invalid: No notification.

Setting CPU Monitoring Information

The following describes how to perform the Setting CPU Monitoring Information operation:

Operation

1.

From the CPU Monitoring menu, select [Displaying and Setting CPU Monitoring Information].
The Setting CPU Monitoring Information list appears.
Select the CPU whose settings need to be made.
Enter the following information in the menu:
—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each device. The default is "Valid."

Valid: Notification.
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Invalid: No notification.
The above setting can be made for the following types of notifications:

Immediate Replacement Notification Destination: Used to prompt for the immediate
replacement of the CPU.

Preventive Replacement Notification Destination: Used to monitor for 1-bit errors in the
CPU cache memory and to prompt for preventive replacement of the CPU before a
hardware error is detected.

—  Resetting Monitoring Information

Reset the monitoring information when the CPU was replaced.

Setting CPU Monitoring Notification

The following describes how to perform the Setting CPU Monitoring Notification operation:

IE]Operation

1. From the CPU Monitoring menu, select [Setting CPU Monitoring Notification].
The Setting CPU Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator
—  Sending mail to the CE
— Preventive Replacement Notification Destination

If preventive replacement notification is required, specify the destination to which that

notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator

— Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the

Hardware Monitoring Information menu.

3.1.6.6 Memory Monitoring

This section describes how to operate the Memory Monitoring function.

Displaying the Memory Monitoring menu

IE}Operation

1. From the Hardware Monitoring Information menu, select [Memory Monitoring].

The Memory Monitoring menu opens.
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Memory Monitoring

1. Dizplaving and Setting Memory Monitoring Information
2. 3etting Memory Monitoring Motification

q:Buit  biBack to previouz menu t:Go to top menu hiHelp

Select. {1-2,9,b,1):

Displaying Memory Monitoring Information

The following describes how to operate the Displaying Memory Monitoring Information function:

Operation

1.

From the Memory Monitoring menu, select [Displaying and Setting Memory Monitoring

Information].
The memory monitoring information appears.
The memory monitoring information includes:
—  Unit
Unit name. (Example: SLOTO)
— Status
Memory status
Normal: Normal status
Error: A memory error was detected. The part needs to be replaced immediately.
Replace: A memory error was detected.  Preventive replacement of the part is required.
— Immediate Replacement Notification Destination

Indicates whether a notification is to be issued to prompt for immediate replacement if an

error was detected.
Valid: Notification.
Invalid:  No notification.
— Preventive Replacement Notification Destination

Indicates whether a notification is to be issued to prompt for preventive replacement if
replacement is required.

Valid: Notification.

Invalid: No notification.

Setting Memory Monitoring Information

The following describes how to perform the Setting Memory Monitoring Information operation:

Operation

1.

From the CPU Monitoring menu, select [Displaying and Setting CPU Monitoring Information].
The CPU monitoring information list appears.
Select the CPU whose settings need to be made.
Enter the following information in the menu:
—  Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each unit. The default is "Valid."
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Valid: Notification.
Invalid: No notification.

The above setting can be made for the following types of notifications:

Immediate Replacement ~ Used to prompt for the immediate replacement of the memory if a
Notification Destination: hardware error was detected.

Preventive Replacement  Used to monitor for 1-bit errors and comparable errors and to
Notification Destination: prompt for preventive replacement of the memory before a
hardware error is detected.

— Resetting Monitoring Information

Reset the monitoring information when the memory is replaced.

Setting Memory Monitoring Notification

The following describes how to perform the Setting Memory Monitoring Notification operation:

IE}Operation

1. From the Memory Monitoring menu, select [Setting Memory Monitoring Notification].
The Setting Memory Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator
—  Sending mail to the CE
—  Preventive Replacement Notification Destination

If preventive replacement notification is required, specify the destination to which that

notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator

— Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the

Hardware Monitoring Information menu.

3.1.6.7 Power Supply Unit Monitoring

This section describes how to operate the Power Supply Unit Monitoring function.

Displaying the Power Supply Unit Monitoring menu

IE]Operation

1. From the Hardware Monitoring Information menu, select [Power Supply Unit Monitoring].

The Power Supply Unit Monitoring menu opens.
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1.
2.

Power Supply Unit Monitoring

Dizplaving and Setting Power Supply Unit Monitoring Information
setting Power Supply Unit Monitoring MNotification

g:Quit biBack to previous menu ti:Go to top menu hiHelp

Select. {1-2,9,b,1t):

Displaying Power Supply Unit Monitoring Information

The following describes how to operate the Displaying Power Supply Unit Monitoring Information

function:

Operation
1.

From the Power Supply Unit Monitoring menu, select [Displaying and Setting Power Supply Unit

Monitoring Information].

The power supply unit monitoring information appears.

This information includes:

Unit
The identifier of the power supply unit
The unit name is displayed in the following formats:

Power Supply Unit of Basic Cabinet: FEP#n (n is the power supply unit identification
number.)

Power Supply Unit of Expansion Cabinet: cabinet-name#m-PSU#n (m is the cabinet
identification number and n is the power supply unit identification number.)

Status
The power supply unit status
Normal: Normal status

Error: A power supply unit error was detected. The part needs to be replaced
immediately.

None: Not mounted.
Error Notification

Indicates whether a notification is to be issued to prompt for error reporting if an error is
detected.

Valid: Notification.

Invalid: No notification.

Setting Power Supply Unit Monitoring Information

The following describes how to perform the Setting Power Supply Unit Monitoring Information

operation:

Operation
1.

From the Power Supply Unit Monitoring menu, select [Displaying and Setting Power Supply Unit

Monitoring Information].

The power supply unit information list appears.

Select the power supply unit whose settings are to be made.
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3. Enter the following information in the menu:
—  Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each power supply unit. The default is
"Valid."

Valid: Notification.
Invalid:  No notification.
The above setting can be made for the following types of notifications:
Error Notification: Used to prompt for the replacement of the power supply unit if an
error was detected.
— Resetting monitoring information

Reset the monitoring information if the power supply unit was replaced.

Setting Power Supply Unit Monitoring Notification
The following describes how to perform the Setting Power Supply Unit Monitoring Notification

operation:

IE}Operation
1.

From the Power Supply Unit Monitoring menu, select [Setting Power Supply Unit Monitoring

Notification].

The Setting Power Supply Unit Monitoring Notification menu opens.

2. Enter the following information in the menu:
—  Error Notification Destination
If error notification is required, specify the destination to which that notification is
automatically sent.
Specify the notification destination from the following:
—  Output to the console

—  Sending mail to the system administrator

— Sending mail to the CE

O

MNote
Specify the mail address on the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.8 UPS Monitoring

This section describes how to operate the UPS Monitoring function.

Displaying the UPS Monitoring menu

IE}Operation

1. From the Hardware Monitoring Information menu, select [UPS Monitoring].

The UPS Monitoring menu opens.
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PS Monitoring

1. Displaying and 3etting UPS Monitoring Information
2. Setting UPS Monitoring Motification
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Displaying UPS Monitoring Information
The following describes how to operate the Displaying UPS Monitoring Information function:

Operation

1. From the UPS Monitoring menu, select [Displaying and Setting UPS Monitoring Information].
The UPS monitoring information appears.
This information includes:
—  Unit
The identifier of the UPS unit
— Status
The UPS unit status
Normal: Normal status
Error: A UPS unit error was detected. The part needs to be replaced immediately.
—  Error Notification

Indicates whether a notification is to be issued to prompt error reporting if an error was
detected.

Valid: Notification.

Invalid: No notification.

Setting UPS Monitoring Information

The following describes how to perform the Setting UPS Monitoring Information operation:

Operation

1. From the UPS Monitoring menu, select [Displaying and Setting UPS Monitoring Information].
The UPS monitoring information list appears:
2. Select the UPS unit whose settings are to be made.
3. Enter the following information in the menu:
—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each UPS unit. The default is "Valid."
Valid: Notification.
Invalid:  No notification.
The above setting can be made for the following type of notification:
Error Notification: Used to prompt for unit replacement if an error was detected.
—  Resetting Monitoring Information

Reset the monitoring information when the UPS unit was replaced.
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Setting UPS Monitoring Notification

The following describes how to perform the Setting UPS Monitoring Notification operation:

Operation

1. From the UPS Monitoring menu, select [Setting UPS Monitoring Notification].
The Setting UPS Monitoring Notification menu opens.
2. Enter the following information in the menu:
—  Error Notification Destination

If error notification is required, specify the destination to which that notification is

automatically sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator

— Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.9 Degradation Monitoring

This section describes how to operate the Degradation Monitoring function.

Displaying Degradation Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [Degradation Monitoring].

The Degradation Monitoring menu opens.

Degradat ion Monitaoring

1. Dizplaving Degradation Monitoring Informat ion
2. Hetting Degradation Monitoring Notification

q:Buit  biBack to previouz menu t:Go to top menu hiHelp

Select. (1-2,q,b,1t):

Displaying Degradation Monitoring Information
The following describes how to operate the Displaying Degradation Monitoring Information function:

Operation

1. From the Degradation Monitoring menu, select [Displaying Degradation Monitoring Information].
The degradation monitoring information appears.
The degradation monitoring information includes:

—  Unit
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Name of the unit being operated in degradation mode
—  Location (FRU)

Location of the unit being operated in degradation mode

Setting Degradation Monitoring Notification

The following describes how to perform the Setting Degradation Monitoring Notification operation:

Operation

1. From the Degradation Monitoring menu, select [Setting Degradation Monitoring Notification].
The degradation monitoring information appears.
2. Enter the following information in the menu:
—  Error Notification Destination

If notification is required, specify the destination to which that notification is automatically
sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator

— Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the
Hardware Monitoring Information menu.

3.1.6.10 Setting Monitoring Notification Information

This section describes how to perform the Setting Monitoring Notification Information operation.

Displaying the Setting Monitoring Notification Information menu
Operation

1. From the Hardware Monitoring Information menu, select [Setting Monitoring Notification
Information].

The Setting Monitoring Notification Information menu opens.

Setting Monitoring MNotification Information

1. Output to the console @ root

2. Mail addrezs of the svstem administrator:
Memo

3. Mail address of the CE : nobody
Memo

q:Guit  biBack to previous menu t:Go to top menu hiHelp

Select. (1-3,q.b,t.h):
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Output to the Console

The following describes how to operate the Output to the Console function:

IE}Operation

1. From the Setting Monitoring Notification Information menu, select [Output to the console].
The Output to the Console menu opens.
2. Enter the following information in the menu:
— Notification Item

In the CUI menu, no notification item can be selected. ~Specify whether a notification is to
be issued for all items individually.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menus of the hardware
monitoring information indicates whether the console is set as the notification destination.

To change a notification item, select it and set it to "Valid" or "Invalid".

Mail Address of the System Administrator

The following describes how to set the mail address of the system administrator:

IE}Operation
1.

From the Setting Monitoring Notification Information menu, select [Mail address of the system

administrator].
The Mail Address of the System Administrator menu opens.
2. Enter the following information in the menu:
— Mail address
Enter the mail address of the system administrator.

To send a notification to multiple system administrators, separate their mail addresses with

acomma ",".

—  Memo

Enter supplementary information. Use this information when sending memos to the
system administrator.
A colon ":" cannot be entered.

— Notification Item

In the CUI menu, no notification item can be selected. ~Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menu of the hardware
monitoring information indicates whether the system administrator is set as the notification
destination.

To change a notification item, select it and set it to "Valid" or "Invalid".

Mail Address of the CE
The following describes how to specify a mail address of the CE:

IE]Operation

1. From the Setting Monitoring Notification Information menu, select [Mail address of the CE].
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The Mail Address of the CE menu opens.
2. Enter the following information in the menu:
— Mail address
Enter the mail address of the CE.
To send a notification to multiple CEs, separate their mail addresses with a comma ",".
—  Memo
Enter supplementary information. Use this information when sending memos to the CE.
A colon ":" cannot be entered.
— Notification Item

In the CUI menu, no notification item can be selected. Specify whether a notification is to
be issued for all items individually.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menus of the hardware

monitoring information indicates whether the CE is set as the notification destination.

To change a notification item, select it and set it to "Valid" or "Invalid".

3.1.6.11 Saving/Restoring Hardware Monitoring Information

This section describes how to operate the Saving/Restoring Hardware Monitoring Information function.

Displaying the Saving/Restoring Hardware Monitoring Information menu
Operation

1. From the Hardware Monitoring Information menu, select [Saving/Restoring Hardware Monitoring

Information].

The Saving/Restoring Hardware Monitoring Information menu opens.

Saving/Restoring Hardware Monitoring Information

1. Saving Hardware Monitoring Information
?. PRestoring Hardware Monitoring Information

q:Guit  biBack to previous menu t:iGo to top menu hiHelp

Zelect. (1-2,q.b,t):

Saving Hardware Monitoring Information

The following describes how to operate the Saving Hardware Monitoring Information function:

Operation

1. From the Saving/Restoring Hardware Monitoring Information menu, select [Saving Hardware
Monitoring Information].

2. Select the log data to be saved.
Enter the name of the save destination directory with the full path.
4. Enter the file name (FJSVmadminfo.tar.Z) in the specified directory.
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Imformation

If the information was saved in a file used for reinstalling the main unit, it needs to be copied to

another main unit or storage medium.

Restoring Hardware Monitoring Information

The following describes how to operate the Restoring Hardware Monitoring Information function:

Operation

1. From the Saving/Restoring Hardware Monitoring Information menu, select [Restoring Hardware

Monitoring Information].
2. Enter the full path of the directory containing the original file to be restored.
3. FJSVmadminfo.tar.Z of the specified directory is restored.

3.1.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu
Operation

1. From the CUI menu, select [Log Datal].

The Log Data menu opens

Log Data

Digk Error Information

Digk Error Statistics Information
Memory Error Information

Mezzaze Loz

Thermal Error Log

Fan Error Log

Power Error Loz

3CF Error Log
Power-failure/Power-recovery Log
10.  Power Log

11. Machine Administration Monitoring Log
12, Zawinz the Loz Data

13. Collecting Swstem Information

o0 = 00 M e OO RO —

(=)

q:Buit  biBaclk to previous menu t:Go to top menu hiHelp

Note

The menu items to be displayed depend on the main unit model.
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3.1.7.1

Moreover, there are cases where displayed menu items may not be available for use.

Menu items to be displayed differ between the CUI and GUI menus.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Message logs

This section describes how to display message logs.

IE]Operation

1. From the Log Data menu, select [Message Log].

2. Specify the following items and retrieve log data in accordance with the menu:

Specification of range

Displays the message log data in the range of the specified dates.
If Starting date is omitted, the starting day is January 1.

If Completion date is omitted, the ending day is December 31.

If both Starting date and Completion date are omitted, the log in the range from the
beginning to the end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If October 1 is specified as Starting date and March 31 is specified as Completion date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.

Specification of Time (only)

Displays the message logs in the specified time range.
If Starting time is omitted, the starting time is 00:00.

If Completion time is omitted, the ending time is 23:59.
<Example>

If 20:00 is specified as Starting time and 08:00 is specified as Completion time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Specification of Range and 1700 to 0900 is specified in
Specification of Time (Only), the log data from 17:00 of a day to 09:00 of the next day is
displayed in the range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

Display order
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Selects whether information is displayed starting from the latest or the oldest information.

The default is "latest information."

3.1.7.2 Disk error information

This section describes how to display disk error information.

IE}Operation

1. From the Log Data menu, select [Disk Error Information].

2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays the disk error information in the range of the specified date.
If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,

the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to end of the log file.

Time period

Displays the disk error information in the specified time range.
If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.
<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

I£ 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."
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3.1.7.3

3.1.74

Disk Error Statistics Information

This section describes how to display disk error statistics information.

IE]Operation
1.

From the log data menu, select [disk error statistics information].

2. Use either of the following methods to specify in the menu the disk for which disk error statistics

information is to be displayed:

Entering the name of the disk
Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:

— sd driver instance name

— logical device name (logical device name registered in /dev/rdsk)

— physical device name (Unit name as registered in a message column)
Selecting the disk name from a list
Enter "L". A list displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.

Memory error information

This section describes how to display memory error information.

IE}Operation

1. From the Log Data menu, select [Memory Error Information].

2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays the memory error information in the range of the specified date.
If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>

If October 1 is specified as Display start date and March 31 is specified as Display end date,

the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to end of the log file.

Time period

Displays the memory error information in the specified time range.

If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 05:01 is specified as Display range and 17:00 to 09:00 is specified as Time period, the
information logged from 17:00 of a day to 09:00 of the next day is displayed in the range
from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.
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Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are
to be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines for messages logged at the same time. The default is "in units
of multiple lines."

Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

3.1.7.5 Machine Administration monitoring log

This section describes how to display the Machine Administration monitoring log.

IE]Operation

1. From the Log Data menu, select [Machine Administration Monitoring Log].

2. Specify the following items and retrieve log data in accordance with the menu:

Display Range

Displays the Machine Administration monitoring log in the range of the specified date.

If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to the end of the log file.

Time period

Displays the Machine Administration monitoring log data in the specified time range.

If Start Time is omitted, the starting time is 00:00.

If End Time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

I£ 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are
to be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines for messages logged at the same time. The default is "in units
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of multiple lines."
— Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

3.1.7.6  SCF error log

This section describes how to display the SCF error log.

IE}Operation

1. From the Log Data menu, select [SCF Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Display Range
Displays the SCF error log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed.

—  Time period
Displays the SCF error log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged rom 20:00 to 08:00 is displayed in the range from the beginning to end
of the log file.
If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

— Logtype
Selects the type of the error log to be displayed.

The default is "AlL"
All : All error logs
SCF log : Error log for device and environment errors detected by SCF
Watchdog : Error log for monitoring log Watchdog monitoring alarm
OBP/POS : Error log for errors detected by log OBP/POST
T

— Display format
Selects ordinary format or one-line-per-event format.
The default is "Standard display format."

In one-line-per-event format, the following information appears:
No. : Event number
Type : Logtype
E: Device or environment error detected by SCF
H: Watchdog monitoring alarm
R: Error detected by OBP/POST
Date . Log storage time
Error code/Component  : Error code
For the OBP/POST log, indicates the error code and
component ID.
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3.1.7.7 Thermal error log

This section describes how to display the thermal error log.

IE]Operation

1. From the Log Data menu, select [Thermal Error Log].

2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays thermal error log data in the range of the specified date.

If Display start date is omitted, the oldest information in the log file is displayed.

If Display end date is omitted, the latest information in the log file is displayed.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to the end of the log file is displayed.

Time period

Indicates the thermal error log in the specified time range.

If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to end
of the log file.

I£ 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are
displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines logged at the same time of day. The default is "in units of
multiple lines."

Display order

Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

Display format

Selects the ordinary format or one-line-per-event format.

The default is "Standard display format."

In one-line-per-event format, the following information appears:
No. : Event number
Type : Logtype
E: Device or environment error detected by SCF
H: Watchdog monitoring alarm
R: Error detected by OBP/POST
Date . Log storage time

Error code/Component : Error code
For the OBP/POST log, indicates the error code and
component ID.
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3.1.7.8  Fan error log

This section describes how to display the fan error log.

IE]Operation

1. From the Log Data menu, select [Fan Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Display range
Displays the fan error log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed.

—  Time period
Displays the fan error log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified for Display start time and 08:00 is specified for Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to end
of the log file.
I£ 0501 to 0831 is specified for Display range and 1700 to 0900 is specified for Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

— Display format
Selects the ordinary format or one-line-per-event format.
The default is "Standard display format."

In one-line-per-event format, the following information appears:
No. : Event number
Type : Log type
E: Device or environment error detected by SCF
H: Watchdog monitoring alarm
R: Error detected by OBP/POST
Date . Log storage time
Error code/Component : Error code
For the OBP/POST log, indicates the error code and
component ID.

3.1.7.9 Power error log

This section describes how to display the power error log.

IE}Operation

1. From the Log Data menu, select [Power Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Display range
Displays the power error log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed.
—  Time period
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Displays the power error log data in the specified time range.

If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to end
of the log file.

I£ 0501 to 0831 is specified in Display range, and 1700 to 0900 is specified in Time period ,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Display order

Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

Display format

Selects the ordinary format or one-line-per-event format.

The default is "Standard display format."

In the one-line-per-event format, the following information appears:
No. : Event number
Type : Logtype
E: Device or environment error detected by SCF
H: Watchdog monitoring alarm
R: Error detected by OBP/POST
Date . Log storage time
Error code/Component : Error code
For the OBP/POST log, indicates the error code and
component ID.

3.1.7.10 Power failure and power recovery logs

This section describes how to display the power failure and power recovery logs.

IE}Operation

1. From the Log Data menu, select [Power-failure/Power-recovery log].

2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays the power failure and power recovery log data in the range of the specified date.

If Display start date is omitted, the oldest information in the log file is displayed.

If Display end date is omitted, the latest information in the log file is displayed.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed.

Time period

Displays the power failure and power recovery log data in the specified time range.

If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

I£ 0501 to 0831 is specified for Display range and 1700 to 0900 is specified for Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Display order

Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."
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3.1.7.11 Power log

This section describes how to display the power log.

IE]Operation

1. From the System Log Administration menu, select [Display Power log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Display range
Displays the power log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log in the range from the
beginning to end of the log file is displayed.

—  Time period
Displays the power log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.
I£ 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

O

Note

If the clock setting of the operating system was changed by time resetting, the display order may
differ from the event generation order or some part of the data may not be displayed.

3.1.7.12 Saving the log data

This section describes how to operate the Saving the Log Data function.
Saving the Log Data saves log data of various types. The following types of log data can be saved:
o Al
e Message Log
e Machine Administration Monitoring Log
e  SCF Error Log
e Power Log

Infarmation

The CE uses the file in which the log data was saved, when hardware is faulty.
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Displaying the Saving the Log Data menu
Operation

1. From the Log Data menu, select [Saving the Log Datal.
The Saving the Log Data menu opens.

Sawving the Log Data

Al

Mezzaze Loz

Machine Adminisztration Monitoring Loz
SCF Error Log

Power Log

N o= 00 RO —
R ]

q:Buit biBack to previous menu tiGo to top menu hiHelp

To zpecify more than one, use a comma to delimit the number such as 2.3.
Do wou specify information to be saved? (1-5.q9.b.t.h):

O

Note

The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Save Log Data to a File
Operation

1. From the Save Log Data to a File menu, select the log data to be saved.
2. Enter the following information in the menu:
— Save destination
Specify the save destination file name with the full path.

The file is created in tar format and is compressed with the “compress” command.

3.1.7.13 Collecting system information

This section describes how to operate the Collecting System Information function.
If a main unit error occurs, Collecting System Information outputs the following information to a file:

e Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses

e Information such as command execution results

Infarmation

The CE uses the file in which system information was collected.
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Displaying the Collecting System Information menu

Operation

1. From the Log Data menu, select [Collecting System Information].

The Collecting System Information menu opens.

Collect ing Swystem Information
System Information Menu

1. all

2. baszic software

3. high availability
4. Ip

b, netwarl

B. s=torage array

If

you want to select more than one, please separate the rumber by comma ).

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. (1-B,9,h,t):

Collecting System Information

Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
—  Collection Destination
Specify the name to the collection destination file with the full path.
The file is created in tar format and is compressed with the “compress” command.

3.1.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note

The CE performs the hardware maintenance.

Displaying the Hot Swapping Guide menu
Operation

1. From the CUI menu, select [Hot Swapping Guide].
The Hot Swapping Guide menu opens.
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Hot Swapping Guide

.The Faulty Hard Disk Drive Replacement {Hot Swap)

. Prevent ive Maintenance of the Hard Disk Drive (Hot Swap)
. Include the Hard Disk Drive after the Cold Maintenance

. Power Zupply Unit of Main Cabinet

. Fan Unit of Main Cabinet

. Power Zupply Unit of Expanzion Cabinet

. Fan Unit of Expanzion Cabinet

g T oo e on 3 —

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. {1-B,q9,b,t):

O

Note

The menu items depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

O

MNote
If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping
operation again from the beginning.

The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk

Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement," for information on how to use the menu for displaying the

disk drive swapping guidance information.

O

Mote
The CE replaces the hard disk.

Power Supply Unit of Main Cabinet

This section describes how to display the guidance information on hot-swapping the power supply of the
main cabinet.

3-51



Chapter 3 Model Family-Specific Information

O

Mote

The CE replaces the power supply unit of the main cabinet.

IE}Operation
1.

From the Hot Swapping Guide menu, select [Power Supply Unit of Basic Cabinet].
2. From theBasic Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.
3. Replace the power supply unit in accordance with the guidance information.
If no redundant PSU is built in, set up the power supply unit of the main cabinet for hot expansion.

3.1.8.3 Fan Unit of Main Cabinet

This section describes how to display the guidance information on hot-swapping the fan unit of the basic
cabinet.

O

Note
The CE replaces the fan unit of the basic cabinet.

IE}Operation
1.

From the Hot Swapping Guide menu, select [Fan Unit of Basic Cabinet].
2. From the Basic Cabinet Fan Unit list, select the fan unit to be replaced.
The lists shows the device names and statuses.
3. Replace the fan unit in accordance with the guidance information.
However, if the fan unit is replaced, the power-on time of the replaced fan unit is automatically set
to 0.

3.1.8.4 Power Supply Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the power supply unit of

the expansion cabinet.

O

Note

The CE replaces the power supply unit of the expansion cabinet.

IE]Operation
1.

From the Hot Swapping Guide menu, select [Power Supply Unit of Expansion Cabinet].

2. From theExpansion Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.

3. Replace the power supply unit in accordance with the guidance information.
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3.1.8.5 Fan Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the fan unit of the
expansion cabinet.

O

Note

The CE replaces the fan unit of the expansion cabinet.

IE}Operation
1.

From the Hot Swapping Guide menu, select [Fan Unit of Expansion Cabinet].
2. From the Expansion Cabinet Fan Unit list, select the fan unit to be replaced.
The list shows the device names and statuses.
3. Replace the fan unit in accordance with the guidance information.

However, if the fan unit is replaced, the power-on time of the replaced fan unit is automatically set
to 0.

3.1.9 Auto Power Control System (APCS) Administration

This section describes how to operate the Auto Power Control System (APCS) Administration menus.

Displaying the Automatic Power Control screen

GUI Operation

1. Inthe GUI menu, click [Automatic Power Control].

Tujitsu

&= Hardwarne Monior g fornomatkan

&= RCI-related Settings

= Log Irfod meation

&= Hol Swapping Guide
Automatic Power Cortral
Diagriostic Program

&= Machine Administration Emdronment
Varsion Information

2. The Automatic Power Control screen appears.

3-53



Chapter 3 Model Family-Specific Information

3.1.9.1 Displaying power control relationships

This section describes how to display information related to automatic power control.

-Operation

1. From the GUI menu, select [ Automatic Power Control].
The [Automatic Power Control] screen appears.

3-54



3.1 PRIMEPOWER1/200/400/600,GP7000F model200/200R/400/400R/400A/600/600R

i ez w0~ [
- Specil pav: 000 |o|¥ 2|2 M| o[s D — Setting information
 Holay CTEREE B e

PR e ae]

o gEEE oo

£ Automatic _F'.:u-'i .ujmﬂ
Start A
1700 aff normdawn Schedule
12/28(Sun) 03 00 on wilweekheSUN 1201 09:00-17:00 normedown = Display information
1700 off normdavwn #
1/ 4{Sun) 04 00 on
\_ 4700 off _normdaowen = J
ﬁm Woeak: vl Sun [ Mon [ Tue [ Wed [ The O Fri [0 Sal 1'{

tem: | |M-| [2|M

Diizplay and setting

5 : @ o : m— _— ;
iID Power Recovery Mode ® Tarn On 7 Mot e Ome < Only dcee Tine info tion

, ;
21wt a1 ciesstar ingorenation — Getting information

| End | Register Delte | e |

[dava Applet Window

The [Automatic Power Control] screen displays the following information:

State field

Operation status of automatic power control

Active: Automatic power control is in progress.

Stopped: Automatic power control stops.

Schedule of 30 days field

Automatic power control schedule for 30 days from the current date and time
Schedule setting and deletion are reflected.

Schedule field

Displays schedule information for automatic power control which was set.
Schedule setting and deletion are reflected.

Power Recovery Mode

A selected host displays the power recovery mode currently set.

Power Recovery Mode Meaning
Power On If a power failure occurs during main unit operation
and the power is turned off;, it is automatically turned
on again when the power is subsequently restored.
Do Not Power On If a power failure occurs during main unit operation
and the power is turned off, it is not turned on again
when the power is subsequently restored.
Power On When Active If a power failure occurs during main unit operation
and the power is turned off; it is automatically turned
on again during an operation period when the power
has been subsequently restored.

3.1.9.2 Set Schedule

This section describes how to perform the Set Schedule operation.
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3.1.9.3

GUI Operation

1.

In the GUI menu, click [Automatic Power Control].
The [Automatic Power Control] screen appears.

2. Click the [Stop] button in the [Status] field.
Schedule operation stops.
3. Select schedule items on the [Automatic Power Control] screen.
—  Weekly
Sets week-by-week schedules.
Enter the day of the week, period, start time, stop time, and shutdown mode in which
Automatic Power Control is to be executed.
— Daily
Sets day-by-day schedule.
Enter the period in which Automatic Power Control is to be executed, start time, stop time,
and shutdown mode.
—  Special
Sets the specific day's schedule.
Enter the day when Automatic Power Control is to be executed, start time, stop time, and
shutdown mode.
— Holiday
Sets a holiday schedule.
Enter the day when Automatic Power Control is to be temporarily stopped.
—  Start Time
Sets the time when the power is to be turned on.
—  Stop Time
Sets the time when the power is to be turned off.
—  Shutdown Mode
Selects whether shutdown mode is set normally or forcibly.
Shutdown mode can be set only if the stop time is entered.
If the stop time is omitted, [Normal] is set.
N
In Set Schedule, the start time or stop time needs to be entered.
4. Click the [Register] button.
The entered schedule information is registered.
5. Click the [Start] button in the [Status] field.
Schedule operation starts.
Delete Schedule

This section describes how to perform the Delete Schedule operation.

GUI Operation

1.

In the GUI menu, click [Auto Power Control System (APCS) Administration].

The [Automatic Power Control] screen appears.

Click the [Stop] button in the [Status] field.

Schedule operation stops.

In the [Schedule] field, click the schedule to be deleted. (Multiple schedules can be selected.)
Click the [Delete] button.
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The selected schedule is deleted.
5. Click the [Start] button in the [Status] field.
Schedule operation starts.

3.1.9.4 Setting Power Recovery Mode

This section describes how to set up Power Recovery Mode.
Use the [Automatic Power Control] screen to set up power recovery mode.

GUI Operation
1. Inthe GUI menu, click [Automatic Power Control].
The [Automatic Power Control] screen appears.

2. Select [Power Recovery Mode].

Power Recovery Mode Meaning
Power On If a power failure occurs during main unit operation and the
power is turned off, it is automatically turned on again when
the power is subsequently restored.
Do Not Power On If a power failure occurs during main unit operation and the
power is turned off; it is not turned on again when the power
is subsequently restored.
Power On When Active If a power failure occurs during main unit operation and the
power is turned off, it is automatically turned on again
during an operation period when the power has been
subsequently restored.

3. Click the [Register] button.

Power recovery mode is entered.

O

MNote
Condition for enabling [Only Active Time]:
The automatic power control schedule is already set and is active.

If the automatic power control schedule is not set or is stopped, set it and set the operation status to
[Active].

3.1.9.5 Matching of Cluster Information

This section describes how to unify the schedules of Auto Power Control System (APCS) Administration
of the SynfinityCLUSTER system.
Unification of Cluster Information can make APCS schedules of all nodes consisting of the
SynfinityCLUSTER system the same. Perform this operation in the following cases:

e Anode from a cluster system was added.

e Anode was replaced.
Unification of Cluster Information is available only for a SynfinityCLUSTER system.

Gul Operation

1. Inthe GUI menu, click [Automatic Power Control].
The [Automatic Power Control] screen appears.

2. Click the [Stop] button in the [Status] field.
Schedule operation stops.

3. Select [Matching of Cluster Information].
Click the [Register] button.
The automatic power control schedule is distributed to another node from the cluster system.
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5. Click the [Start] button in the [Status] field.
Schedule operation starts.

3.1.10 RClI-related Settings

This section describes how to operate the RCI-related Settings menus.

Displaying the RCI-related Settings menu
Operation

1. From the CUI menu, select [RCI-related Settings].
The RCl-related Settings menu opens.

RCI-related Settings

Dizplaving a List of RCI devices

Confirming the RCI-connected Units

Reconf iguring the RCI Metwork(RCI Device &ddition)

Setting the RCI Host Address

Setting Expiration Time of the Mo-communication Monitoring Timer
Setting the External Equipment Wait time

RCI Device Replacement

=1 O3 CF e OO D —

q:Buit biBack to previous menu t:Go to top menu hiHelp

Zelect{1-7.9,b.t,h}:

3.1.10.1 Display Current RCI Configuration

This section describes how to perform the Display Current RCI Configuration operation.

Operation

1. From the Remote Cabinet Interface (RCI) Administration menu, select [Display Current RCI

Configuration].
The RCI statuses of the local host are explained below.
— RCI address
RCI address of the main unit
—  Status
RCI status
Active : RCI active status
Mainte :  RCI maintenance mode in effect
Configuring : RCI network construction in progress
ConfigError (reason) : RCI network construction error
reason indicates the reason for the error.
reason Reason for error
"Self Host Address Conflict" Local address duplication error
"Host Address Contradict" Inconsistency between the host count
and host addresses
"RCI Address Contradict" RCI address inconsistency
"Can't assign new Address" New registration impossible
"Error in Configuring" Error during installation
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reason Reason for error
"Self configuration RCI AddressConflict" Error in  self-configuration: RCI
address duplicate
"RCI Hardware Error" RCI hardware error

The following explains the list of the devices connected to RCI:

— address
RCI address
- pwr
Power status of the RCI device
ON . Power-on status
OFF . Power-off status
— alm

Alarm generation status

ALM : Alarm generation
- : No alarm
- IF
I/F status of the RCI device
ACT 1 Active
INACT : Inactive
— sys-phase
OS status
power-off :  Power-off status
panic . Panic status
shdwn-start : Shutdown in progress
shdwn-cmplt : Shutdown completed
dump-cmplt : Dump completed
initializing : Initial diagnosis in progress
booting :  Booting in progress
running :  In operation
- ctgry
RCI device category
Host : Main unit
Rcic . External power control device
Disk : Disk unit
Linsw : Line switching unit
Other : Other devices
— dev-cls

RCI device class. Displayed as a 4-digit hexadecimal number.
— sub-cls
Subclass of the RCI device. Displayed as a 2-digit hexadecimal number.

3.1.10.2 Confirming the RCI-connected Units

This section describes how to perform the Confirming the RCI-connected Units operation.

IE}Operation
1.

From the RClI-related Settings menu, select [Confirming the RCI-connected Units].

2. From Display Current RCI Configuration, select the device whose connection is to be checked.
The check lamp of the specified device blinks.

3. Exit [Confirming the RCI-connected Units].
The check lamp of the specified device goes off.

3.1.10.3 Reconfiguring the RCI Network (RCI Device Addition)

This section describes how to perform the Reconfiguring the RCI Network operation.
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IE]Operation

From the RClI-related Settings menu, select [Reconfigure the RCI Network (RCI Device
Addition)].

The RCI network is reconfigured.

Infarmation

The time required for the setting to be completed depends on the number of cabinets connected to
the network.

3.1.10.4 Setting the RCI Host Address

This section describes how to perform the Setting the RCI Host Address operation.

IE}Oper
1.

2.

ation

From the RCI-related Settings menu, select [Setting the RCI Host Address].
Enter the RCI host address in the following format:

0x0001**ff

"#%" can be 01 to 20 (hexadecimal).

When the RCI host address is entered, the RCI network is constructed.

3.1.10.5 Setting the External Equipment Wait Time

This section describes how to perform the Setting the External Equipment Wait Time operation.

IE]Oper
1.

3.1.10.6 RCID

ation

From the RClI-related Settings menu, select [Setting the External Equipment Wait Time].
The RCI address list for the external power control device appears.

Select the device to which the external equipment is connected.

Specify the external equipment wait time.

Specify this item in the range of 0 to 255 (minutes).

evice Replacement

This section describes how to make the settings for RCI device replacement.

IE}Oper
1.

ation

From the RCI-related settings menu, select "RCI Device Replacement."

The RCI devices that can be replaced are listed.

Select the device to be replaced.

Make sure that the LED on the selected device is blinking, then replace the device.
After finishing replacement, display a listing of RCI devices.

3.1.11 Setting Up and Testing the AP-Net

This section describes how to perform the Setting Up and Testing the AP-Net operation.
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O

Hote
The CE performs Setting Up and Testing the AP-Net.

Displaying Option Menu
Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.

Opt ion Menu

1. =Setting Up and Testing the AP-Net
2. Disk Firmware Administrator

q:fuit  biBaclk to previous menu tiGo to top menu hiHelp

Note
The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

The menu items differ between the CUI and GUI menus.

2

See

See Section 3.1.2, "Main Unit Models and Available Menus."

Setting up the AP-Net

Operation

1. From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
3. Select [Initialize and test of AP-Net case] from the menu.
. From this point, perform operations according to the menu.
5. Check the setting.
If an error is detected, perform the setting again.
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Testing AP-Net connection
Operation

1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
From the menu, select [Connection test of MSC-RTC].
From this point, perform operations according to the menu.
When the AP-Net connection test finishes, [All tests ended (return)] appears.

3.1.12 Firmware Administration

O

Mote

The following operation sould only be performed by a certified service engineer.

The following describes how to operate the Disk Firmware Administrator menus.

Displaying the Disk Firmware Administrator menu

Operation

1.

From the CUI menu, select [Option Menu].

The Option menu opens.

From the Option menu, select [Disk Firmware Administrator].
The Disk Firmware Administrator menu opens.

Dizk Firmware Administrator

The indication of the update applicable disk list

The indication of update logz

The practice of update firmware{use media:CD-ROKM)

The practice of update firmware{use media:Remote host)

Fa O3 3 —

q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. (1-4.d,q,b.t,h):

3.1.12.1 Disk Firmware Administrator

This section describes how to operate the Disk Firmware Administrator function.
Disk firmware is distributed as HCP data together with the main unit firmware, and is automatically

registered concurrently with registration of the main unit firmware. However, after the registration, the

disk firmware and main unit firmware are separately managed. The registered main unit firmware can be

deleted from the menu; however, the registered disk firmware cannot be deleted.
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O

Note

The following operation should only be performed by a certified service engineer.

The Indication of the Update Applicable Disk List

IE}Operatlon

From the Disk Firmware Administrator menu, select [The indication of the update applicable disk
list].

A list of disks registered as subject to firmware updating by Machine Administration is displayed
from among the disks currently connected.

The following items are dlsplayed

Disk name . Disk instance name
Firmware Revision No : Disk firmware revision number
Status . Current disk status

ACT (in use)

LOCK (maintenance in progress)
STOP (unused, revisable)

Serial No . Disk serial number
VendorID . Disk vendor ID
ProductID : Disk product ID

The Indication of Update Log

IE]Operatmn

From the Disk Firmware Administrator menu, select [The indication of update log].
The update history of the disk firmware appears.
The following items are dlsplayed

Time-Stamp . Year, month, day, and time

Revision Result . Revision result (success or failure)

Disk Name : Disk instance name. An item in ( ) is a logical
name.

Previous Revision No . Previous revision number. If revision fails, the
current revision number is used.

Revision Result Mark : -> (Displayed for successful revision)

-* (Displayed for unsuccessful revision)
-? (Displayed for a disk error)

Applicable Revision No : Revision number to be applied this time. If
revision fails, the current revision number is used.

Serial No . Disk serial number

VendorID : Disk vendor ID

ProductID : Disk product ID

Remarks . Error code

The Practice of Update Firmware (Use Media:CD-ROM)

IE]Operatmn

From the Disk Firmware Administrator menu, select [The practice of update firmware (use
media:CD-ROM)].

2. Perform operations according to the menu.
Disk revision is performed.
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The Practice of Update Firmware (Use Media:Remote host)
Operation

1. From the Disk Firmware Administrator menu, select [The practice of update firmware (use
media:Remote host)].

2. Perform the required operations according to the menu.
Disk revision is performed.

3.1.13 Diagnostic Program

This section describes how to operate the Diagnostic Program menu.

Displaying the Diagnostic Program menu (for the CUI menu)
Operation

1. From the CUI menu, select [Diagnostic Program].
The Diagnostic Program menu opens.

Diazgnostic Program

1. Executed from this terminal
2. Execution from the ¥ terminal specified by the DISPLAY enwironment
variable

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. (1-2,9.b.t.h):

Executed From This Terminal (for the CUI menu)
Operation

1. From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Executed from
this terminal].
FJVTS is started as the diagnostic program.
2. From the FJVTS screen, select [START].
Diagnosis starts.
After diagnosis finishes, select [Quit UI and Kernel] from [quit] of the FIVTS screen.
Press the [Return] key.
The original screen reappears.

Execution From the X Terminal Specified by the DISPLAY Environment Variable (for
the CUI menu)

Operation

1. Specify the display name used by the diagnostic program during startup in the environment
variable.

2. From the FJIVTS Diagnostic Program menu or Diagnostic Program menu, select [Execution from
the X terminal specified by the DISPLAY environment variable].
FJVTS is started as the diagnostic program.
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3. From the FIVTS screen, select [START].

Diagnosis starts.
4. After diagnosis finishes, select [Quit Ul and kernel] from [quit] of the FIVTS screen.
5. Press the [Return] key.

The original screen reappears.

“2u

Gee
For information on the method of using FIVTS, see the following manuals:

"SunVTS User's Manual"
"SunVTS Test Reference Manual"
"FJVTS Test Reference Manual"

O

Note
The following notes must be observed when Machine Administration executes the diagnostic
program (FJVTS):

— For execution with the OpenWindows interface from the GUI menu, select the FJIVTS
Diagnostic Program menu or Diagnostic Program menu of Machine Administration and
then specify the display destination DISPLAY according to the screen.

At the display destination DISPLAY, set the X-Windows access permissions in advance
using the xhost command.

— For execution with the OpenWindows interface from the CUI menu, specify the display
destination DISPLAY in the environment variable before starting Machine Administration.

Example: setenv DISPLAY HOST NAME:0

—  When FIVTS is executed from the GUI menu, the user interface may fail to start due to an
X environment setting error (for example, because xhost was not specified). (Keep this in
mind because, if this happens, no error message may appear in some cases.) However, no

problem will occur if the X environment is set up later later and FIVTS is re-executed.

3.1.14 Remote Setup menu

This section describes how to operate the Remote Setup menu.

Service for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty
period and the contract, contact your Fujitsu sales representative.

Starting Remote Setup menu (not registered)

IE}Operation

1. From the CUI menu, select [Remote Setup].
The Remote Setup menu opens.
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Remote Zetup Menu
Series Mame:PRIMEPOWERHT, Model Mame:PPOOB1S1HiHY
Check code:HO, Serial Mo.:000234fittid

Zetting to Connection Tvpe

Internet Connection

Internet ConnectionfMail Onlw)
Wanagement Server Connection
Point-to-Point Connect ionf ISDN)
Point-to-Point Conmect iondYPN)

A e OO RO —

q:Euit biBack to previous menu t:Go to top menu hiHelp

Zelect one. (1-5,q.b,t.h):

O

Note

The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

- |

Seea

See Section 3.1.2, "Main Unit Models and Available Menus."

2. Perform operations according to the menu.

Menu name Function
Internet Connection Connects to the REMCS Center using mail or HTTP via the Internet.
Internet Connection | Connects to the REMCS Center via the Internet, using only mail.
(Mail only)
Management Server | Connects to the REMCS Center via the management server. A separate
Connection management server must be set provided.
Point-to-Point Connects to the REMCS Center through ISDN.
Connection (ISDN)
Point-to-Point Connects to the REMCS Center through VPN.
Connection (VPN)
2
Gee

For information on REMCS Agent, see the following manual:

REMCS Agent Operator's Guide

Starting Remote Setup menu (registered)
Operation

1. From the CUI menu, select [Remote Setup].
The Remote Setup menu opens.
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Femote Setup Menu
Series Mame:PRIMEPOWERHT, Model Mame:PPOOETS1HiH
Check code:HD, Serial Mo.:000234ffttid

Regiztrat ion

REMCE Ervironment Setiing

REMCS Operation

. Change Connection Twpe

Software Inwvestization Information Collection

A o OO PO —

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select one. (1-5,q.b,t.h):

O

Note

The menu items displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

- |

Seea

See Section 3.1.2, "Main Unit Models and Available Menus."

2. Perform the required operations according to the menu.

Menu name Function

Registration Executes registration from REMCS Agent to send or register the
customer information and device information.

REMCS Environment Setting | Sets the environment for operating REMCS Agent.

REMCS Operation Sets registration and the REMCS environment, and starts services
after successfully confirming connection to the REMCS Center.
Change Connection Type Selects the method of connection between customers and the

REMCS Center.
The supported connection methods include Internet Connection,
Management Server Connection, and Point-to-Point connection.

Software Investigation | When a problem occurs that cannot be automatically detected (such
Information Collection as a software operation error), collects investigation information
using a simple procedure and sends it to the REMCS Center.

“2u

Gee
For information on REMCS Agent, see the following manual:

REMCS Agent Operator's Guide

3.1.15 Setting Management Server Logging

This section describes how to operate the Setting Management Server Logging menu.
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Displaying the GUI menu

@]Operation

1. Click [Machine Administration Environment] on the GUI menu.

The next level of the menu appears.

Mgitsw
= Hardweare Monsaring Information
E= RCIretated Settings
= Lo Ind ot hom
E= Mot Swapping Guide
RAumrmatic Poveer Confrl
D ostic. Progra
& Machine Administration Emdronment
E= Sefting Management Server Logging
Sty Hardware Infor meation Display
Vershnn itormation

2. Click [Setting Management Server Logging] on the GUI menu.
The next level of the menu appears.

fujtsu
©= Hardware Monitoring information
= Bol-related Setings
2= L o) Dol veaticon
2= Hot Sweapping Guide
At omeatic Power Control
Diagrnstic: Progean
0 Maching Administration Eraronment
T Setting Management Server Logging
Mspladng and Setting Management Semver Logiing Intensal
Displandng and Setting Management Server Log Size
Resetting Managemienl Sener Log
Setting Hardware iformation Display
Version Information

Displaying and Setting Management Server Logging Interval

[@Operation

1. Click [Displaying and Setting Management Server Logging Interval] on the GUI menu.
The [Displaying and Setting Management Server Logging Interval] screen appears.
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2. To change [time interval], enter a value.
Specify the time interval for collecting logs in the range of 10 to 600 seconds.
The default is "60 seconds."

3. Click the [Complete] button.

Display and Setting the Log Size

.Operation

1. Click [Display and Setting the Log Size] on the GUI menu.
The [Display and Setting the Log Size] screen appears.
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2. To change [log data size], enter a size.
Specify the size in the range of 24 to 256 KB.
The default is 48 KB.

3. Click the [Complete] button.

Resetting the Log

.Operation

1. Click [Resetting the Log] in the GUI menu.
The [Resetting the Log] screen appears.

3-70



3.1 PRIMEPOWER1/200/400/600,GP7000F model200/200R/400/400R/400A/600/600R

£ fujitzulResetting the Log i S =|0Oj =}

Resetting Log Data

Machine Sdrministration Monlonng Log dala on the Manaperment senr
Tar this rronitoned-node will be cleand. Contents ofhe licsing
logaing filewill ba clearad. If ready, prass =Complaie= butbon.

SuvarSood SFISVmedey | ogfFu) iLeul 29bytes

I ) F | 3
| Cancel | Complete pack || Next Help
Jowa Applet Window

2. Click the [Complete] button.

The machine administration monitoring log on the management server is cleared.

®

MNote
To use the same IP host name after replacing the device of the node to be monitored, clear the log.
If the log is not cleared, the log information after device replacement is added to the machine

administration monitoring log used before device replacement.

3.1.16 Hardware Information Display Settings

This section describes how to make the Hardware Information Display settings.

Displaying the GUI menu

[@Operation

1. Click [Machine Administration Environment] in the GUI menu.
The next menu level appears.
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fugitsu
2= Hardware Monitoring informeation
E= RCI-retated Settings
E= Loy Indormnation
= Mot Swapping Gude
Autprnathc Powser Confrol
DEmgnostic Progratm
% Machine Administration Erdronmernt
= Setiing Management Server Logging
Sefting Hardwar e Informeation Display
Version nformation

Making the Hardware Information Display settings
[@Operation

1. Click [Hardware Information Display Settings] in the GUI menu.
The Hardware Information Display Settings menu opens.

£ Tujitzul Selting of Hardware Fifve mation Diplay S 1 =f
Setting of Infamation Update Interval

Input the Girme inbanal of updating the monibaring information
and hardwears stalus.

10-B00 s&conds can ba spaciied as updating intanal.

Interval | R0l seconds

| Cancel | Compiete | fiack Mext - Help
Jova Applet Window

2. To change the [interval] setting used for updating hardware information, enter a value.

Specify the interval for updating hardware information in the range of 10 to 600 seconds.
The default is "60 seconds."

3. Click the [Complete] button.

3.1.17 Version Information

This section describes how to perform the Version Information referencing operation.
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Operation

1. From the CUI menu, select [Version Information].

Version Information appears.

<Example>
Version: 2.1.1,REY=2003. 111800 = = e s il
Patches :
Mo patches e e ek (2]
Hit return kew

(1) Package version of machine administration

(2) Information of patches applied to machine administration
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3.2 PRIMEPOWER250/450

This Section describes how to operate Machine Administration menu.
The operation method for the individual functions is described with the operations used when CUI menus

are used.

3.2.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e Starting Machine Administration Menu
o Exiting Machine Administration Menu
e How to read the Machine Administration Menu

3.2.1.1 Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu
Operation

1. Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:

# /ust/sbin/FISVmadm/madmin

The top menu of the CUI menu opens.

- |

Gee
See section 4.11, "madmin (1M)."

3.2.1.2 Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.

CUI menu
Operation

1. Enter the number of "Exit".

Machine Administration menu exits.

3.2.1.3 How to read the CUI menu

The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.
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When the main unit model is PRIMEPOWER250/450

Machine Administration Menu

Hardware Confizuration

Hardware Monitoring Information

RCI-related Settinzs

Syvgtem Control ddministration

eftended Swstem Control Facility (KSCF) Adminiztration
Log Data

Hot Swappinz Guide

oo - oo M o e R —

FINTE Diagnostic Program

(==

Remote Setup

10. Hardware Contral Program (HCP) fdministration

11. Option Menu

12. Werzion Information

13, Exit

q:fuit  biBack to previous menu t:Go to top menu hiHelp

Select{1-13,q,h):

<Explanation of the display>

(1):  Enter the desired item at the location of the cursor.
1-13:  To select a menu, enter the menu number.
q : Ifyou want to quit the operation, enter "q".
h : Ifyou want to display help, enter "h".

3.2.2 Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.
The tables below show the relationships between main unit models and available menus.

How to read the tables

e The table below shows the meanings of the symbols.

Symbol Meaning
Y The appropriate function is available in the CUI menu and GUI menu.
N The appropriate function is unavailable.
*1 The appropriate function is available only in the CUI menu.
*2 The appropriate function is available only in the GUI menu.
*3 The appropriate function is available in System Management Console.
2
Gee
For information about System Management Console, see the "System Console
Software User's Guide".
*4 The appropriate function is available but the appropriate menu is unavailable.
Log data is collected.
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Main unit models and available menus

Main unit Reference destination Re.fere.nce
Function/Menu name PRIMEPOWER250/ of function destl:;;t:iool;()f
450 explanation exl[:lana tion
Hardware Monitoring Function
Hardware Configuration Display
Hardware Configuration Display *1 2.1.1 325
Hardware Detailed Configuration Display *1 2.1.1 325
Hardware Monitoring Information
Management of Hardware Error Event *1 2.1.2 3.2.6.1
Battery Life Monitoring *1 2.1.2 3.2.6.2
Fan Monitoring *1 2.12 3.2.63
Disk Monitoring *4 2.12 3.2.64
Tape Unit Monitoring *4 2.12 3.2.6.5
Setting Monitoring Notification Information *1 2.1.2 3.2.6.6
Notification Test *1 2.1.2 3.2.6.7
Log Data Function
Log Data
Message Log *1 2.2 3271
Hardware Error Log *1 2.2 3272
Power Log *1 2.2 3273
Disk Error Statistics Information *1 22 3.2.74
Saving the Log Data *1 2.2 3275
Collecting System Information *1 22 3.2.7.6
Maintenance Guide Function
Hot Swapping Guide
The Faulty Hard Disk Drive Replacement (Hot - 2.3 Appendix B
Swap)
Preventive Maintenance of the Hard Disk % 2.3 Appendix B
Drive (Hot Swap) !
Include the Hard Disk Drive after the Cold - 2.3 Appendix B
Maintenance
Power Supply Unit of Main Cabinet *1 2.3 3.2.82
Fan Unit of Main Cabinet *1 23 3.2.83
Power Supply Unit of Expansion Cabinet *1 2.3 3284
Fan Unit of Expansion Cabinet *1 2.3 3.2.85
Automatic Power Control Function
(System Control Administration-) Auto Power Control System (APCS) Administration
Start Schedule *1 24 3.29.1
Stop Schedule *1 2.4 3292
Add Schedule Entry *1 24 3293
Add Holiday *1 2.4 3294
Select and Delete Schedule Entries *1 24 3295
Delete all *1 24 3.2.9.6
List Schedule Entries *1 24 3.29.7
Show Status of Schedule Entries *1 2.4 3298
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L FTU T Reference destination thfere.nce
Function/Menu name PRIMEPOWER250/ of function destlnatl.o at
450 explanation e;()ll:le::ztllt(i)(l:n
Hardware Operation Setting Functions
eXtended System Control Facility (XSCF) Administration
Network Configuration *1 2.5.1 3.2.10.1
User Account Administration *1 2.5.1 3.2.10.2
Console Administration *1 2.5.1 3.2.10.3
XSCF Web Administration *1 2.5.1 3.2.10.4
SNMP Administration *1 2.5.1 3.2.10.5
Mail Administration *1 2.5.1 3.2.10.6
RCl-related Settings
Displaying a List of RCI Devices *1 252 3.2.11.1
Confirming the RCI-connected Units *1 252 3.2.11.2
Reconfiguring the RCI Network (RCI Device - 252 3.2.113
Addition)
RCI Device Replacement *1 252 3.2.114
System Control Administration
Setting the External Equipment Wait Time *1 253 3.2.12.1
Power Failure Recovery Waiting Time Setup - 253 32122
(UPS)
Server CHECK-LED Operation *1 2.53 3.2.12.3
Option Menu
‘Setting Up and Testing the AP-Net *1 254 3.2.13
Firmware Management Function
Hardware Control Program (HCP) Administration
HCP File Operation *1 2.6 3.2.14.1
Update Baseboard Firmware *1 2.6 3.2.14.2
Disk Firmware Administrator *1 2.6 3.2.143
Maintenance Program Startup Function
FJVTS Diagnostic Program *1 2.7 3.2.15
Remoto Customer Support System (REMCS) - 2.7 3.2.16
Setup
Other Functions
Version Information | *1 2.8 3.2.17

3.2.3 When to Make Settings

Machine Administration supports three types of settings.
main unit is installed. The second type of settings are made when the main unit is in operation.

third type of settings are made as required.

The first type of settings are made when the

The

The tables below show settings to be made and the persons in charge responsible for making these

settings.

The meanings of symbols in the "Person in charge" column are as follows.

Y: The customer engineer or system administrator makes the appropriate setting.

-: Other persons in charge make the appropriate setting.

3-77



Chapter 3 Model Family-Specific Information

Person in charge

When to make Contents of the setting Reference destination Customer System
the setting engineer administrator
At installation of the main unit
Monitoring battery life (*1) 3.2.6.2 Monitoring battery life Y -
Setting Monitoring 3.2.6.6 Setting Monitoring ) v
Notification Information Notification Information
Add Schedule Entry 3.2.9.3 Add Schedule Entry - Y
Add Holiday 3.2.9.4 Add Holiday - Y
Network Configuration (*2) 3.2.10.1 Network Configuration Y Y
User Account Administration 3.2.10.2  User Account v v
(*2) Administration
Console Administration (*2) 3.2.10.3 Console Administration Y Y
XSCF Web Administration 3.2.10.4 XSCF Web Administration ) v
(*2)
SNMP ADMINISTRATION 3.2.10.5 SNMP Administration v
(*2) )
Mail Administration (*2) 3.2.10.6 Mail Administration -
Setting the External Equipment | 3.2.12.1 Setting the External ) v
Wait Time Equipment Wait Time
Setting waiting time for 3.2.12.2 Setting waiting time for v
shutdown at power failure shutdown at power failure )
REMOTE CUSTOMER 3.2.16 Remote Customer Support
SUPPORT SYSTEM System (Remcs) Setup Menu - Y
(REMCS) SETUP MENU
When the main unit is in operation
When an | Fan Monitoring 3.2.6.3 Fan Monitoring - Y
error oceurs/ | Digk Monitoring 3.2.6.4 Disk Monitoring
when a part - Y
is replaced
When an | Tape Unit Monitoring 3.2.6.5 Tape Unit Monitoring ) v
€ITOT OCCUrs
As required | Add Schedule Entry 3.2.9.3 Add Schedule Entry - Y
Add Holiday 3.2.9.4 Add Holiday - Y
Reconfiguring the RCI | 3.2.11.3 Reconfiguring the RCI ) v
Network Network
Setting Up and Testing the | 3.2.13  Setting Up and Testing the ) v
AP-Net AP-Net
HCP File Operation 3.2.14.1 HCP File Operation - Y

*1  Make this setting not only when installing the main unit but also when performing preventive

swapping.

*2  Make these settings in the following order:
Network Configuration -> User Account Administration -> Console Administration -> XSCF Web
Administration -> SNMP Administration -> Mail Administration

Other settings can be made in any order.

3.24 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out

an e-mail notification whenever a change in the status occurs.

error message in the console and GUI menu.

Machine Administration also displays an

For information about how to set the e-mail notification function, see Section 3.2.6.6, "Setting Monitoring

Notification Information."
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The following shows an example of the actions taken in response to changes of the hardware status.

| *  Occurrence of hardware status change |

J

[ 1.

Recetve nottfleatdon of status change occurrence by e-mail |

)

Open the Machine Administraton Memu.
Tete: If the Machine ddministration Menm is already open, a comesponding emor message iz alzo

displayed in the window.

Zelect "Hardware Configuratdon” from the main menu.
Checlt the status of the hardware in which the error ccoarred from Basic Syster Information.

J

Select "Los Data™ from the man menu.
Select "Messase Los™ from the los data menw

Beference lor data in the hardware component swwhere the emmor ocoumed.

J

| 5.

In Chapter &, "MMessages," check for the message corresponding to the log data.

)

| 6.

Take the acton Indicated fox the corresponding message. |

J

[ ¥z End ofacton

3.2.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration menu

Operation

1.

Select [Hardware Configuration] from the CUI menu.

The Hardware Configuration menu opens.

Hardware Configuration

1. Hardware Confizuration Displaw
2. Hardware Detailed Configuration Display

q:Euit  biBack to previous menu t:Go to top menu  hiHelp

Select. (1-2,9.b,t.h):

Displaying hardware configuration information
The following describes how to operate the Hardware Configuration Display:
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Operation

1. From the Hardware Configuration menu, select [Hardware Configuration Display].
The hardware configuration information appears.

<Example>
FRIMEPOWERZ AT
=B
CPU
CPURD
CPUE1
CPUDDCHO
CPUDDCH1
Mema sy
aLOTH00
aLOTH01
aLoTHn:
aLOTH03
aLOT#na
aLOTH0G
aLOTHOG
aLOTH0?
SCeI-BPN
SCEI-BPHH
COC-&%0
COC-ER0
2PH3E
ebuz(l
SCF
RCI

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, disk, battery,
channels, adapter, and devices. If a hardware fault is detected, a symbol indicating the status
appears for the corresponding hardware component.

2

See
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

O

Note

— A disk managed by SynfinityDISK or PRIMECLUSTER GDS is displayed as "sfdsk" after
sdn or hddvn.

— A device detected as faulty at main unit initialization and which is degraded is displayed
under "Failed Units."

Displaying detailed hardware configuration information
The following describes how to operate the Hardware Detailed Configuration Display:

Operation

1. From the Hardware Configuration menu, select [Hardware Detailed Configuration Display].
The detailed hardware configuration information appears.
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<Example>

PRIMEPOWERZE] Mode Mame:platol3:Host ID:S0f32002
SB Btatusinormal
CPL

CPUD Status:normal:Freq: 1100;Cache:1.0: Inpl. 5 Mask:0.6; OPTLE-way 2/2; IFTLE-way 2/2:0PLES-w
ay 2/2:IFLBS-way 2/2:8%-way 2/2

CPURT Status:inormal:Freq:1100;Cache:1.0; Inpl. tB:Mask:0.6;OPTLE-way 2/2; IFTLE-way 2/2:0PLES-w
ay 2/2:IFLBS-way 2/2:8%-way 2/2

CPUDDCHD Status:normal

CPUDDCHT Status:inormal

Iy

SLOTHOD 512ME used:Status:normal

SLOTHO1 512ME used:Status:normal

SLOTHOZ2 512ME used:Statusinormal

SLOTHOS 512ME used:Statusinormal

SLOTHO4 512ME used:Statusinormal

SLOTEDG 512MB used;Status:normal

SLOTEDE 512MB used;Status:normal

SLOTEDY 512MB used;Status:normal

SCSI-BPED Status:inormal

SCSI-BPHT Statusinormal

DOC-A80 Status:normal

DDC-BR0 Status:normal

ZP#3E Status:inormal

ebusl Component-name: PCIO(Ebus 402 Status: normall
SCF Mersion:03.14.33

Memo

<Explanation of the display>

Detailed status information of the following hardware components appears: CPU, memory, disk,
battery, channels, adapter, and devices. If a hardware fault is detected, a symbol indicating the
status is displayed for the corresponding hardware component.

2

See
For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

3.2.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.

Displaying the Hardware Monitoring Information menu

Operation

1. From the CUI menu, select [Hardware Monitoring Information].

The Hardware Monitoring Information menu opens.

Hardware Monitaring Informat ion

Management of Hardware Error Event

Battery Life Monitoring

Fan Monitoring

Zetting Monitoring Notification Information
Mot ification Test

M o 02 2 —

q:Buit  biBaclk to previous menu t:Go to top menu  hiHelp

Select. (1-b,9.b.t.h):

3-81



Chapter 3 Model Family-Specific Information

3.2.6.1

Management of Hardware Error Event

This section describes how to operate the Management of Hardware Error Event function.

Displaying the Current abnormalities menu

Operation

1. From the Hardware Monitoring Information menu, select [Management of Hardware Error Event].

The

Current abnormalities menu opens.

Current abnormalities

Filtering/Sorting conditions
1. Date

From:
To
2. Time
From:
To :
. Twpe of unit: Al
4, Order: Present -» Past
d. Display

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. {1-4,d.q,b.t,h):

Retrieving hardware error events

Management of Hardware Error Event retrieves information indicating the part in the main unit where the

error occurred and the error details.

Operation

1. Specify the following items according to the menu to retrieve hardware error information:

Specify the display start date and display end date in Date.

Error information generated in the specified range appears.

If From is omitted, error information is displayed starting from the oldest information.

If To is omitted, error information is displayed up to the latest information.

If both From and To are omitted, all of the error information is displayed.

Enter the display start time and display end time in Time.

The SCF error log in the specified time range appears.

If From is omitted, the starting time is 00:00.

If To is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified in From and 08:00 is specified in To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to the end of the log file.

If 0501 to 0831 is specified for Date and 1700 to 0900 is specified for Time, the
information logged from 17:00 of a day to 09:00 of the next day appears in the range of
May 1 to August 31.
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Specify the component type in Type of unit.
The error information for the specified component type appears.

Infarmation

To see the list of the faulty parts, select "Faulty Parts."

Specify the display order.

Select whether information is displayed in reverse chronological order or chronological
order.

The default is "Present -> Past."

2. Enter "d (display)".

Error information matching the search conditions appears.

The following information appears as error information:

Date

Displays a date (year, month, and day) and time when the error occurred in the part.
Unit

Displays the part name and identification number.

3. Enter the number of the detailed information from the error information list.

The detailed faulty part information appears.

The detailed faulty part information includes:

Location

Displays the location of the part in which the error occurred.
Status

Displays the part status.

Date

Displays the date and time when the error occurred in the part.
Reason

Displays the cause of the error that occurred in the part.

The following operations are also possible:

Hot swap

Performs hot swapping of the part in which the error occurred.

Reset the status

Resets the status of the faulty part and deletes the status symbol displayed in "Hardware
Configuration Display."

The following message appears when the status is reset for a part in which the error status
remains in effect.

FISVmadm:X:XXXX:Firm:Notification (Parts Status Reset Failure) occurred at MMM DD
hh:mm:ss TZ

3.2.6.2 Monitoring battery life

This section describes how to operate the Battery Life Monitoring function.

If battery replacement is required, this is automatically reported to the specified system administrator and

CE.

Displaying the Battery Life Monitoring menu

IE]Operation

1. From the Battery Life Monitoring Information menu, select [Battery Life Monitoring].

The Battery Life Monitoring menu opens.
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J O3 3 —

Battery Life Monitoring

fdding Batterw Life Information

Digplayving and Setting Battery Life Information
Deleting Battery Life Information

Zetting Battery Life Motification

q:Guit  biBaclk to previous menu t:Go to top menu hiHelp

Zelect. (1-4,q,b,t):

Adding Battery Life Information
The following describes how to operate the Adding Battery Life Information function:

Operation
1.

From the Battery Life Monitoring Information menu, select [Adding Battery Life Information].

The Adding Battery Life Information menu opens.

2. Specify the following information in the menu:

Battery

Enter the battery identifier.

For an UPS battery: UPS-B#n (n is the battery identification number.)

For a disk array device battery: DARY-B#n (n is the battery identification number.)

Status

Specify the battery status.

Normal: Normal status

Prepare: The expiration date of the battery life is approaching. A new battery for
replacement needs to be prepared.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire: The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

Life

Enter the expiration date of the battery life.

Battery No.

Enter the battery identification number as a number in the range of 0 to 999.

The identification number is used to manage battery life.

Life

Enter the expiration date of the battery life recorded on the label attached to the battery.
However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

Displaying Battery Life Information

The following describes how to operate the Displaying Battery Life Information function:

Operation
1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].

The Displaying and Setting Battery Life Information menu opens.

Select [Displaying Battery Life Information].

The battery life information appears.

This information includes:
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Battery

The identifier of the battery

The battery name is displayed in the following formats:

For an UPS battery: UPS-B#n (n is the battery identification number.)

For a disk array device battery: DARY-B#n (n is the battery identification number.)

Status

The battery status

Normal: Normal status

Error: A battery error was detected. The battery needs to be replaced.

Prepare: The expiration date of the battery life is approaching. A new battery for
replacement needs to be prepared.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire: The expiration month and year of the battery life has passed. The battery needs
to be replaced immediately.

None: Not mounted.

Life

Expiration date of the battery life

Setting Battery Life Information
The following describes how to perform the Setting Battery Life Information operation.

IE}Oper
1.

ation

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].

The Displaying and Setting Battery Life Information menu opens.

Select [Setting Battery Life Information].

The Setting Battery Life Information menu opens.

Specify the following information in the menu:

Life

Enter the expiration date of the battery life recorded on the label attached to the battery.
However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

Deleting Battery Life Information
The following describes how to perform the Deleting Battery Life Information operation:

IE}Operation

1.

3.

From the Battery Life Monitoring menu, select [Deleting Battery Life Information].

The battery life information list appears.
2. Select the battery to be deleted.

Perform the operation in accordance with the menu.

Setting Battery Life Notification

The following describes how to perform the Setting Battery Life Notification operation:

IE]Operation

1.

From the Battery Life Monitoring menu, select [Setting Battery Life Notification].

The Setting Battery Life Notification menu opens.

2. Specify the following information in the menu:

Setting Time Period of Notification
Specify the time period during which a notification is to be issued automatically.
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Time period of prepare During this time period, a notification is issued to prompt for
notification: preparation of a new battery for replacement when the
expiration date of the battery life is approaching.

A time period of 24 to 2 months prior to the expiration date of
the life can be specified. The default is "6 months prior to the
expiration of the product life."

Time period of replace During this time period, a notification is issued to prompt for
notification: replacement of the battery when the expiration date of the
battery life is approaching.

A time period of 23 to 1 month prior to the expiration date of
the battery life can be specified. The default is "4 months prior
to the expiration of the product life."

3.2.6.3 Fan Monitoring

The following describes how to operate the Fan Monitoring function:

Displaying the Fan Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [Fan Monitoring].
The Fan Monitoring menu opens.

Fan Monitoring
1. Dizplaving and 3etting Fan Monitoring Information
q:Guit  biBaclk to previous menu t:Go to top menu  hiHelp

delect. (1,9.b,t):

Displaying Fan Monitoring Information
The following describes how to operate the Displaying Fan Monitoring Information function:

Operation

1. From the Fan Monitoring menu, select [Displaying and Setting Fan Monitoring Information].
The fan monitoring information appears.
This information includes:
— Fan
The identifier of the fan
The fan name is displayed in the following formats:
Fan Unit of Main : FAN#n (n is the fan identification number.)

Cabinet

FEP Fan Unit of Main : FEPFAN#n (n is the fan identification number.)
Cabinet

Fan Unit of Expansion : rci-address-FAN#n (n is the fan identification number.)
Cabinet

cabinet-name#m-FAN#n (m is the cabinet identification number
and n is the fan identification number.)

FEP Fan Unit of : rci-address-FEPFAN#n (n is the fan identification number.)
Expansion Cabinet

—  Status
Fan status

Normal: Normal status
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Error: A fan error was detected. The part needs to be replaced.
Prepare: The expiration date of the service life of the fan is approaching. A new part for
replacement needs to be prepared.
Replace: The expiration date of the service life of the fan. The part needs to be
replaced.
Expire: The fan life has been exceeded. The part needs to be replaced immediately.
None: Not mounted.

— Power-on

Power-on time of the fan unit

Setting Fan Monitoring Information
The following describes how to perform the Setting Fan Monitoring Information operation:

IE]Operation
1.

From the Fan Monitoring menu, select [Displaying and Setting Fan Monitoring Information].
The Setting Fan Monitoring Notification list appears.
Select the fan whose setting is to be changed.
Enter the following information in the menu:
— Power-on
Fan Life Monitoring monitors the fan life according to the fan power-on time.
If the fan was replaced, change its power-on time.
The default is "0."
If the main unit was installed again, the fan power-on time of all main units is "0." The
setting value of the fan power-on time can be retained by saving the hardware monitoring
information before reinstalling the main unit and by restoring the monitoring information
after reinstalling the main unit.
—  Resetting Monitoring Information
Reset the monitoring information if the fan has been replaced.

3.2.6.4 Disk Monitoring

Disk Monitoring is not a Machine Administration Menu item.
The Disk Monitoring function is automatically enabled at main unit startup.

O

Note
The Disk Monitoring function automatically monitors all connected devices.
For this reason, an application or driver error may occur if an operational conflict with other
applications occurs or the disk array device is used.
If this happens, execute the following command to exclude the error-causing device from
monitoring.
# /usr/sbin/FISVmadm/nocheckdev add device pathname

If this command is executed, the relevant device is not monitored.

2

See

See Section 4.12, "nocheckdev (1M)."
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3.2.6.5 Tape Unit Monitoring

Tape unit monitoring is not a Machine Administration Menu item.

The tape unit monitoring function is automatically enabled at main unit startup.

O

Note
The monitoring function automatically operates for all connected devices. For this reason, an
application or driver error to the effect that the device is indicated as busy may occur if a
device-open operation from another application conflicts with this function.
If this happens, execute the following command to exclude the error-causing device from
monitoring.
# /usr/sbin/FISVmadm/nocheckdev add device pathname
If this command is executed, the relevant device is not monitored.

- |

Ges
See Section 4.12, "nocheckdev (1M)."

3.2.6.6 Setting Monitoring Notification Information

This section describes how to perform the Setting Monitoring Notification Information operation.

Displaying the Setting Monitoring Notification Information menu

Operation

1. From the Hardware Monitoring Information menu, select [Setting Monitoring Notification
Information].
The Setting Monitoring Notification Information menu opens.

Setting Monitoring Notification Information

1. Mail address of the swstem administrator: root
Memo

2. Mail address of the CE : nobody
Memo

q:tuit biBack to previous menu t:Go to top menu hiHelp

Select. (1-2,q.b,t.h):

Mail Address of the System Administrator

The following describes how to operate the set the mail address of the system administrator:

Operation

1. From the Setting Monitoring Notification Information menu, select [Mail address of the system
administrator].
The Mail Address of the System Administrator menu opens.
2. Enter the following information in the menu:
— Mail address
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Enter the mail address of the system administrator.
To send a notification to multiple system administrators, separate their mail addresses with
acomma ",".
—  Memo
Enter supplementary information. Use this information when sending memos to the
system administrator.

n.n

A colon ":" cannot be entered.

Mail Address of the CE
The following describes how to set the mail address of the CE:

Operation

1. From the Setting Monitoring Notification Information menu, select [Mail address of the CE].
The Mail Address of the CE menu opens.
2. Enter the following information in the menu:
—  Mail address
Enter the mail address of the CE.
To send a notification to multiple system administrators, separate their mail addresses with
acomma",".
—  Memo
Enter supplementary information. Use this information when sending memos to the CE.

n.n

A colon ":" cannot be entered.

3.2.6.7 Notification Test

This section describes how to operate Notification Test.
Executing Notification Test does no affect any of the monitoring operations.

Displaying the Notification Test menu
Operation

1. From the Hardware Monitoring Information menu, select [Notification Test].
The Notification Test menu opens.

Mot ificat ion Test

Select the report-level of the pzeudo hardware error.

1. ALARH
2. WARMIMG
3. NOTICE

q:Euit biBack to previous menu t:Go to top menu hiHelp

Select. (1-3,q.b,t.h):

Notification Test

The following describes how to operate the Notification Test function:

Operation

1. Select the test log level from the following three types:

3-89



Chapter 3 Model Family-Specific Information

— ALARM
—  WARNING
— NOTICE
2. Set up the test log in accordance with the menu.

O

MNote
If the ALARM or WARNING level is selected, the associated error item is deleted from the
Management of Hardware Error Event menu.

Infarmation

After setting up the test log, check for the following events:
—  Verify that the following error message was recorded in the hardware error log and syslog:
[Message:"FJSVmadm:X: TEST:SCF:Notification (This is a TEST log) occurred at MM
DD hh:mm:ssTZ" (X=I,W,A)]
—  Verify that the XSCF's mail notification and Machine Administration's mail notification

have been issued.

3.2.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu
Operation

1. From the CUI menu, select [Log Data].
The Log Data menu opens.

Log Data

. Hardware Error Loz

. Message Log

. Power Log

. Disk Error Statiztics Information
. Saving the Loz Data

o2 M e 3 R —

. Collecting Svstem Information

q:Euit biBack to previous menu t:Go to top menu hiHelp

Selecti1-B,q9.b,t):

3.2.7.1 Message logs

This section describes how to display message logs.
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IE]Operation

1. From the Log Data menu, select [Message Log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Specification of range
Displays the message log data in the range of the specified dates.
If Starting date is omitted, the starting day is January 1.
If Completion date is omitted, the ending day is December 31.
If both Starting date and Completion date are omitted, the log in the range from the
beginning to the end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>
If October 1 is specified as Starting date and March 31 is specified as Completion date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.

—  Specification of Time (only)
Displays the message logs in the specified time range.
If Starting time is omitted, the starting time is 00:00.
If Completion time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified as Starting time and 08:00 is specified as Completion time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.
If 0501 to 0831 is specified in Specification of Range and 1700 to 0900 is specified in
Specification of Time (Only), the log data from 17:00 of a day to 09:00 of the next day is
displayed in the range from May 1 to August 31.

— Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.
If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.
The default is "Any of the strings match."
Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is
"in units of multiple lines."

— Display order
Selects whether information is displayed starting from the latest or the oldest information.
The default is "latest information."

3.2.7.2 Hardware error log

This section describes how to display the hardware error log.

IE}Operation

1. From the System Log Administration menu, select [Display Hardware Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Date
Displays the hardware error log data in the range of the specified date.
If From is omitted, the oldest information in the log file is displayed.
If To is omitted, the latest information in the log file is displayed.

3-91



Chapter 3 Model Family-Specific Information

3.2.7.3

If both From and To are omitted, the log data in the range from the beginning to the end of
the log file is displayed.

Time

Displays the hardware error log data in the specified time range.

If From is omitted, the starting time is 00:00.

If To is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as From and 08:00 is specified as To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to end of the log file.

If 0501 to 0831 is specified in Date and 1700 to 0900 is specified in Time, the information
logged from 17:00 of a day to 09:00 of the next day is displayed in the range from May 1 to
August 31.

Unit selection

Selects hardware whose error log is to be displayed.

The default is "All units."

All units . All error logs
SB : SBerror log
CPU : CPU error log
MEMORY : Memory module error log
PCI : Error log of the PCI slot and PCI card
FAN : Error log of the fan built in the main units
PSU : Error log of the power supply unit built in the main unit
RCI . Error log of the equipment connected to the RCI network
DISK : Error log of the disk built in the main unit
TAPE : Error log of DAT built in the main unit
UPS : Error log of the uninterruptible power supply
PANEL : Panel error log
SCSI-BP : SCSI-BP error log
DDC : DDC error log
SDU : Error log of SDU file unit
BATTERY : Error log of the battery built in the UPS and disk array unit
OTHER . All error logs other than above
Display order

Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

Display format

Displays the following information in the format of 2 lines per event:
No. : Event number

Date : Log storage time

Code : Error code

Unit : Replacement unit classification

Error details  : Details of an error

O

Note

If the clock setting of the operating system was changed by time resetting, the display order may

differ from the event generation order.

Power log

This section describes how to display the power log.
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IE}Operation

1. From the System Log Administration menu, select [Display Power log].
2. Specify the following items and retrieve log data in accordance with the menu:

— Display range
Displays the power log data in the range of the specified date.
If Display start date is omitted, the oldest information in the log file is displayed.
If Display end date is omitted, the latest information in the log file is displayed.
If both Display start date and Display end date are omitted, the log in the range from the
beginning to end of the log file is displayed.

—  Time period
Displays the power log data in the specified time range.
If Display start time is omitted, the starting time is 00:00.
If Display end time is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.
If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Display order
Selects whether information is displayed starting from the latest or oldest information.
The default is "latest information."

O

Note
If the clock setting of the operating system was changed by time resetting, the display order may
differ from the event generation order or some part of the data may not be displayed.

3.2.7.4 Disk Error Statistics Information

This section describes how to display disk error statistics information.

IE}Operation

1. From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:
— Entering the name of the disk
Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:
—  sd driver instance name
— logical device name (logical device name registered in /dev/rdsk)
— physical device name (Unit name as registered in a message column)
— Selecting the disk name from a list
Enter "L". A list displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.
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3.2.7.5 Saving the log data

This section describes how to operate the Saving the Log Data function.

Saving the Log Data saves log data of various types. The following types of log data can be saved:
o Al

e Message Log

e  Machine Administration Monitoring Log
e  SCF Error Log

e Power Log

Infarmation

The CE uses the file in which the log data was saved, when hardware is faulty.

Displaying the Saving the Log Data menu
Operation

1. From the Log Data menu, select [Saving the Log Datal.
The Saving the Log Data menu opens.

Sawving the Log Data

a1
Weszaze Log

Machine Adninistration Monitoring Log
SCF Error Loz

Power Log

N o= 00 RO —
R ]

q:Buit biBack to previous menu tiGo to top menu hiHelp
To zpecify more than one, use a comma to delimit the number such as 2.3.
Do wou specify information to be saved? (1-5.q9.b.t.h):

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.2.2, "Main Unit Models and Available Menus."

Save Log Data to a File
Operation

1. From the Save Log Data to a File menu, select the log data to be saved.
2. Enter the following information in the menu:

—  Save destination
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Specify the save destination file name with the full path.

The file is created in tar format and is compressed with the “compress” command.

3.2.7.6  Collecting system information

This section describes how to operate the Collecting System Information function.
If a main unit error occurs, Collecting System Information outputs the following information to a file:

e Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses

e Information such as command execution results

Infarmation

The CE uses the file in which system information was collected.

Displaying the Collecting System Information menu

Operation

1. From the Log Data menu, select [Collecting System Information].

The Collecting System Information menu opens.

Collect ing Swstem Information
Byztem Informat ion Menu

1. all

2. bazic zoftware

3. hizh availability
4, Ip

B, netwarl

B. storage array

If wou want to select more than one, please separate the number by comma ().

q:Quit biBack to previous menu t:Go to top menu hiHelp

Select. {1-6,q,h,t):

Collecting System Information
Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
—  Collection Destination
Specify the name to the collection destination file with the full path.

The file is created in tar format and is compressed with the “compress” command.
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3.2.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note

The CE performs the hardware maintenance.

Displaying the Hot Swapping Guide menu
Operation

1. From the CUI menu, select [Hot Swapping Guide].
The Hot Swapping Guide menu opens.

Hot Swapping Guide

.The Faulty Hard Disk Drive Replacement {Hot Swap)

. Prevent ive Maintenance of the Hard Disk Drive (Hot Swap)
. Include the Hard Disk Drive after the Cold Maintenance

. Power Zupply Unit of Main Cabinet

. Fan Unit of Main Cabinet

. Power Zupply Unit of Expanzion Cabinet

. Fan Unit of Expanzion Cabinet

g T oo e on 3 —

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. {1-B,q9,b,t):

O

Note
The menu items depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

- |

Seea

See Section 3.2.2, "Main Unit Models and Available Menus."

O

MNote
If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping
operation again from the beginning.
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3.2.8.1 The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk
Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement," for information on how to use the menu for displaying the
disk drive swapping guidance information.

O

Hote
The CE replaces the hard disk.

3.2.8.2 Power Supply Unit of Main Cabinet

This section describes how to display the guidance information on hot-swapping the power supply of the
main cabinet.

O

Note

The CE replaces the power supply unit of the main cabinet.

Operation

1. From the Hot Swapping Guide menu, select [Power Supply Unit of Main Cabinet].
2. From the Main Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.
3. Replace the power supply unit in accordance with the guidance information.
If no redundant power supply unit is mounted, the power supply unit of the basic cabinet is hot
expanded.
Add the device in accordance with the guidance information.

3.2.8.3 Fan Unit of Main Cabinet

This section describes how to display the guidance information on hot-swapping the fan unit of the basic

cabinet.

O

Note

The CE replaces the fan unit of the basic cabinet.

Operation

1. From the Hot Swapping Guide menu, select [Fan Unit of Basic Cabinet].

2. From the Basic Cabinet Fan Unit list, select the fan unit to be replaced.
The list shows the device names and statuses.

3. Replace the fan unit in accordance with the guidance information.

When the fan unit is replaced, the power-on time of the new fan unit is automatically set to 0.
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3.2.8.4 Power Supply Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the power supply unit of
the expansion cabinet.

O

Note

The CE replaces the power supply unit of the expansion cabinet.

Operation

1. From the Hot Swapping Guide menu, select [Power Supply Unit of Expansion Cabinet].
2. From theExpansion Cabinet Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.

3. Replace the power supply unit in accordance with the guidance information.

3.2.8.5 Fan Unit of Expansion Cabinet

This section describes how to display the guidance information on hot-swapping the fan unit of the
expansion cabinet.

O

Note

The CE replaces the fan unit of the expansion cabinet.

Operation

1. From the Hot Swapping Guide menu, select [Fan Unit of Expansion Cabinet].
2. From the Expansion Cabinet Fan Unit list, select the fan unit to be replaced.
The list shows the device names and statuses.
3. Replace the fan unit in accordance with the guidance information.
When the fan unit is replaced, the power-on time of the new fan unit is automatically set to 0.

3.2.9 Auto Power Control System (APCS) Administration

This section describes how to operate the Auto Power Control System (APCS) Administration menus.

Displaying the APCS Setup Menu
Operation

1. From the CUI menu, select [System Control Administration].
The System Control Administration menu opens.
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Swstem Contral Administration

Zetting the External Equipment Wait Time

Power Failure Recovery Waiting Time Setup (UPS)
Auto Power Comtrol Swstem CAPCE) Administration
Server CHECK-LED Operation

Ja O3 PO —

q:fuit biBack to previous menu t:iGo to top meno hiHelp

2. From the System Control Administration menu, select [Auto Power Control System (APCS)
Administration].

The APCS Setup menu opens.

APCS Setup Menu

Start Schedule

Stop Zchedule

fdd Schedule Entrw

Add Hol iday

Zelect and Delete Schedule Entries
Delete all

List Zchedule Entries

Show Status of Schedule Entries

o0 = 00 M e OO RO —

q:tuit biBack to previous menu t:Go to top menu hiHelp

Infarmation

Use the apcsset command to set up forcible power-off mode and power recovery mode.

2

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

3.2.9.1 Start Schedule

This section describes how to perform the Start Schedule operation.

Operation

1. From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

3.2.9.2  Stop Schedule

This section describes how to perform the Stop Schedule operation.
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IE}Operation

1. From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.

3.2.9.3 Add Schedule Entry

This section describes how to perform the Add Schedule Entry operation.

IE}Operation
1.

From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.
From the APCS Setup Menu, select [Add Schedule Entry].
3. Specify the following information in the menu:
— Power On Time
— Power Off Time
—  Specific Day
—  Specific days in this month
—  From a specific day through another specific day
—  Specific day of the week
4. From APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries] in
that order.

Infarmation

After adding schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FISVapcs/sbin/apcsset -L 30 -f <return>

2

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

5. From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

3.2.9.4 Add Holiday

This section describes how to execute the Add Holiday operation.

IE}Operation
1.

From the APCS Setup Menu, select [Stop Schedule].
Schedule operation starts.
From the APCS Setup Menu, select [Add Holiday].
Specify the following information according to the menu:
— Holiday schedule (days when operation is not performed)
4. From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
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in that order.

Information

After adding holiday schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FJSVapcs/sbin/apcsset -L 30 -f <return>

2

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

3.2.9.5 Select and Delete Schedule Entries

This section describes how to perform the Select and Delete Schedule Entries operation.

IE}Oper
1.

ation

From the APCS Setup Menu, select [Stop Schedule].

Schedule operation stops.

From the APCS Setup Menu, select [Select and Delete Schedule Entries].

The schedule list appears.

Perform operations according to the menu.

The selected schedule or holiday schedule is deleted.

From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.

Infarmation

After deleting schedule or holiday schedule entries, verify that the results were correctly reflected.
Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FJSVapcs/sbin/apcsset -L 30 -f <return>

- |

Ges
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

To continue operation according to the new schedule after completing selection and deletion,
select [Start Schedule] from the APCS Setup Menu.
Schedule operation starts.
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3.2.9.6 Delete

all

This section describes how to perform the Delete All operation.

IE]Oper
1.

ation

From the APCS Setup Menu, select [Stop Schedule].

Schedule operation stops.

From the APCS Setup Menu, select [Delete all].

A message appears.

Perform operations according to the menu.

All schedules and holiday schedules are deleted.

From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.

Infarmation

After deleting all schedule and holiday schedule entries, verify that the results were correctly
reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FJSVapcs/sbin/apcsset -L 30 -f <return>

2

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

From the APCS Setup Menu, select [Start Schedule].
Schedule operation starts.

3.2.9.7 List Schedule Entries

This section describes how to perform the List Schedule Entries operation.

IE}Oper

1.

ation

From the APCS Setup Menu, select [List Schedule Entries].
The current schedule settings are displayed.
These settings include:
— STATUS
Operation status of Auto Power Control System (APCS) Administration
—  daily
Schedule that is repeated day by day
—  weekly
Schedule that is repeated week by week
— monthly
Schedule that is repeated month by month
— holiday
Holiday schedule
— special
Specific-day's schedule
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—  forcedown
Indicates the immediate start of shutdown processing when the shutdown time has arrived.
— normdown
Displays a warning message on the display indicating that shutdown processing will start
after three minutes.
Power-off processing can be stopped by executing the apcscancel command during this
three-minute period.
—  exception

Schedule not related to node stop

3.2.9.8 Show Status of Schedule Entries

This section describes how to perform the Show Status of Schedule Entries operation.

IE]Operation

1. From the APSC Setup Menu, select [Show Status of Schedule Entries].
The schedule status is displayed.
The schedule status information includes:
— STATUS
Operation status of Auto Power Control System (APCS) Administration
— PRESENT
Current date and time
—  POWER-OFF
First power-off time
— POWER-ON
First power-on time
— OVER
Last schedule time
— SCHEDULE OF 7 days NEXT

Schedule for one week

Infarmation

Show Status of Schedule Entries displays schedules for seven days after the current day and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FJSVapcs/sbin/apcsset -L 30 -f <return>

2

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

3.2.10 eXtended System Control Facility (XSCF) Administration

This section describes how to operate the eXtended System Control Facility (XSCF) Administration

menus.
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Displaying the eXtended System Control Facility (XSCF) Administration menu
Operation

1. From the CUI menu, select [eXtended System Control Facility (XSCF) Administration].
The eXtended System Control Facility (XSCF) Administration menu opens.

edtended System Control Facility (XSCF) Administration

Metworl: Conf izuration

Uzer fccount Administration
Conzole Adniniztration

HK3CF Web Administration
SNMP Administration

Mail &dministration

o0 M f 2O D —
T ]

q:Euit biBack to previous menu t:Go to top menu hiHelp

Select. {1-,9,b,t,h):

3.2.10.1 Network Configuration

This section describes how to perform the Network Configuration operation.

Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [Network
Configuration].

2. Specify the following information in the menu:
— IP Address
Enter the IP address.
—  Subnet Mask
Enter the subnet mask.
—  Gateway Address
Enter the gateway.
—  XSCF Host Name
Enter the host name.
Specify the host name with a full domain.
The usable characters are alphanumeric characters (a-z, A-Z, and 0-9), - (hyphen), and .
(period).
Up to 63 characters can be used.
To send mail from XSCF, be sure to specify this item.
— Name Server 1
Enter name server 1.
— Name Server 2
Enter name server 2.
3. Select [Save Configuration].

The network setting information is reflected to XSCF.
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3.2.10.2 User Account Administration

This section describes how to perform the User Account Administration operation.

IE]Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [User Account

Administration].

2. Specity the following information in the menu:

Show User List
Lists the XSCF shell users and their subordinate groups.
The maximum number of user accounts is 8. The local group is either root or other.
Add User
Lists the registered users and their local groups.
Moreover, displays the following submenu:
— Add User

If the number of registered user accounts is less than eight, select a user from the
submenu.

Select this menu and enter a user name according to the guidance information.

Specify the user name as a string of up to eight alphanumeric characters.
Next, when the local group is selected, the user is added.
To enable the user to use the XSCF shell, set a password.

Delete User

Deletes the user selected from the list of the registered users.

Update Password

Sets or changes the password of the user selected from the list of registered users.

Characters that can be used for the password are alphanumeric characters and symbols
excluding space.

A password consists of 8 to 16 characters.

3.2.10.3 Console Administration

This section describes how to perform Console Administration.

IE}Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [Console

Administration].

2. Specity the following information in the menu:

Show User List

Lists the Console Administration information.
console : Input and output destinations of the standard console of the main unit
RW-port  : Current status of port 23 (standard console)
RO-port : Current status of port 8011 (read-only console)
SCF-port : Current status of port 8010 (remote XSCF connection and XSCF shell)
timeout . <enable or disable> Status of the automatic no-communication

disconnection function of an XSCF shell

time . <time> Status of the automatic no-communication disconnection function of

an XSCF shell
However, time is displayed only when timeout is set to "enable."

Select Standard Console
Change the setting for the standard console.
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—  Serial Port
Switches the input-output channels of the standard console to the ordinary serial
port.

— LAN Port
Switches the input-output channels of the standard console to the XSCF LAN.

Infarmation

XSCF controls the standard console (/dev/console) of the main unit using a network via TCP port

23 of XSCF. The serial port can also be used as usual.

Access Control of Read-only Console

Switches enabling and disabling of access to XSCF port 8011 (read only port used to
reference /dev/console output of the main unit).

Access Control of XSCF remote control

Switches enabling and disabling of access to the XSCF port 8010 (XSCF shell port used to
remotely control XSCF itself).

Auto-disconnect Administration of XSCF remote control

For the case that no communication occurs during a given time after login to the XSCF
shell, sets the disconnection time as 1 to 255 minutes. The default is "10 minutes."

If 0 is specified, using the automatic disconnection function with a timeout is disabled.

3.2.10.4 XSCF Web Administration

This section describes how to perform XSCF Web Administration.

IE}Operation

1. From the eXtended System Console Facility (XSCF) Administration menu, select [XSCF Web

Administration].

2. Specify the following information in the menu:

XSCEF displays or makes various settings using the http protocol. Related to this operation,
specify the following:

Show Current Configuration
Lists various settings for the http protocol.
Enable/Disable XSCF Web
Selects the access mode through the http protocol from the following:
— Enable with Read/Write Mode
Enables change of settings using the http protocol.
— Enable with Read/Only Mode
Enables referencing information using the http protocol.
— Disable
Disables the use of the http protocol.
Select Locale
Selects the locale of the displayed web page from the following:
—  C (english)
— ja(japanese)
Appearance of Web Page

Selects the Web page screen configuration from the following items:
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Text Only

Text and Images

Access Control

Registers or changes the hosts that are allowed to access through the http protocol.

XSCF cannot be accessed from an IP address other than the allowed IP addresses through

the http protocol.

IP Address

Up to 16 IP addresses can be registered. A range of IP addresses cannot be

specified.

Host X

If a registered host is selected, changes the current setting.

If the Return key is pressed with no input, the current setting is deleted.
Add an Access-allowed Host

Adds a new host that is allowed to make accesses.

If the number of hosts that are already set is 16 or less, select items from the

submenu.
Save Configuration

Registers the access-allowed host information in XSCF.

3.2.10.5 SNMP Administration

This section describes how to perform the SNMP Administration operation.

IE]Oper
1.

ation

From the eXtended System Control Facility (XSCF) Administration menu, select [SNMP

Administration].

Specify the following information:

XSCF manages networks using the SNMP protocol.

following:

Show Current Configuration
Lists settings for the SNMP.
Enable/Disable SNMP

Select the SNMP protocol from the following items:

Enable SNMP Agent
Disable SNMP Agent

Management Information

Sets SNMP management information.

Any one of the items that can be specified in the menu can be omitted.

SysContact

Enter the administrator name in ASCII (up to 15 characters).

If the Return key is pressed with no input, the setting is deleted.
SysName

Enter the equipment name in ASCII (up to 15 characters).

If the Return key is pressed with no input, the setting is deleted.
SysLocation

Enter the equipment location in ASCII (up to 15 characters).

Related to this operation, specify the
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If the Return key is pressed with no input, the setting is deleted.
— Save Configuration
Management information is reflected to XSCF.
Register Community
Displays the SNMP community registration and setting submenu opens.
Up to two communities can be registered.
- When a new community is registered:

—  Community Name
Enter the community name in ASCII (up to 11 characters).

—  SNMP Manager Address
Specify the IP address of the SNMP manager.

When 0.0.0.0 is specified for manager's IP address, the access from all the managers
is permitted.

The trap is not issued regardless of the setting of the trap issue mode in this case.
—  Access Mode
Select the access method of the manager from the following:
--  Read Only
--  Read Write
—  SNMP Trap Notification
Select whether to send an SNMP trap notification to the manager.
-- Valid
-~ Invalid
—  Save Configuration
The community-related information is reflected to XSCF.
- When a registered community is changed:

Select a community name.
After selecting the community name, perform the same operation as when a new

community is registered.
Delete Community

Deletes the selected item from the list of the registered communities.

3.2.10.6 Mail Administration

This section describes how to perform the Mail Administration.

IE]Operation

1. From the eXtended System Control Facility (XSCF) Administration menu, select [Mail

Administration].

2. Specity the following information in the menu:

XSCF sends out an E-mail about generated errors. Related to this operation, specify the
following:

Show Current Configuration

Lists settings for the mail report.

Details Setup of the Mail

- Enable Mail Report (and Setup)
- To:
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Specify the address of the mail destination (system administrator).
If multiple mail destinations are specified, separate them with a comma ().
Up to 255 characters (ASCII) can be entered.

This item is required. However, if the mail report function is disabled, this item is
cleared at that time.

—  From:
Specify the contents to be coded in the From header of mail.
Up to 47 characters (ASCII) can be entered.

This item is required. If the mail report function is disabled, this item is cleared at

that time.
— SMTP Server 1 and 2
Sets the SMTP server.
Up to two servers can be specified.
If the Return key is pressed with no input, the setting is deleted.
—  Save Configuration
The mail report setting is reflected to XSCF.
- Disable Mail Report
Disables the mail report of XSCF.

If the mail report is disabled, the destination mail address, source mail address, and SMTP

server are cleared.
—  Send Test Mail
Sends the test mail from XSCF.

3.2.11 RClI-related Settings

This section describes how to operate the RCI-related Settings menus.

Displaying the RCI-related Settings menu
Operation

1. From the CUI menu, select [RCI-related Settings].
The RCl-related Settings menu opens.

RCI-related Settinzs

Displaving a List of RCI Devices

Confirming the RCI-connected Units

. RBeconfizuring the RCI Metwork(RCI Device Addition)
RCI Device Replacement

fu OO 3 —

q:fuit biBack to previous menu t:iGo to top menu hiHelp

Select(1-4,9,b,t,h):4

3.2.11.1 Display Current RCI Configuration

This section describes how to perform the Display Current RCI Configuration operation.
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IE}Operation

1.

From the Remote Cabinet Interface (RCI) Administration menu, select [Display Current RCI
Configuration].

The RCI statuses of the local host are explained below.

RCI address
RCI address of the main unit
Status
RCI status
Active
Mainte
Configuring
ConfigError (reason)

RCI active status

RCI maintenance mode in effect

RCI network construction in progress
RCI network construction error

reason indicates the reason for the error.

reason

Reason for error

"Self Host Address Conflict"

Local address duplication error

"Host Address Contradict"

Inconsistency between the host count
and host addresses

"RCI Address Contradict"

RCI address inconsistency

"Can't assign new Address"

New registration impossible

"Error in Configuring"

Error during installation

"Self configuration RCI AddressConflict"

Error in self-configuration: RCI

address duplicate

"RCI Hardware Error"

RCI hardware error

The following explains the list of the devices connected to RCI:

address

RCI address

pwr

Power status of the RCI device

ON . Power-on status

OFF Power-off status
alm

Alarm generation status

Shutdown in progress

Shutdown completed

Initial diagnosis in progress

ALM Alarm generation
- : No alarm
I/F
I/F status of the RCI device
ACT Active
INACT Inactive
sys-phase
OS status
power-off Power-off status
panic Panic status
shdwn-start
shdwn-cmplt
dump-cmplt Dump completed
initializing
booting Booting in progress
running In operation
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- ctgry
RCI device category

Host : Main unit
Rcic . External power control device
Disk : Disk unit
Linsw :  Line switching unit
Other . Other devices

— dev-cls

RCI device class. Displayed as a 4-digit hexadecimal number.
— sub-cls

Subclass of the RCI device. Displayed as a 2-digit hexadecimal number.

3.2.11.2 Confirming the RCI-connected Units

This section describes how to perform the Confirming the RCI-connected Units operation.

IE}Operation
1.

From the RCI-related Settings menu, select [Confirming the RCI-connected Units].

2. From Display Current RCI Configuration, select the device whose connection is to be checked.
The check lamp of the specified device blinks.

3. Exit [Confirming the RCI-connected Units].
The check lamp of the specified device goes off.

3.2.11.3 Reconfiguring the RCI Network (RCI Device Addition)

This section describes how to perform the Reconfiguring the RCI Network operation.

IE]Operation

From the RClI-related Settings menu, select [Reconfigure the RCI Network (RCI Device
Addition)].
The RCI network is reconfigured.

Infarmation

The time required for the setting to be completed depends on the number of cabinets connected to
the network.

3.2.11.4 RCI Device Replacement

This section describes how to make the settings for RCI device replacement.

IE}Operation
1.

From the RCI-related settings menu, select "RCI Device Replacement."

The RCI devices that can be replaced are listed.

Select the device to be replaced.
3. Make sure that the LED on the selected device is blinking, then replace the device.
4. After finishing replacement, display a listing of RCI devices.
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3.2.12 System-Specific Administration

This section describes how to operate the System-Specific Administration menus.

Displaying the Power System Administration menu

Operation

1. From the CUI menu, select [System Control Administration].
The Power System Administration menu opens.

Power Swstem Administration

1. Zetting the External Equipment Wait Time

2. Power Failure Recovery Yaiting Time Setup (UPS)
3. futo Power Control Swstem (APCE) Administration
4. Zerver CHECK-LED Operation

q:fuit biBack to previous menu t:iGo to top meno hiHelp

Select. (1-4.9,b.t.h):

3.2.12.1 Setting the External Equipment Wait Time

This section describes how to perform the Setting the External Equipment Wait Time operation.

Operation

1. From the System Control Administration menu, select [Setting the External Equipment Wait
Time].
The RCI address list for the external power control device appears.
Select the device to which the external equipment is connected.

3. Set the external equipment wait time.

Specify the value in the range of 0 to 85 (minutes).

O

Note
If the external power control device is selected, the external equipment wait time is set for the
main unit at the same time.
If the main unit is selected, only the external equipment wait time of the main unit is valid.
All external equipment wait times of unselected external power control devices are invalid.

3.2.12.2 Setting waiting time for shutdown at power failure

This section describes how to perform the Setting Waiting Time for Shutdown at Power Failure operation.

Operation

1. From the System Control Administration menu, select [Setting waiting time for shutdown at power
failure]. The current wait time appears.
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2. Specify the waiting time for shutdown at power failure.
Specify this value in the range of 0 to 9999 (seconds).
The default is "10 seconds."

3.2.12.3 Server CHECK-LED Operation

This section describes how to perform the Server CHECK-LED Operation operation.

Operation

1. From the System Control Administration menu, select [Server CHECK-LED Operation].
The CHECK-LED of the main unit comes on.

2. Close the System Control Administration menu.
CHECK-LED of the main unit goes off.

3.2.13 Setting Up and Testing the AP-Net

This section describes how to perform the Setting Up and Testing the AP-Net operation.

O

Hote
The CE performs Setting Up and Testing the AP-Net.

Displaying Option Menu
Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.

Opt ion Meru
1. Setting Up and Testing the AP-Net

qifuit b:Back to previous menu 1:Go to top menu hiHelp

Select. (1,q.b.t.R):

Setting up the AP-Net
Operation

1. From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].

—  When the version number of the AP-Net basic software is 1.1:
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Select [Initial setup].
3. Select [Initialize and test of AP-Net case] from the menu.
4. From this point, perform operations according to the menu.
5. Check the setting.

If an error is detected, perform the setting again.

Testing AP-Net connection
Operation

1. From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
3. From the menu, select [Connection test of MSC-RTC].
4. From this point, perform operations according to the menu.

When the AP-Net connection test finishes, [All tests ended (return)] appears.

3.2.14 Firmware Administration

O

Note

The following operation sould only be performed by a certified service engineer.

This section describes how to operate the Hardware Control Program (HCP) Administration menus.

Displaying the Hardware Control Program (HCP) Administration menu
Operation

1. From the CUI menu, select [Hardware Control Program (HCP) Administration].
The Hardware Control Program (HCP) Administration menu opens.

Hardware Control Program (HCP) Administration

1. HCF File Operation
2. Update Bazeboard Firmware
3. Disk Firmware Adminiztrator

q:Guit biBack to previous menu t:Go to top menu hiHelp
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3.2.14.1 HCP File Operation

This section describes how to use HCP File Operation.

O

Mote

The following operation should only be performed by a certified service engineer.

Show/Delete the Registered HCP

IE]Operation
1.

From the Hardware Control Program (HCP) Administration menu, select [HCP File Operation].
2. From the HCP File Operation menu, select [Show/Delete the Registered HCP].
Alist of the registered firmware appears.

3. To delete firmware, select the firmware to be deleted from the list and perform operations
according to the menu.

The selected firmware is deleted.

Show/Register the Supply HCP

IE]Operation

1. From the Hardware Control Program (HCP) Administration menu, select [HCP File Operation].
2. From the HCP File Operation menu, select [Show/Register the Supply HCP].

Information about firmware stored on the HCP CD-ROM or in the working directory appears.
3. Select the firmware to be registered from the list and perform operations according to the menu.

The selected firmware is registered.

3.2.14.2 Update Firmware of Main Unit

This section describes how to perform the Update Baseboard Firmware operation.

O

Mote
The following operation should only be performed by a certified service engineer.

Show/Update Current Baseboard Firmware

IE]Operation
1.

From the Hardware Control Program (HCP) Administration menu, select [Update Baseboard
Firmware].

2. From the Update Baseboard Firmware menu, select [Show/Update Current Baseboard Firmware].
Information about which firmware has been applied to the main unit is displayed.

3. Select the firmware to be applied to the current environment from among the registered firmware,
and perform the required operations according to the menu.

The selected firmware is applied to the main unit.
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Update History

IE]Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Update History].
2. From the Update Baseboard Firmware menu, select [Update History].

The update history of the main unit firmware is displayed.

3.2.14.3 Disk Firmware Administrator

This section describes how to operate the Disk Firmware Administrator function.

Disk firmware is distributed as HCP data together with the main unit firmware, and is automatically
registered concurrently with registration of the main unit firmware. However, after the registration, the
disk firmware and main unit firmware are separately managed. The registered main unit firmware can be

deleted from the menu; however, the registered disk firmware cannot be deleted.

O

Mote

The following operation should only be performed by a certified service engineer.

The Indication of the Update Applicable Disk List

IE}Operation
1.

From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administrator menu, select [The indication of the update applicable disk
list].
A list of the disks registered as subject to firmware updating by Machine Administration is
displayed from among the disks currently connected.

The Indication of Update Log

IE}Operation
1.

From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware

Administrator].
2. From the Disk Firmware Administration menu, select [ The indication of update log].

The update history of the disk firmware is displayed.

The Practice of Update Firmware

IE}Operation
1.

From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administrator menu, select [The practice of update firmware].
A list of the registered disk firmware appears.

3. Select the disk firmware to be applied.
A list of the disks to which the selected firmware can be applied appears.

4. Select the disk to which the firmware is to be applied. (Multiple disks can be selected.)
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Firmware update is performed.

3.2.15 Diagnostic Program

This section describes how to operate the FIVTS Diagnostic Program menu.

Displaying the FJVTS Diagnostic Program menu (for the CUI menu)
Operation

1.

From the CUI menu, select [FJVTS Diagnostic Program].
The FJVTS Diagnostic Program menu opens.

FJ¥TS Diagnostic Program

1. Executed from this terminal
2. Execution from the ¥ terminal specified by the DISPLAY enwironment
variable

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. (1-2,9.b.t.h):

Executed From This Terminal (for the CUI menu)
Operation

From the FIVTS Diagnostic Program menu or Diagnostic Program menu, select [Executed from

this terminal].

FIVTS is started as the diagnostic program.

From the FIVTS screen, select [START].

Diagnosis starts.

After diagnosis finishes, select [Quit UI and Kernel] from [quit] of the FIVTS screen.
Press the [Return] key.

The original screen reappears.

Execution From the X Terminal Specified by the DISPLAY Environment Variable (for

the CUI menu)
Operation

1. Specify the display name used by the diagnostic program during startup in the environment
variable.

2. From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Execution from
the X terminal specified by the DISPLAY environment variable].
FJVTS is started as the diagnostic program.

3. From the FJVTS screen, select [START].
Diagnosis starts.

4. After diagnosis finishes, select [Quit Ul and kernel] from [quit] of the FIVTS screen.
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5. Press the [Return] key.

The original screen reappears.

- |

Gee
For information on the method of using FJVTS, see the following manuals:

"SunVTS User's Manual"
"SunVTS Test Reference Manual"
"FJVTS Test Reference Manual"

O

Note

The following notes must be observed when Machine Administration executes the diagnostic
program (FJVTS):

— For execution with the OpenWindows interface from the GUI menu, select the FIVTS
Diagnostic Program menu or Diagnostic Program menu of Machine Administration and
then specify the display destination DISPLAY according to the screen.

At the display destination DISPLAY, set the X-Windows access permissions in advance
using the xhost command.

— For execution with the OpenWindows interface from the CUI menu, specify the display
destination DISPLAY in the environment variable before starting Machine Administration.

Example: setenv DISPLAY HOST NAME:0

—  When FIVTS is executed from the GUI menu, the user interface may fail to start due to an
X environment setting error (for example, because xhost was not specified). (Keep this in
mind because, if this happens, no error message may appear in some cases.) However, no

problem will occur if the X environment is set up later later and FJVTS is re-executed.

3.2.16 Remote Customer Support System (REMCS) Setup menu

This section describes how to operate the Remote Customer Support System (REMCS) Setup menu.
Service for this function is provided free of charge within the warranty period.
A separate contract is required after the warranty has expired. For more information about the warranty

period and the contract, contact your Fujitsu sales representative.

Starting Remote Customer Support System (REMCS) Setup menu (not registered)

IE}Operation

1. From the CUI menu, select [Remote Customer Support System (REMCS) Setup].
The Remote Customer Support System (REMCS) Setup menu opens.
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Series name :
Model name :
Checlk code : MB
Serial No

Remote Customer Support System(REMCS) Setup menu
PRIMEPOYERPIt
PWOLEST 118t

o radneriti

Setting of Connection Tvpe

1. Internet Connection

2. Internet Connection (Mail onlsy)
3. MWanagement Server Connection

4. Point-to-Point conmection (IS0NM)
5. Point-to-Point commection (YPN)

q:Euit biBack to previous menu t:Go to top menu hiHelp

Select. (1-5.9.b.t.h):
i Seea
Note

Perform operations according to the menu.

Menu name

Function

Internet Connection

Connects to the REMCS Center using mail or HTTP via the Internet.

Internet Connection | Connects to the REMCS Center via the Internet, using only mail.
(Mail only)
Management Server | Connects to the REMCS Center via the management server. A separate
Connection management server must be set provided.
Point-to-Point Connects to the REMCS Center through ISDN.
Connection (ISDN)
Point-to-Point Connects to the REMCS Center through VPN.
Connection (VPN)

2l

See

For information on REMCS Agent, see the following manual:
REMCS Agent Operator's Guide

Starting Remote Customer Support System (REMCS) Setup menu (registered)
Operation

From the CUI menu, select [Remote Customer Support System (REMCS) Setup].

The Remote Customer Support System (REMCS) Setup menu opens.
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Remote Customer Support Swstem(REMCS) Setup menu

Zeries name : PRIMEPOWERRPH
Mode! name @ PWOLBS1114#H
Check code @ MB

Serial Mo @ 234R67HiRHHE

Regiztration

REMCE Erevironment Zetting

REMCE Operation

Change Connection Twpe

Software Inwestigation Information Collection
REMCE Ervironment Zetting wia MECF

o M o OO R —
R T )

q:Guit biBack to previous menu t:Go to top menu hiHelp

{1-B.q.b.t, k)t

O o
Ges

Note

Select.

2. Perform the required operations according to the menu.

Menu name

Function

Registration

Executes registration from REMCS Agent to send or register the
customer information and device information.

REMCS Environment Setting

Sets the environment for operating REMCS Agent.

REMCS Operation

Sets registration and the REMCS environment, and starts services
after successfully confirming connection to the REMCS Center.

Information Collection

Change Connection Type Selects the method of connection between customers and the
REMCS Center.
The supported connection methods include Internet Connection,
Management Server Connection, and Point-to-Point connection.
Software Investigation | When a problem occurs that cannot be automatically detected (such

as a software operation error), collects investigation information
using a simple procedure and sends it to the REMCS Center.

REMCS Environment Setting
via XSCF

REMCS Agent always monitors the device status. If a hardware
failure occurs, the REMCS automatically detects it, reports the error
immediately to the REMCS Center, and also sends information
required for fault analysis (log, memory dump, etc.) to the center.
The agent continuously monitors device cabinet temperatures and
regularly sends the respective statistical information to the center.
The center analyzes the received information to identify the cause
of failures and for preventive failure monitoring.

- |

Seea

For information on REMCS Agent, see the following manual:

REMCS Agent Operator's Guide
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3.2.17 Version Information

This section describes how to perform the Version Information referencing operation.

Operation

1. From the CUI menu, select [Version Information].
Version information is displayed.

<Example>

Yerzion Information

Enhanced Support Facility  Software Fewision: 2.4.1 ----11]
FJsYpmnd Yersion: 1.1 Revizion: 2003.12.0800 --
FJEYmadm Yerzion: 1.1.2 Revizion: 2004.06.1100 '
FJEmagy Yerzion: 2.2.1 Revizion: 2003.11.1100  i---(Z)
FJEYmaom Yerzion: 1.8.1 Revizion: 2004.06,1800 '
FJsYemem Yersion: 1.1 Revizion: 2003.12.0200 --

Informat ion about patches:
FJ2Ypmnd Patch: 913308-03 ----(3
FJSYmadm Patch: 313802-01

Hit return ke

(1) ESF version
(2) Package version of machine administration
(3) Information of patches applied to machine administration
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3.3 PRIMEPOWER®650/850/900/1500/2500/HPC2500

This Section describes how to operate Machine Administration menu.

The operation method for the individual functions is described with the operations used when CUI menus

are used.

3.3.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e Starting Machine Administration Menu
o Exiting Machine Administration Menu

e How to read the Machine Administration Menu

3.3.1.1 Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu
Operation

1. Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:
# /usr/sbin/FJSVmadm/madmin

The top menu of the CUI menu opens.

2

Sea ) )
See section 4.11, "madmin (1M)."

3.3.1.2 Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.

CUI menu
Operation

1. Enter the number of "Exit".

Machine Administration menu exits.

3.3.1.3 How to read the CUI menu

The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.
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When the main unit model is PRIMEPOWER650/850/900/1500/2500/HPC2500

Machine Adminiztrat ion Menu

Hardware Configuration Displavs

1.

2. Hardware Monitoring Information

3. PRemote Cabinet Interface (RCI) Adwinistration
4. UPS Adminizstration

B, ZBvsztem Log ddministration

B. Maintenance/Swapping Administration

. Evstem-Specific Adminiztration

8. FJVTE Diagnostic Program

9. PFRemote Setup

0. #uto Power Control System (APCS) Administration
11. Option Menu

12. Machine Adwministration Yersion/Patch Infarmation
13. Exit

Select{1-13,9.h):

q:Buit  biBaclk to previous menu t:Go to top menu  hiHelp

<Explanation of the display>
(1):  Enter the desired item at the location of the cursor.

1-13:  To select a menu, enter the menu number.

q : Ifyou want to quit the operation, enter "q".
h : Ifyou want to display help, enter "h".
Note

Some menu items may be unusable even if they are displayed.

2

See

See Section 3.3.2, "Main Unit Models and Available Menus."

3.3.2 Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.

The tables below show the relationships between main unit models and available menus.

How to read the tables
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e The table below shows the meanings of the symbols.

Symbol Meaning
Y The appropriate function is available in the CUI menu and GUI menu.
N The appropriate function is unavailable.
*1 The appropriate function is available only in the CUI menu.
*2 The appropriate function is available only in the GUI menu.
*3 The appropriate function is available in System Management Console.
2
Gee
For information about System Management Console, see the "System Console
Software User's Guide".
*4 The appropriate function is available but the appropriate menu is unavailable.

Log data is collected.
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Main unit models and available menus

Main unit Reference Reference
destination of | destination of
Menu name PRIMEPOWERG650/ | PRIMEPOWER900/ Ao operation
850 1500/2500/HPC2500 explanation | explanation
Hardware Monitoring Function
Hardware Configuration Display
Display Basic System Infomation *1 *1 2.1.1 335
Dls'p.lay Detaliled Hardware and %] - 211 335
Patition Infomation
Hardware Monitoring Information
Battery Life Monitoring *1 *3 2.1.2 3.3.6.1
Disk Monitoring *4 *4 2.12 3.3.62
Tape Unit Monitoring *4 *4 2.1.2 3.3.63
Setting 4 Monitoring  Notification - %3 212 3364
Information
SaVlr}g/Restorlng . Hardware - - 212 3365
Monitoring Information
Management of Hardware Error Event *1 *1 2.1.2 3.3.6.6
D1sp!ay1.ng and Settmg Memory %] - 212 3367
Monitoring Information
Displaying ~ and ~ Setting  CPU *] *] 2.12 3.3.6.8
Monitoring Information
Log Data Function
System Log Administration
Memory Error Information N *3 2.2 -
Display Operation System Message - %] 22 3371
Log
Display Hardware Error Log *1 *1 2.2 33.7.2
SCF Error Log N *3 2.2 -
Thermal Error Log N *3 2.2 -
Fan Error Log N *3 2.2 -
Power Error Log N *3 2.2 -
Power-failure/Power-recovery log N *3 2.2 -
Display Power Log *1 *3 2.2 3373
Display Report Log *1 *1 2.2 3374
Disk Error Statistics Information *1 *1 2.2 3.3.75
Save Log Data to a File *1 *1 2.2 33.7.6
Collecting System Information with - - 29 3377
fjsnap
Maintenance Guide Function
Maitenance/Swapping Administration
The Faulty Hard Disk Drive .
Replacement (Hot Swap) Y Y 2.3 Appendix B
Preventive Maintenance of the Hard % % .
Disk Drive (Hot Swap) ! ! 23 Appendix B
Include the Hard Disk Drive after the % % .
Cold Maintenance ! ! 2.3 Appendix B
Power Supply Unit of RCI Device *1 N 2.3 3.3.82
Fan Unit of RCI Device *1 N 2.3 3.3.83
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Main unit Reference Reference
Menu name PRIMEPOWERG650/ | PRIMEPOWER900/ | 1€ nation of | destination of
function operation
850 1500/2500/HPC2500 explanation | explanation
Automatic Power Control Function
Auto Power Control System (APCS) Administration
Start Schedule *1 *3 24 3391
Stop Schedule *1 *3 2.4 3.39.2
Add Schedule Entry *1 *3 24 3393
Add Holiday *1 *3 2.4 3394
Select and Delete Schedule Entries *1 *3 24 3395
Delete all *1 *3 2.4 3.3.9.6
List Schedule Entries *1 *3 24 3397
Show Status of Schedule Entries *1 *3 2.4 3398
Hardware Opteration Setting Function
RCl-related Setting
Display Current RCI Configuration *1 *3 252 3.3.10.1
Confirming the RCI-connected Units *1 *3 252 3.3.10.2
Reconfiguring the RCI Network (RCI
Doving iddit’fon) ( *] %3 252 3.3.10.3
Initial RCI Network Setup *1 *3 252 3.3.10.4
iit;ieng the External Equipment Wait - 3 252 33105
RCI Device Replacement *1 *3 252 3.3.10.6
System-Specific Administration
Warm-up Time Administration *1 *3 253 3.3.12.1
Extended Interleave Facility Set up *1 *3 2.53 3.3.12.2
UPS Administration
Setting Waiting time for shutdown at - - 253 33111
power failure
Option Menu
Setting Up and Testing the AP-Net *] *1 2.54 33.13
Firmware Management Function
Option Menu
Egﬁ:}:ﬁ;& N i?)Iolntrol Program (HCP) %] %3 26 33142
Disk Drive Firmware Administration *1 *1 2.6 33.14.3
Maintenance Program Startup Function
FJVTS Diagnostic Program *1 *1 2.7 33.15
Remote Setup *1 *1 2.7 3.3.16
Other Functions
FST file Transfer *1 N 2.8 3.3.17
Version Information *1 *1 2.8 3.3.18

3.3.3

Machine Administration supports three types of settings.

main unit is installed. The second type of settings are made when the main unit is in operation.

When to Make Settings

third type of settings are made as required.

The first type of settings are made when the

The

The tables below show settings to be made and the persons in charge responsible for making these

settings.

The meanings of symbols in the "Person in charge" column are as follows.
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Y: The customer engineer or system administrator makes the appropriate setting.

-: Other persons in charge make the appropriate setting.

Person in charge

When to I.nake the Contents of the setting Reference destination Customer System
setting engineer administrator
At installation of the main unit
Monitoring battery life (*1) 3.3.6.1 Monitoring battery life Y -
Setting Monitoring 3.3.6.4 Setting Monitoring ) v
Notification Information Notification Information
Add Schedule Entry 3.3.9.3 Add Schedule Entry - Y
Add Holiday 3.3.9.4 Add Holiday - Y
Warm-up Time 3.3.12.2 Warm-up Time ) v
Administration Administration
Setting the External 3.3.10.5 Setting the External ) v
Equipment Wait Time Equipment Wait Time
Setting waiting time for 3.3.11.1 Setting waiting time for ) v
shutdown at power failure shutdown at power failure
Remote Customer Support 3.3.15 Remote Customer Support
System (REMCS) Setup System (REMCS) Setup Menu - Y
Menu
When the main unit is in operation
When an error | Disk Monitoring 3.3.6.2 Disk Monitoring
occurs/when a - Y
part is replaced
When an error | Tape Unit Monitoring 3.3.6.3 Tape Unit Monitoring ) v
is occured
As required Add Schedule Entry 3.3.9.3 Add Schedule Entry - Y
Add Holiday 3.3.9.4 Add Holiday - Y
Reconfiguring The RCI | 3.3.10.3  Reconfiguring The RCI ) %
Network Network
Initial RCI Network Setup 3.3.10.4 Initial RCI Network Setup - Y
Setting Up and Testing the | 3.3.12 Setting Up and Testing the ) v
AP-Net AP-Net
HCP File Operation 3.3.13.1 HCP File Operation - Y
*1 Make this setting not only when installing the main unit but also when performing preventive

swapping.

3.3.4 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out

an e-mail notification whenever a change in the status occurs.

error message in the console and GUI menu.

Machine Administration also displays an

For information about how to set the e-mail notification function, see Section 3.3.6.4, "Setting Monitoring

Notification Information."

The following shows an example of the actions taken in response to changes of the hardware status.
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| *  Occurrence of hardware status change |

d

| 1. Eecetve notficatdon of status change oecurrence by e-maifl |

J

2. Open the Maching Adminlsaton Menu.
Tate: If the Machine sdmirdstration Meto i already open, a comesponding ermor meszage is also

dizplayed in the windor.
.

3. Belect "Hardware Conflsuraton™ from the main mem.
Checlr the statuz of the hardware in swhich the ermor cocurred freen Basic System Information.

1

4. Select vSystem Log Administraton from the main men.
Select " Display Operanong System Massage Log" from the System Log Ldministratdon.

Beference lor data in the hardware combonent svhere the emmor oooumed.

1

| 5. Im Chapter 6, "Messages," aheck for the message eorresponding to the bog data.

1

| &. Take the acton Indlcated for the corresponding message. |

d

[ ¥ End ofacton |

3.3.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration Displays menu

Operation

1. From the CUI menu, select [Hardware Configuration Displays].

The Hardware Configuration Displays menu opens.

Hardware Configuration Displavs

1. Dizplay Bazic Swstem Information
2. Dizplay Detailed Hardware and Partition Information

q:Guit  biBack to previous menu t:Go to top menu hiHelp

Selecti1-2.b,t.h):

Displaying the basic system information

The following describes how to operate the Basic System Information Display:

Operation

1. From the Hardware Configuration Displays menu, select [Display Basic System Information].
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The basic system information appears.

<Example>

Bazic Swstem Information

PRIMEPOWERAND ; Serial WNo:33333
SB[dunits]
CPUCI080MHZ) [Bunit=]
CPUC1350MH=) [1unit]
CPU-DOC [Bunit=]
DIMM[1Bunit=]: 16334 ME ; 1024 MBE DIMM[16unit=]
SE-DOC[20units]
SCR&[2units]
SCFA-DOC [Runit=]
PCI_DISKEOK [Tunit]

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, system board,
adapter, devices, panel board, and RCI unit. If a hardware fault is detected, a symbol indicating
the status appears for the corresponding hardware.

- |

Gee
For information about the status symbols, see Section 2.1.1, "Hardware configuration

display function."

O

Note

— For the PRIMEPOWER series and GP7000F model 200R/400A/400R, the following
information appears:
x in "0x-" coded before the hardware name indicates the number of the motherboard.

— A disk managed by SynfinityDISK or PRIMECLUSTER GDS is displayed as "sfdsk" after
sdn or hddvn.

— A device detected as faulty at main unit initialization and which is degraded is displayed in
"Failed Units."

Displaying detailed basic system information (partition information)

The following describes how to operate Partition and I/O Information (partition information):

Operation

From the Hardware Configuration Displays menu, select [Detailed Hardware and Partition
Information].

The Display menu opens.
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Dizplay Detailed Hardware and Partition Information

1. Display Partition and [/0 Infarmation
2. Dizplay Hardware-Specific Information

q:fuit  biBack to previous menu t:Go to top menu hiHelp

Select(1-2.b,t):

2. From Display menu, select [Display Partition and I/O Information].

The detailed basic system information appears.

<Example>

Partition and I/0 Information

[PRIMEFOWER3ND 4-zlot 4x IPARCE4 ¥ ]

3B Count !

3B List »on-0,00-1,00-2.00-3
OTU Count 1]

OTU List I none

Host 1D : B0f30ban

Host Mame : mie-emb-pll

CPU Count 4

Memory Size : 16334 MB

Extended Interleave : Disable

[I0 Device Information:Cabinetif0 SER00/ 2d0]

Status : Marmal
Yendor  FUJITSEU
Product T MAWISETHC
Serial : UFF4FZEN0ACE
[I0 Device Information:/RackR0/PCI_DISKBOXEO0 =d436]
Status : Mormal
Yendor : FUJITSU
Product o MaGI0AILe

<Explanation of the display>

Detailed status information (partition information) of the following hardware components appears:
CPU, memory, system board, adapter, devices, panel board, and RCI unit.

Displaying detailed basic system information (hardware information)

The following describes how to operate Partition and I/O Information (hardware information):

Operation

1. From the Hardware Configuration Displays menu, select [Display Detailed Hardware and Partition

Information].

The Display Detailed Hardware and Partition Information menu opens.
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Dizplay Detailed Hardware and Partition Information

1. Display Partition and [/0 Infarmation
2. Dizplay Hardware-Specific Information

q:fuit  biBack to previous menu t:Go to top menu hiHelp

Select(1-2.b,t):

2. From the Display Detailed Hardware and Partition Information menu, select [Display

Hardware-Specific Information].

The Display Hardware-Specific Information menu opens.

Dizplay Hardware-Specific Information

Syztem Board-Zpecific Information

SCFA-Zpecific Information

PCI_DISKBOY-Specific Informat ion

FEP Information

FANTRAY Information

SCF Information

RCI Information

Battery Information

Dizplay Detailed Hardware and Partition Information
DIZE Cabinet Information

= 0 00 = 0o O e OO D —

q:Buit  biBack to previouz menu t:Go to top menu hiHelp

Select. 1-10,9,b,t.h):

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases when some of the displayed menu items may not be available for use.

- |

Gee
See Section 3.3.2, "Main Unit Models and Available Menus."
3. From the Display Hardware-Specific Information menu, select the hardware information to
displayed.

The selected hardware information appears.

<Example>

be
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System Board-Specific Infaormation

SER00-0
SEf00-1
SEff00-2
SER00-3

foo 3 D —

<Explanation of the display>
The detailed information on the hardware components selected from the

Hardware-Specific Information menu opens.

3.3.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.

See Section 3.3.2, "Main Unit Models and Available Menus."

Displaying the Hardware Monitoring Information menu

Operation

1. From the CUI menu, select [Hardware Monitoring Information].

The Hardware Monitoring Information menu opens.

Display

Hardware Monitoring Informat ion

Battery Life Monitoring

Zetting Monitoring Notification Information
Savinz/Restoring Hardware Monitoring Information
Management of Hardware Error Event

Digplaving and Setting Memory Monitoring Information
Digplayving and Setting CPU Monitoring Information

O O o OO D —

q:Buit  biBaclk to previous menu t:Go to top menu hiHelp

Select. (1-B.b,t):

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.3.2, "Main Unit Models and Available Menus."
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3.3.6.1 Monitoring battery life

This section describes how to operate the Battery Life Monitoring function.

O

Note
For PRIMEPOWER900/1500/2500/HPC2500 models, this function is not supported.

Displaying the Battery Life Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [Battery Life Monitoring].

The Battery Life Monitoring menu opens.

Battery Life Monitoring

fdding Batterw Life Information

Digplayving and Setting Battery Life Information
Deleting Battery Life Information

Zetting Battery Life Motification

J O3 3 —

q:Guit  biBaclk to previous menu t:Go to top menu hiHelp

Zelect. (1-4,q,b,t):

Adding Battery Life Information
The following describes how to operate the Adding Battery Life Information function:

Operation

1. From the Battery Life Information menu, select [Adding Battery Life Information].
The Adding Battery Life Information menu opens.
2. Specify the following information in the menu:
— Battery
Enter the battery identifier.
For the UPS battery: UPS-B#n (n is the battery identification number.)
For the disk array device battery: DARY-B#n (n is the battery identification number.)
— Status
Select a battery status from the following:
Normal: Normal status

Prepare: The expiration date of the battery life is approaching. A new battery needs to
be prepared for future replacement.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire:  The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

— Life
Enter the expiration date of the battery life.
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Prepare Notification

Selects whether a notification is issued to prompt for preparation of the replacement part
when the expiration date of the battery life is approaching.

Valid: Notification.
Invalid: No notification.
Replace Notification

Selects whether a notification is to be issued to prompt for replacement of the part when the
expiration date of the battery life is approaching.

Valid: Notification
Invalid: No notification
Expire Notification

Selects whether a notification is to be issued to prompt for replacement of the part when the
expiration date of the battery life is approaching.

Valid: Notification (every day)

Invalid:  No notification

Battery Identification Number

Enter the battery identification number as a number in the range of 0 to 999.

The battery identification number is used to manage battery life.

Life

Enter the expiration date of battery life indicated on the label attached to the battery.

However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

Setting Valid/Invalid Notification

Select for each battery whether a notification is to be issued. The default is "Valid."

Valid: Notification

Invalid: No notification

Make this selection for each of the following notifications:

Prepare Notification: Used to prompt for the preparation of a new battery when the
expiration date of battery life is approaching.

Replace Notification: Used to prompt for battery replacement when the expiration date of
battery life is approaching.

Expire Notification: Used to prompt for battery replacement when the expiration date of
battery life has passed. (Every day)

Displaying Battery Life Information

The following describes how to operate the Displaying Battery Life Information function:

IE]Oper
1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.

Select [Displaying Battery Life Information].

The battery life information appears.

This information includes:

Battery
The identifier of the battery
The battery identifier is displayed in the following formats:
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For the UPS battery: UPS-B#n (n is the battery identification number.)

For the disk array device battery: DARY-B#n (n is the battery identification number.)
— Status

The battery status

Normal: Normal status

Error: A battery error was detected. The battery needs to be replaced.

Prepare: The expiration date of the battery life is approaching. A new battery for
replacement needs to be prepared.

Replace: The expiration date of the battery life is approaching. The battery needs to be
replaced.

Expire: The expiration date of the battery life has passed. The battery needs to be
replaced immediately.

None: Not mounted.
— Life

Expiration date of the battery life
—  Prepare Notification

Used to prompt for the preparation of a new battery for replacement when the expiration
date of the battery life is approaching.

Valid: Notification
Invalid: No notification
—  Replace Notification
Used to prompt for battery replacement when the expiration date of battery life is
approaching.
Valid: Notification
Invalid:  No notification
—  Expire Notification

Used to prompt for battery replacement when the expiration date of the battery life has
passed.

Valid: Notification (every day).

Invalid: No notification

Setting Battery Life Information

The following describes how to perform the Setting Battery Life Information operation:

IE]Operation
1.

From the Battery Life Monitoring menu, select [Displaying and Setting Battery Life Information].
The Displaying and Setting Battery Life Information menu opens.
2. Select [Setting Battery Life Information].
The Setting Battery Life Information menu opens.
3. Specify the following information in the menu:
— Life
Enter the expiration date of the battery life recorded on the label attached to the battery.

However, for the F6403XX disk array device, enter a date two years after the
manufacturing date recorded on the label attached to the battery.

—  Setting Valid/Invalid Notification
Specify whether a notification is to be issued, for each battery. The default is "Valid."

3-135



Chapter 3 Model Family-Specific Information

Valid: Notification

Invalid:  No notification

Make this setting for each of the following notifications:

Prepare Notification: Used to prompt for the preparation of a new battery for replacement
when the expiration date the battery life is approaching.

Replace Notification: Used to prompt for battery replacement when the expiration date
the battery life is approaching.

Expire Notification: Used to prompt for battery replacement when the expiration month
and year of the battery life has passed. (Every day)

Deleting Battery Life Information

The following describes how to perform the Deleting Battery Life Information operation:

IE}Operation
1.

From the Battery Life Monitoring menu, select [Deleting Battery Life Information].

The battery life information list appears.

2. Select the battery to be deleted.

3. Perform operations in accordance with the menu.

Setting Battery Life Notification
The following describes how to perform the Setting Battery Life Notification operation:

IE}Operation

1. From the Battery Life Monitoring menu, select [Setting Battery Life Notification].

The Setting Battery Notification menu opens.

2. Specify the following information in the menu:

Setting Time Period of Notification

Specify the time period during which an automatic notification is to be issued.

Time period of prepare notification:
During this time period, a notification prompting for the preparation of a new
battery for replacement is issued because the expiration date of the battery life is
approaching.
A time period of 24 to 2 months before the expiration date of the battery life can be
specified. The default is "6 months prior to the expiration of battery life."

Time period of replace notification:
During this time period, a notification prompting for part replacement is issued
when the expiration date of the battery life is approaching. A time period of 23
months to 1 month prior to the expiration date of the battery life can be specified.
The default is "4 months prior to the expiration of the product life."

Life Notification Destination

Specify the destination to which an automatic notification is to be issued by Battery Life

Monitoring.

Life Notification Destination: Select whether the notification is to be issued, for each

notification destination, depending on whether a notification by Battery Life Monitoring is

required.

—  Output to the console

—  Sending mail to the system administrator
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— Sending mail to the CE

Select whether a notification is to be issued.

O

Note

Valid: Notification

Invalid: No notification

Set the mail address in the Setting Monitoring Notification Information menu of the Hardware
Monitoring Information menu.

3.3.6.2 Disk Monitoring

Disk Monitoring is not a Machine Administration Menu item.

The Disk Monitoring function is automatically enabled at main unit startup.

O

Note
The Disk Monitoring function automatically monitors all connected devices.

For this reason, an application or driver error may occur if an operational conflict with other
applications occurs or the disk array device is used.

If this happens, execute the following command to exclude the error-causing device from
monitoring.
# /usr/sbin/FISVmadm/nocheckdev add device pathname

If this command is executed, the relevant device is not monitored.

2

See

See Section 4.12, "nocheckdev (1M)."

3.3.6.3 Tape Unit Monitoring

Tape unit monitoring is not a Machine Administration Menu item.
The tape unit monitoring function is automatically enabled at main unit startup.

O

Note

The monitoring function automatically operates for all connected devices. For this reason, an
application or driver error to the effect that the device is indicated as busy may occur if a
device-open operation from another application conflicts with this function.

If this happens, execute the following command to exclude the error-causing device from
monitoring.

# /usr/sbin/FJSVmadm/nocheckdev add device pathname

If this command is executed, the relevant device is not monitored.

- |

Seea
See Section 4.12, "nocheckdev (1M)."
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3.3.6.4 Setting Monitoring Notification Information

This section describes how to perform the Setting Monitoring Notification Information operation.

O

Note
For PRIMEPOWER900/1500/2500/HPC2500 models, this function is not supported.

Displaying the Setting Monitoring Notification Information menu

Operation

1. From the Hardware Monitoring Information menu, select [Setting Monitoring Notification
Information].

The Setting Monitoring Notification Information menu opens.

Setting Monitoring Motification Information

1. Output to the conzole

2. Zendinz mail to the svstem administrator:
Mail address of the svstem administrator:
Memo: zvsten—administrator

3. Zending mail to the CE :
Mail address of the CE :
Memo: CE

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. (1-2,q,b,t, h):

Output to the Console

The following describes how to operate the Output to the Console function:

Operation

1. From the Setting Monitoring Notification Information menu, select [Output to the console].
The Output to the Console menu opens.
2. Enter the following information in the menu:
— Notification Item

In the CUI menu, no notification item can be selected. ~Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the

corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menu of the hardware

monitoring information indicates whether the console is set as the notification destination.

To change a notification item, select it and set it to "Valid" or "Invalid".

Sending Mail to the System Administrator

The following describes how to operate the Sending Mail to the System Administrator function:
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IE}Operation
1.

From the Setting Monitoring Notification Information menu, select [Sending mail to the system

administrator].

The Sending Mail to the System Administrator menu opens.

2. Enter the following information in the menu:

Mail address
Enter the mail address of the system administrator.

To send a notification to multiple system administrators, separate their mail addresses with

acomma",".
Memo

Enter supplementary information. Use this information when sending memos to the
system administrator.

A colon ":" cannot be entered.

Notification Item

In the CUI menu, no notification item can be selected. ~Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in each menu of the hardware monitoring

information indicates whether the system administrator is set as the notification destination.

To change a notification item, select it and set it to "Valid " or "Invalid".

Sending Mail to the CE
The following describes how to operate the Sending Mail to the CE function:

IE]Operation

1. From the Setting Monitoring Notification Information menu, select [Sending mail to the CE].

The Sending Mail to the CE menu opens.

2. Enter the following information in the menu:

Mail address

Enter the mail address of the CE.

To send a notification to multiple CEs, separate their mail addresses with a comma ",".
Memo

Enter supplementary information. Use this information when sending memos to the CE.
A colon ":" cannot be entered.

Notification Item

In the CUI menu, no notification item can be selected. ~Specify whether a notification is to
be issued for all items.

To change each notification item individually, use the notification settings in the
corresponding menus of the hardware monitoring information.

In the GUI menu, the notification setting in the corresponding menu of the hardware

monitoring information indicates whether the CE is set as the notification destination.

To change a notification item, select it and set it to "Valid" or "Invalid".
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3.3.6.5 Saving/Restoring Hardware Monitoring Information

This section describes how to operate the Saving/Restoring Hardware Monitoring Information function.

Displaying the Saving/Restoring Hardware Monitoring Information menu

Operation

1. From the Hardware Monitoring Information menu, select [Saving/Restoring Hardware Monitoring

Information].

The Saving/Restoring Hardware Monitoring Information menu opens.

Saving/Restoring Hardware Monitoring Information

1. Saving Hardware Monitoring Information
?. PRestoring Hardware Monitoring Information

q:Guit  biBack to previous menu t:iGo to top menu hiHelp

Zelect. (1-2,q.b,t):

Saving Hardware Monitoring Information

The following describes how to operate the Saving Hardware Monitoring Information function:

Operation

1. From the Saving/Restoring Hardware Monitoring Information menu, select [Saving Hardware

Monitoring Information].
2. Select the log data to be saved.
3. Enter the name of the save destination directory with the full path.
4. Enter the file name (FJSVmadminfo.tar.Z) in the specified directory.

Infarmation

If the information was saved in a file used for reinstalling the main unit, it needs to be copied to

another main unit or storage medium.

Restoring Hardware Monitoring Information

The following describes how to operate the Restoring Hardware Monitoring Information function:

Operation

1. From the Saving/Restoring Hardware Monitoring Information menu, select [Restoring Hardware
Monitoring Information].

2. Enter the full path of the directory containing the original file to be restored.
3. FJSVmadminfo.tar.Z of the specified directory is restored.

3.3.6.6 Management of Hardware Error Event

This section describes how to operate the Management of Hardware Error Event function.
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Displaying the Current abnormalities menu

Operation

1.

From the Hardware Monitoring Information menu, select [Management of Hardware Error Event].

The Current abnormalities menu opens.

Current abnormalities

Filtering/Sorting condit ions

1. Date
From:
To =
2. Time
From:
To =
3. Order: Present -» Past
d. Dizplay

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select. (1-3.d,q.b,t.h):

Retrieving hardware error events

Management of Hardware Error Event retrieves information indicating the part in the main unit where the

error occurred and the error details.

Operation

1.

Specify the following items according to the menu to retrieve hardware error information:

—  Specify the display start date and display end date in Date.
Error information generated in the specified range appears.
If From is omitted, error information is displayed starting from the oldest information.
If To is omitted, error information is displayed up to the latest information.
If both From and To are omitted, all of the error information is displayed.

—  Enter the display start time and display end time in Time.
The error log in the specified time range appears.
If From is omitted, the starting time is 00:00.
If To is omitted, the ending time is 23:59.
<Example>
If 20:00 is specified in From and 08:00 is specified in To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to the end of the log file.
If 0501 to 0831 is specified for Date and 1700 to 0900 is specified for Time, the
information logged from 17:00 of a day to 09:00 of the next day appears in the range of
May 1 to August 31.

—  Specify the display order.
Select whether information is displayed in reverse chronological order or chronological
order.

The default is "Present -> Past."

2. Enter "d (display)".
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Error information matching the search conditions appears.
The following information appears as error information:
— Date
Displays a date (year, month, and day) and time when the error occurred in the part.
—  Unit
Displays the part name and identification number.
3. Enter the number of the detailed information from the error information list.
The detailed faulty part information appears.
The detailed faulty part information includes:
— Location
Displays the location of the part in which the error occurred.
— Status
Displays the part status.
— Date
Displays the date and time when the error occurred in the part.
— Reason
Displays the cause of the error that occurred in the part.
The following operations are also possible:
— Reset the status

Resets the status of the faulty part.

3.3.6.7 Displaying and Setting Memory Monitoring Information

This section describes how to operate the Memory Monitoring function.

Displaying Memory Monitoring Information
The following describes how to operate the Displaying Memory Monitoring Information function:

IE]Operation
1.

From the Hardware Monitoring Information menu, select [Displaying and Setting Memory
Monitoring Information].
The memory monitoring information appears.
The memory monitoring information includes:
—  Unit
Unit name. (Example: /Cabinet#0/SB#00/DIMM#A00)
— Status
Memory status
Normal: Normal status
Error: A memory error was detected. The part needs to be replaced immediately.

Replace: A memory error was detected. Preventive replacement of the part is required.

Setting Memory Monitoring Information
The following describes how to perform the Setting Memory Monitoring Information operation:

IE}Operation

1. From the Hardware Monitoring Information menu, select [Displaying and Setting Memory
Monitoring Information].
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The Memory monitoring information list appears.
2. Select the Memory whose settings need to be made.
3. Enter the following information in the menu:

—  Resetting Monitoring Information

Reset the monitoring information when the memory is replaced.

3.3.6.8 Displaying and Setting CPU Monitoring Information

This section describes how to operate the CPU Monitoring function.

Displaying CPU Monitoring Information

The following describes how to operate the Displaying CPU Monitoring Information function:

IE]Operation
1.

From the Hardware Monitoring Information menu, select [Displaying and Setting CPU
Monitoring Information].
The CPU monitoring information appears.
This information includes:
—  Unit
The CPU slot (example: /Cabinet#0/SB#00/CPU#0)
— Status
The CPU status
Normal: Normal status
Error: A CPU error was detected. The part needs to be replaced immediately.

Replace: A CPU error was detected. Preventive replacement of the part is required.

Setting CPU Monitoring Information

The following describes how to perform the Setting CPU Monitoring Information operation:

IE}Operation
1.

From the Hardware Monitoring Information menu, select [Displaying and Setting CPU
Monitoring Information].
The Setting CPU Monitoring Information list appears.
Select the CPU whose settings need to be made.
Enter the following information in the menu:
—  Resetting Monitoring Information

Reset the monitoring information when the CPU was replaced.

3.3.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu

IE}Operation

1. From the CUI menu, select [System Log Administration].

The System Log Administration menu opens.
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=—d O3 I e OO O —

Swatem Log Administration

. Dizplay Hardware Error Log

. Dizplay Power Loz

. Display Repart Loz

. Display Operating Swstem Messaze Log

. Disk Error Statistics Information

. sawve Log Data toa File

. Collect Svstem Information with fjsnap

q:Euit biBack to previous menu t:Go to top menu hiHelp

Select{1-7,b,t0:

O

Note

The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.3.2, "Main Unit Models and Available Menus."

3.3.7.1 Operating system message log

This section describes how to display the operating system message log.

Operation

1. From the System Log Administration menu, select [Display Operating System Message Log].

2. Specify the following items and retrieve log data in accordance with the menu:

Date Range

Displays the operating system message log data in the range of the specified date.
If Start Date is omitted, the starting day is January 1.

If End Date is omitted, the ending day is December 31.

If both Start Date and End Date are omitted, the log data in the range from the beginning to
end of the log file is displayed. If the log contains information spanning multiple years,
the information for all of the years in the specified range is displayed.

<Example>

If October 1 is specified as Start Date and March 31 is specified as End Date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.

Time Range

Displays the operating system message log data in the specified time range.
If Start Time is omitted, the starting time is 00:00.

If End Time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Start Time and 08:00 is specified as End Time, the information
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logged from 20:00 to 08:00 is displayed in the range from the beginning to end of the log
file.

If 0501 to 0831 is specified in Date Range and 1700 to 0900 is specified in Time Range,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are
to be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines logged at the same time. The default is "in units of multiple

lines."
— Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

3.3.7.2 Hardware error log

This section describes how to display the hardware error log.

IE}Operation

1. From the Log Data menu, select [Hardware Error Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Date Range
Displays the hardware error log data in the range of the specified date.
If Start Date is omitted, the oldest information in the log file is displayed.
If End Date is omitted, the latest information in the log file is displayed.

If both Start Date and End Date are omitted, the log data in the range from the beginning to
end of the log file is displayed.

— Time Range
Displays the hardware error log data in the specified time range.
If Start Time is omitted, the starting time is 00:00.
If End Time is omitted, the ending time is 23:59:59.
<Example>
I£ 0501 to 0831 is specified in Date Range and 900 to 1700 in Time Range, the information

If 20:00 is specified as From and 08:00 is specified as To, the information logged from
20:00 to 08:00 is displayed in the range from the beginning to end of the log file.

I£ 0501 to 0831 is specified in Date and 1700 to 0900 is specified in Time, the information
logged from 17:00 of a day to 09:00 of the next day is displayed in the range from May 1 to
August 31.

—  Unit selection
Selects hardware whose error log is to be displayed.
The default is "All units."
All units . All error logs
SB : SBerror log
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3.3.7.3

CPU : CPU error log
MEMORY : Memory module error log
PCI : Error log of the PCI slot and PCI card
FAN : Error log of the fan built in the main units
PSU : Error log of the power supply unit built in the main unit
RCI : Error log of the equipment connected to the RCI network
DISK : Error log of the disk built in the main unit
TAPE : Error log of DAT built in the main unit
UPS : Error log of the uninterruptible power supply
PANEL : Panel error log
SCSI-BP : SCSI-BP error log
DDC : DDC error log
SDU : Error log of SDU file unit
BATTERY  : Error log of the battery built in the UPS and disk array unit
OTHER . All error logs other than above
— Display format

Displays the following information in the format of 2 lines per event:

No. : Event number

Date : Log storage time

Code : Error code

Unit : Replacement unit classification

Error details  : Details of an error

N

If the clock setting of the operating system was changed by time resetting, the display order may
differ from the event generation order.

Power log

This section describes how to display the power log.

IE]Operation

1. From the Log Data menu, select [Power log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Date Range
Displays the power log data in the range of the specified date.
If Start Date is omitted, the oldest information in the log file is displayed.
If End Date is omitted, the latest information in the log file is displayed.

If both Start Date and End Date are omitted, the log data in the range from the beginning to
the end of the log file is displayed.

O

Note

If the clock setting of the operating system was changed by time resetting, the display order may
differ from the event generation order or some part of the data may not be displayed.
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3.3.7.4 Reportlog

This section describes how to display the report log.

IE]Operation

1. From the System Log Administration menu, select [Display Report Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Date Range
Displays the report log data in the range of the specified date.
If Start Date is omitted, the oldest information in the log file is displayed.
If End Date is omitted, the latest information in the log file is displayed.

If both Start Date and End Date are omitted, the log in the range from the beginning to end
of the log file is displayed.

— Time Range
Indicates the report log in the specified time range.
If Start Time is omitted, the starting time is 00:00:00.
If End Time is omitted, the ending time is 23:59:59.
<Example>

If 0501 to 0831 is specified in Date Range and 9000 to 1700 is specified in Time Range,
the information logged from 09:00 to 17:00 of a day is displayed in the range from May 1
to August 31.

3.3.7.5 Disk Error Statistics Information

This section describes how to display disk error statistics information.

IE]Operation

1. From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:
— Entering the name of the disk

Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:
— sd driver instance name
— logical device name (logical device name registered in /dev/rdsk)
— physical device name (Unit name as registered in a message column)
—  Selecting the disk name from a list

Enter "L". A list displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.

3.3.7.6  Saving the log data
Log data is saved as follows:
Save Log Data to a File saves log data of various types. The following information can be saved:
e Al
e Message Log
e  Machine Administration Monitoring Log
e Hardware Event Log

e Display Hardware Error Log
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e  Machine Administration Event Log
e Machine Administration Error Log

e Power Log

Infarmation

The CE uses the file in which log data was saved, when hardware becomes faulty.

1. From the Log Data menu, select [Saving the Log Datal.

Displaying the Save Log Data to a File menu
Operation

1. From the Log Data menu, select [Save Log Data to a File].

The Save Log Data to a File menu opens.

Sawe Log Data to a File

Al

Mezzaze Loz

Machine Adminisztration Monitoring Loz

Hardware Event Log

Dizplaw Hardware Error Log

Machine Adwminiztration Event Loz

Machine Adminiztration Error Loz

8. Power Log

Zelect the log to be zaved.

To specify multiple logs to be saved, separate with a commmal, ).

== OO M . OO RO —
L R T

q:Euit  biBack to previous menu tiGo to top menu hiHelp

Do wou specify information to be saved? (1-8,b.t.RH):

O

Note
The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.3.2, "Main Unit Models and Available Menus."

Save Log Data to a File
Operation

1. From the Save Log Data to a File menu, select the log data to be saved.
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2. Enter the following information in the menu:
— Save destination
Specify the name of the save destination file with the full path.

The file is created in tar format and is compressed with the “compress” command.

3.3.7.7 Collecting system information
This section describes how to operate the Collecting System Information function.
If a main unit error occurs, Collecting System Information outputs the following information to a file:

e Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses

e Information such as command execution results

Infarmation

The CE uses the file in which system information was collected.

Displaying the Collecting System Information menu

Operation

1. From the System Log Administration menu, select [Collect System Information with fjsnap].

The Collecting System Information menu opens.

Collect ing Swstem Information
Byztem Informat ion Menu

1. all

2. bazic zoftware

3. hizh availability
4. Ip

B, netwarl

B. storage array

If wou want to select more than one, please separate the number by comma ().

q:Quit biBack to previous menu t:Go to top menu hiHelp

Select. {1-6,q,h,t):

Collecting System Information

Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
—  Collection Destination
Specify the name to the collection destination file with the full path.

The file is created in tar format and is compressed with the “compress” command.
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3.3.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note

The CE performs the hardware maintenance.

Displaying the Maintenance/Swapping Administration menu

Operation

1. From the CUI menu, select [Maintenance/Swapping Administration].

The Maintenance/Swapping Administration menu opens.

Maintenance/Swapping &dministration

The Faulty Hard Disk Drive Replacement (Hot Swap)
Prevent ive Maintenance of the Hard Disk Drive (Hot Swap)
Include the Hard Dizk Drive after the Cold Maintenance
Power Supply Unit of RCI Device

Fan Unit of RCI Dewvice

= oo 3 —

qiluit  b:iBack to previous menu t:lGo to top menu hiHelp

Select. (1-3.b,t):

O

Note

If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping
operation again from the beginning.

3.3.8.1 The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk
Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement," for information on how to use the menu for displaying the
disk drive swapping guidance information.

O

Hote
The CE replaces the hard disk.

3.3.8.2 Power Supply Unit of RCI Device

This section describes how to display the guidance information on hot-swapping the power supply unit of
the RCI device.
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O

Note

The CE replaces the power supply unit of the RCI device.

IE}Operation
1.

From the Hot Swapping Guide menu, select [Power Supply Unit of RCI Device].
2. From the RCI Device list Power Supply Unit list, select the power supply unit to be replaced.
The list shows the device names and statuses.

3. Replace the power supply unit in accordance with the guidance information.

3.3.8.3 Fan Unit of RCI Device

This section describes how to display the guidance information on hot-swapping the fan unit of the RCI

O

Note
The CE replaces the fan unit of the RCI device.

IE}Operation
1.

From the Hot Swapping Guide menu, select [Fan Unit of RCI Device].

device.

2. From the RCI Device Fan Unit list, select the fan unit to be replaced.
This list shows the device names and statues.

3. Replace the fan unit in accordance with the guidance information.

3.3.9 Auto Power Control System (APCS) Administration

This section describes how to operate the Auto Power Control System (APCS) Administration menus.

O

Note
For PRIMEPOWER900/1500/2500/HPC2500 models, this function is not supported.

Displaying APCS Setup Menu

IE]Operation

1. From the CUI menu, select [Auto Power Control System (APCS) Administration].
The APCS Setup menu opens.
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APCE Setup Menu

Start Schedule

Lizt Schedule Entries
Show Status of Schedule Entries

1.

. Etop 3chedule

3. Add Schedule Entrw

4.  Add Hol iday

. Select and Delete Schedule Entries
E. Delete all

7.

a.

q:Euit biBack to previous menu t:Go to top menu hiHelp

Select. {1-%,49,b,t,h):

Infarmation

Use the apcsset command to set up forcible power-off mode and power recovery mode.

- |

Gee
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

3.3.9.1 Start Schedule

This section describes how to perform the Start Schedule operation.

Operation

1. From the APCS Setup Menu, select [Start Schedule].

Schedule operation starts.

3.3.9.2 Stop Schedule

This section describes how to perform the Stop Schedule operation.

Operation

1. From the APCS Setup Menu, select [Stop Schedule].

Schedule operation stops.

3.3.9.3 Add Schedule Entry

This section describes how to perform the Add Schedule Entry operation.

Operation

1. From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.

2. From the APCS Setup Menu, select [Add Schedule Entry].

3. Specify the following information in the menu:

—  Power On Time
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—  Power Off Time

—  Specific Day

—  Specific days in this month

—  From a specific day through another specific day
—  Specific day of the week

4. From APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries] in
that order.

Infarmation

After adding schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.

To check all schedules, use the apcsset command (-L option).

#/opt/FISVapcs/sbin/apcsset -L 30 -f <return>

2

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

5. From the APCS Setup Menu, select [Start Schedule].

Schedule operation starts.

3.3.9.4 Add Holiday

This section describes how to execute the Add Holiday operation.

IE]Operation

1. From the APCS Setup Menu, select [Stop Schedule].
Schedule operation starts.
2. From the APCS Setup Menu, select [Add Holiday].
3. Specify the following information according to the menu:
— Holiday schedule (days when operation is not performed)

4. From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.

Infarmation

After adding holiday schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FJSVapcs/sbin/apcsset -L 30 -f <return>

2

See
For information on the apcsset command, see Section 4.5, "apcsset (1M)."
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5. From the APCS Setup Menu, select [Start Schedule].

Schedule operation starts.

3.3.9.5 Select and Delete Schedule Entries

This section describes how to perform the Select and Delete Schedule Entries operation.

IE]Operation

1. From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.

2. From the APCS Setup Menu, select [Select and Delete Schedule Entries].
The schedule list appears.

3. Perform operations according to the menu.
The selected schedule or holiday schedule is deleted.

4. From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.

Infarmation

After deleting schedule or holiday schedule entries, verify that the results were correctly reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).
#/opt/FISVapcs/sbin/apcsset -L 30 -f <return>

- |

Ges
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

5. To continue operation according to the new schedule after completing selection and deletion,
select [Start Schedule] from the APCS Setup Menu.

Schedule operation starts.

3.3.9.6 Delete all

This section describes how to perform the Delete All operation.

IE]Operation
1.

From the APCS Setup Menu, select [Stop Schedule].
Schedule operation stops.
2. From the APCS Setup Menu, select [Delete all].
A message appears.
3. Perform operations according to the menu.
All schedules and holiday schedules are deleted.

4. From the APCS Setup Menu, select [List Schedule Entries] and [Show Status of Schedule Entries]
in that order.
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Infarmation
After deleting all schedule and holiday schedule entries, verify that the results were correctly
reflected.

Show Status of Schedule Entries displays schedules for seven days after the current date and time.
To check all schedules, use the apcsset command (-L option).
#/opt/FISVapcs/sbin/apcsset -L 30 -f <return>

- |

Ges
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

5. From the APCS Setup Menu, select [Start Schedule].

Schedule operation starts.

3.3.9.7 List Schedule Entries

This section describes how to perform the List Schedule Entries operation.

IE}Operation

1. From the APCS Setup Menu, select [List Schedule Entries].
The current schedule settings are displayed.
These settings include:

— STATUS
Operation status of Auto Power Control System (APCS) Administration

—  daily
Schedule that is repeated day by day

—  weekly
Schedule that is repeated week by week

— monthly
Schedule that is repeated month by month

— holiday
Holiday schedule

— special
Specific-day's schedule

— forcedown
Indicates the immediate start of shutdown processing when the shutdown time has arrived.

— normdown
Displays a warning message on the display indicating that shutdown processing will start
after three minutes.

Power-off processing can be stopped by executing the apcscancel command during this
three-minute period.

—  exception

Schedule not related to node stop
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3.3.9.8 Show Status of Schedule Entries

This section describes how to perform the Show Status of Schedule Entries operation.

Operation

1. From the APSC Setup Menu, select [Show Status of Schedule Entries].
The schedule status is displayed.
The schedule status information includes:
— STATUS
Operation status of Auto Power Control System (APCS) Administration
— PRESENT
Current date and time
— POWER-OFF
First power-off time
— POWER-ON
First power-on time
- OVER
Last schedule time
— SCHEDULE OF 7 days NEXT

Schedule for one week

Infarmation

Show Status of Schedule Entries displays schedules for seven days after the current day and time.
To check all schedules, use the apcsset command (-L option).

#/opt/FJSVapcs/sbin/apcsset -L 30 -f <return>

- |

Ges
For information on the apcsset command, see Section 4.5, "apcsset (1M)."

3.3.10 RClI-related Settings

This section describes how to operate the RCI-related Settings menus.

O

Hote
For PRIMEPOWER900/1500/2500/HPC2500 models, this function is not supported.

Displaying the Remote Cabinet Interface (RCI) Administration menu
Operation

1. From the CUI menu, select [Remote Cabinet Interface (RCI) Administration].

The Remote Cabinet Interface (RCI) Administration menu opens.
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o M ol 2 2 —

RCI-related Settings

Dizplay Current RCI Configuration
Confirming the RCI-connected Units
Reconfizuring the RCI Metwork(RCI Dewvice Addition)

Initial RCI Metwark Setup

Setting the External Equipment Wait time

RCI Device Replacement

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select (1-6.b,t0:

3.3.10.1 Display Current RCI Configuration

This section describes how to perform the Display Current RCI Configuration operation.

Operation

1. From the Remote Cabinet Interface (RCI) Administration menu, select [Display Current RCI

Configuration].

The RCI statuses of the local host are explained below.

RCI address
RCI address of the main unit
Status
RCI status
Active
Mainte

Configuring
ConfigError (reason)

RCT active status

RCI maintenance mode in effect

RCI network construction in progress
RCI network construction error

reason indicates the reason for the error.

reason

Reason for error

"Self Host Address Conflict"

Local address duplication error

"Host Address Contradict"

Inconsistency between the host count
and host addresses

"RCI Address Contradict"

RCI address inconsistency

"Can't assign new Address"

New registration impossible

"Error in Configuring"

Error during installation

"Self configuration RCI AddressConflict"

Error in self-configuration: RCI address
duplicate

"RCI Hardware Error"

RCI hardware error

The following explains the list of the devices connected to RCI:

address
RCI address
pwr

Power status of the RCI device

ON . Power-on status

OFF

alm

Power-off status
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Alarm generation status

ALM : Alarm generation
- : No alarm
- IF
I/F status of the RCI device
ACT 1 Active
INACT  : Inactive
—  sys-phase
OS status
power-off . Power-off status
panic : Panic status
shdwn-start : Shutdown in progress
shdwn-cmplt : Shutdown completed
dump-cmplt : Dump completed
initializing : Initial diagnosis in progress
booting :  Booting in progress
running : In operation
- ctgry
RCI device category
Host : Main unit
Rcic :  External power control device
Disk :  Disk unit
Linsw : Line switching unit
Other : Other devices
— dev-cls

RCI device class. Displayed as a 4-digit hexadecimal number.
— sub-cls

Subclass of the RCI device. Displayed as a 2-digit hexadecimal number.

3.3.10.2 Confirming the RCI-connected Units

This section describes how to perform the Confirming the RCI-connected Units operation.

IE}Operation

1. From the RCI-related Settings menu, select [Confirming the RCI-connected Units].
2. From Display Current RCI Configuration, select the device whose connection is to be checked.
The check lamp of the specified device blinks.

3. Exit [Confirming the RCI-connected Units].
The check lamp of the specified device goes off.

3.3.10.3 Reconfiguring the RCI Network (RCI Device Addition)

This section describes how to perform the Reconfiguring the RCI Network operation.

IE]Operation

From the RCl-related Settings menu, select [Reconfigure the RCI Network (RCI Device
Addition)].

The RCI network is reconfigured.
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Infarmation

The time required for the setting to be completed depends on the number of cabinets connected to
the network.

3.3.10.4 Initial RCI Network Setup

This section describes how to perform the Initial RCI Network Setup operation.

IE}Operation

1. From the RClI-related Settings menu, select [Initial RCI Network Setup].
Initial RCI Network Setup is performed.

Infarmation

The time required for the setting to be completed depends on the number of cabinets connected to
the network.

3.3.10.5 Setting the External Equipment Wait Time

This section describes how to perform the Setting the External Equipment Wait Time operation.

IE]Operation
1.

From the RClI-related Settings menu, select [Setting the External Equipment Wait Time].
The RCI address list for the external power control device appears.

2. Select the device to which the external equipment is connected.

3. Specify the external equipment wait time.

Specify this item in the range of 0 to 255 (minutes).

3.3.10.6 RCI Device Replacement

This section explains the setting procedure for RCI device replacement.

IE]Operation
1.

From the RCI-related Settings menu, select [RCI Device Replacement].
A list of RCI devices that can be replaced appears.
Select the device to be replaced.
3. Confirm that the LED of the selected device blinks, and perform the replacement.
After the replacement, a list of RCI devices appears.

3.3.11 UPS Administration

This section describes how to operate the UPS Administration menus.

Displaying the UPS Administration menu

IE]Operation

1. From the CUI menu, select [UPS Administration].
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The UPS Administration menu opens.

UPS Administrat ion
1. Set shutdown delay at power failure

q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. (1.b.t.h):

3.3.11.1 Set shutdown delay at power failure

This section describes how to perform the Set shutdown delay at power failure operation.

Operation

1. From the UPS Administration menu, select [Set shutdown delay at power failure].
The current wait time appears.

2. Specify the waiting time for shutdown at power failure.
Specify this value in the range of 0 to 9999 (seconds).
The default is "10 seconds."

3.3.12 System-Specific Administration

This section describes how to operate the System-Specific Administration menus.

Displaying the System-Specific Administration menu

Operation

1. From the CUI menu, select [System-Specific Administration].

The System-Specific Administration menu opens.

Svstem-Specific Administration

1. Warm-up Time Administration
2. Extended Facility Setup

q:Buit  biBack to previous menu tifo to top menu hiHelp

Select. (1-2,b.t.h):

3.3.12.1 Warm-up Time Administration

O

Mote

For PRIMEPOWER900/1500/2500/HPC2500 models, this function is not supported.

This section describes how to perform Warm-up Time Administration.

When the warm-up time is specified, the main unit is powered on. After the specified warm-up time
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elapses, OpenBoot PROM (OBP) of the main unit starts.

IE}Operation

1. From the System-Specific Administration menu, select [ Warm-up Time Administration].

The warm-up time appears.
2. Specity the warm-up time.

Specify this value in the range of 0 to 255 (minutes).

The default is "0 minutes."

3.3.12.2 Setting Extended Interleave Mode

O

Note

For PRIMEPOWER900/1500/2500/HPC2500 models, this function is not supported.

This section describes how to perform the Setting Extended Interleave Mode operation.

IE]Operation

1. From the System-Specific Administration menu, select [Extended Facility Setup].
2. From the Extended Facility Setup menu, select [Setting Extended Interleave Mode].

The extended interleave mode becomes effective.

O

Note

— By setting this mode, the initialization time of the main unit increases.

If memory degradation occurs, the extended interleave mode becomes disabled.

—  After completing the setting, be sure to restart the main unit.

3.3.13 Setting Up and Testing the AP-Net

This section describes how to perform the Setting Up and Testing the AP-Net operation.

O

Mote

The CE performs Setting Up and Testing the AP-Net.

Displaying Option Menu
IE}Operation

1. From the CUI menu, select [Option Menu].

The Option menu opens.
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—  For PRIMEPOWERG650/850 models

Opt ion Meno

1. Disk Drive Firmware Adwinistrat ion

2. Hardware Control Program (HCP) Administration
3. Field Support Strategy Solution Tool (F3T) Menu
4, Zettinz Up and Testing the &P-Het

q:0uit  biBack to previous menu tiGo to top menu hiHelp

Select, (1-4,b,t):

—  For PRIMEPOWER900/1500/2500/HPC2500 models

Opt ion Meru

1. Dizk Drive Firmware Adwinistration
2. Settimg Up and Testing the AP-Net

q:tuit  biBaclk to previous memu tiGo to top menu hiHelp

Setting up the AP-Net
Operation

1. From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
3. Select [Initialize and test of AP-Net case] from the menu.
4. From this point, perform operations according to the menu.
5. Check the setting.

If an error is detected, perform the setting again.

Testing AP-Net connection

Operation

1. From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:

Select [Connection and test of AP-Net case].
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—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
3. From the menu, select [Connection test of MSC-RTC].
4. From this point, perform operations according to the menu.

When the AP-Net connection test finishes, [All tests ended (return)] appears.

3.3.14 Firmware Administration

O

Note

The following operation sould only be performed by a certified service engineer.

The following explains how to operate the Hardware Control Program (HCP) Administration menus and
the Disk Firmware Administrator menus.

Displaying the Disk Firmware Administrator menu

Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.

—  For a PRIMEPOWERG650/850 main unit

Opt ion Meno

1. Disk Drive Firmware Adwinistrat ion

2. Hardware Control Program (HCP) Administration
3. Field Support Strategy Solution Tool (F3T) Menu
4, Zettinz Up and Testing the &P-Het

q:0uit  biBack to previous menu tiGo to top menu hiHelp

Select. (1-4.b,t):

— For a PRIMEPOWER900/1500/2500/HPC2500 main unit

Opt ion Menu

1. Disk Drive Firmware Administrat ion
2. Setting Up and Testing the AP-Net

q:fuit  biBaclk to previous menu tiGo to top menu hiHelp

Select. (1-2.b,t):

2. From the Option menu, select [Disk Drive Firmware Administration].
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The Disk Drive Firmware Administration menu opens.

fu 0o D —
" e e s

Disk Drive Firmware Administration

Dizplay Updateable Disk Drives

Dizplaw Disle Drive Firmware Update Loz
Update Disk Drive Firmware from CO-ROM
Update Disk Drive Firmware from a Remote host

q:Buit biBack to previous menu tiGo to top menu hiHelp

Select. (1-4,d.q9.b.t.h):

Displaying the Hardware Control Program (HCP) Administration menu
The Hardware Program (HCP) Administration menu can be displayed only for a PRIMEPOWERG650/850

main unit.

Operation

1. From the CUI menu, select [Option Menu].

The Option menu opens.

Opt ion Meno

1. Dizk Drive Firmware Administrat ion

2. Hardware Control Program (HCP) Administration
3. Field Support Strategy Solution Toal (F3T) Henu
4, Setting Up and Testing the A&P-Net

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select. (1-4.b,1):

2. From the Option menu, select [Hardware Control Program (HCP) Administration].

The Hardware Control Program (HCP) Administration menu opens.

I o

Hardware Contral Program (HCP) Administration

1.

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select. {1-4,q,b,t.h):

Dizplay of Hardware Contral Program (HCP) Image(s) Stored in the
machine adniniztration progzram

Hardware Contral Program (HCP) Imaze Administration

Current Hardware Contraol Program (HCP) Revizion Display & Update
Hardware Contral Program (HCP) Update Histaory
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3.3.14.1 HCP File Operation

O

Mote
For PRIMEPOWER900/1500/2500/HPC2500 models, this function is not supported.

The following describes how to perform Hardware Control Program (HCP) Administration.

O

Note

The following operation should only be performed by a certified service engineer.

Using Display of Hardware Control Program (HCP) Image(s) Stored in the Machine
Administration Program

Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Display of Hardware
Control Program (HCP) Image(s) Stored in the Machine Administration Program].

A list of the registered firmware appears.

2. To delete firmware, select the firmware to be deleted from the list and perform the required

operations according to the menu.

The selected firmware is deleted.

Hardware Control Program (HCP) Image Administration

Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Hardware Control
Program (HCP) Image Administration].

Information about firmware stored on the HCP CD-ROM or in the working directory appears.

2. Select the firmware to be registered from the list and perform the required operations according to

the menu.

The selected firmware is registered.

3.3.14.2 Update Firmware of Main Unit

O

Hote
For PRIMEPOWER900/1500/2500/HPC2500 models, this function is not supported.

The following describes how to perform Hardware Control Program (HCP) Administration:

O

Note
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The following operation should only be performed by a certified service engineer.

Current Hardware Control Program (HCP) Revision Display & Update

IE}Operation
1.

From the Hardware Control Program (HCP) Administration menu, select [Current Hardware
Control Program (HCP) Revision Display & Update].

The information about which firmware has been applied to the main unit is displayed.

2. Select the firmware to be applied to the current environment from the registered firmware and

perform the required operations according to the menu.

The selected firmware is applied to the main unit.

Hardware Control Program (HCP) Update History

IE}Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Hardware Control
Program (HCP) Update History].

The update history of the main unit firmware is displayed.

3.3.14.3 Disk Firmware Administrator

This section describes how to operate the Disk Firmware Administrator function.

Disk firmware is distributed as HCP data together with the main unit firmware, and is automatically
registered concurrently with registration of the main unit firmware. However, after the registration, the
disk firmware and main unit firmware are separately managed. The registered main unit firmware can be
deleted from the menu; however, the registered disk firmware cannot be deleted.

O

Mote

The following operation should only be performed by a certified service engineer.

The Indication of the Update Applicable Disk List

IE}Operation
1.

From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administrator menu, select [ The indication of the update applicable disk
list].
A list of the disks registered as subject to firmware updating by Machine Administration is
displayed from among the disks currently connected.

The Indication of Update Log

IE]Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administration menu, select [The indication of update log].
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The update history of the disk firmware is displayed.

The Practice of Update Firmware

Operation

1. From the Hardware Control Program (HCP) Administration menu, select [Disk Firmware
Administrator].

2. From the Disk Firmware Administrator menu, select [The practice of update firmware].
A list of the registered disk firmware appears.

3. Select the disk firmware to be applied.
A list of the disks to which the selected firmware can be applied appears.

4. Select the disk to which the firmware is to be applied. (Multiple disks can be selected.)

Firmware update is performed.

3.3.15 Diagnostic Program

This section describes how to operate the FJVTS Diagnostic Program menu.

Displaying the FJVTS Diagnostic Program menu (for the CUI menu)

Operation

1. From the CUI menu, select [FJVTS Diagnostic Program].
The FJVTS Diagnostic Program menu opens.

FI¥TS Diagnostic Program

1. Executed from thiz terminal
2. Execution from the ¥ terminal specified by the DISPLAY environment
variable

q:Quit biBack to previous menu t:Go to top menu hiHelp

Select. {1-2,q,b,t.h):

Executed From This Terminal (for the CUI menu)

Operation

1. From the FJVTS Diagnostic Program menu, select [Start FJVTS on this terminal].
FJVTS is started as the diagnostic program.
2. From the FJVTS screen, select [START].
Diagnosis starts.
3. After diagnosis finishes, select [Quit UI and Kernel] from [quit] of the FIVTS screen.
4. Press the [Return] key.

The original screen reappears.
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Execution From the X Terminal Specified by the DISPLAY Environment Variable (for
the CUI menu)

IE]Oper
1.

ation

Specify the display name used by the diagnostic program during startup in the environment

variable.

From the FIVTS Diagnostic Program menu or Diagnostic Program menu, select [Execution from

the X terminal specified by the DISPLAY environment variable].

FJVTS is started as the diagnostic program.
From the FIVTS screen, select [START].

Diagnosis starts.

After diagnosis finishes, select [Quit UI and kernel] from [quit] of the FIVTS screen.

Press the [Return] key.

The original screen reappears.

2

See

For information on the method of using FIVTS, see the following manuals:
"SunVTS User's Manual”
"SunVTS Test Reference Manual"
"FJVTS Test Reference Manual"

O

Note

The following notes must be observed when Machine Administration executes the diagnostic
program (FJVTS):

For execution with the OpenWindows interface from the GUI menu, select the FIVTS
Diagnostic Program menu or Diagnostic Program menu of Machine Administration and
then specify the display destination DISPLAY according to the screen.

At the display destination DISPLAY, set the X-Windows access permissions in advance
using the xhost command.

For execution with the OpenWindows interface from the CUI menu, specify the display
destination DISPLAY in the environment variable before starting Machine Administration.

Example: setenv DISPLAY HOST NAME:0
When FJVTS is executed from the GUI menu, the user interface may fail to start due to an
X environment setting error (for example, because xhost was not specified). (Keep this in

mind because, if this happens, no error message may appear in some cases.) However, no
problem will occur if the X environment is set up later later and FIVTS is re-executed.

3.3.16 Remote Setup menu

This section describes how to operate the Remote Setup menu.

Service for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty

period and the contract, contact your Fujitsu sales representative.
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Starting Remote Setup menu (not registered)
If the main unit is PRIMEPOWER900/1500/2500/HPC2500, the following menu is not displayed.

Operation

1.

From the CUI menu, select [Remote Setup].

The Remote Customer Support System (REMCS) Setup menu opens.

A fe 0O RO —

miosl Remote Customer Support Swetem (REMCS) Setup menu
Series name:PRIMEPYRHCTHE. Mode!l name: PWSSORHEREHE
Check code:DE, Serial Wo:200a50Rfifdt

Setting of Connection Twpe

Internet Connection

Internet Connection(Mail Onlw)
WMaragement Server Connection
Point-to-Point Connect ionf ISDN)
Point-to-Point Connect ionfYPN)

q:Euit biBack to previous menu t:Go to top menu hiHelp

Zelect one. (1-5,q.b,t.h):

O

Note

The menu items displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

- |

Seea

See Section 3.3.2, "Main Unit Models and Available Menus."

Perform operations according to the menu.

Menu name

Function

Internet Connection

Connects to the REMCS Center using mail or HTTP via the Internet.

Internet Connection | Connects to the REMCS Center via the Internet, using only mail.

(Mail only)

Management Server | Connects to the REMCS Center via the management server. A separate
Connection management server must be set provided.

Point-to-Point
Connection (ISDN)

Connects to the REMCS Center through ISDN.

Point-to-Point
Connection (VPN)

Connects to the REMCS Center through VPN.

2

See

For information on REMCS Agent, see the following manual:
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REMCS Agent Operator's Guide

Starting Remote Setup menu (registered)
If the main unit is PRIMEPOWER900/1500/2500/HPC2500, the following menu is not displayed.

IE}Operation

1. From the CUI menu, select [Remote Setup].

The Remote Customer Support System (REMCS) Setup menu opens.

Regiztration

REMCE Operation

O o OO D —
= = = = m

n2osl Remote Customer Support System (REMCS) Setup menu
Series name:PRIMEPWREC1E,
Checl code:DK. Serial No:

REMCS Environment 3etting

Change Connection Tvpe
Software Inwestization Information Callection

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select one. (1-5,q.b,t.h):

Mode| name:PWESOHEEHESE
znosangitits

O

Note

The menu items displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

- |

Seea

See Section 3.3.2, "Main Unit Models and Available Menus."

2. Perform the required operations according to the menu.

Menu name

Function

Registration

Executes registration from REMCS Agent to send or register the
customer information and device information.

REMCS Environment Setting

Sets the environment for operating REMCS Agent.

REMCS Operation

Sets registration and the REMCS environment, and starts services
after successfully confirming connection to the REMCS Center.

Information Collection

Change Connection Type Selects the method of connection between customers and the
REMCS Center.
The supported connection methods include Internet Connection,
Management Server Connection, and Point-to-Point connection.
Software Investigation | When a problem occurs that cannot be automatically detected (such

as a software operation error), collects investigation information
using a simple procedure and sends it to the REMCS Center.
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- |

Gee
For information on REMCS Agent, see the following manual:

REMCS Agent Operator's Guide

Starting the Remote Maintenance Setting menu (for a main unit for which connection is
set up with SMC)
If the main unit is PRIMEPOWERG650/850, the following menu is not displayed.

Operation

1. From the CUI menu, select [Remote Setup].

The Remote Maintenance Setting menu opens.

Remote maintenance setting menu
1. Software investigation information collection
q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. (1,q,b.t.h):

2. From the Remote Maintenance setting menu, select [Software investigation information

collection].

3. Perform the required operations according to the menu.

2

See
For information on REMCS Agent, see the following manual:

REMCS Agent Operator's Guide

3.3.17 Field Support Strategy Solution Tool (FST) Menu

This section describes how to operate the Field Support Strategy Solution Tool (FST) menu.
The CE uses the Field Support Strategy Solution Tool (FST) menu to collect hardware information.

The system administrator must not use this menu.

Operation

1. From the CUI menu, select [Option Menu].

The Option menu opens.
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Opt ion Meru

1. Disk Drive Firmware Administration

2. Hardware Control Program CHOP) Adwinistration
3. Field Support Stratesy Solution Tool (FST) Meru
4, Zettinz Up and Testing the &P-Het

q:Buit  biBaclk to previous menu t:Go to top menu  hiHelp

2. From the Option Menu, select [Field Support Strategy Solution Tool (FST) Menu].
The Field Support Strategy Solution Tool (FST) menu opens.

Field Support Strategy Solution Tool (FST) Mernu
Current FET Zettings:

FET IP Address

Remote Directory Path

Uzer Mame (to lozin to FET)
Login Pazzword

Local File Mame

Put Data

O om0 R —

q:Guit biBack to previous menu t:Go to top menu hiHelp

Zelect. (1-5,q.b,t):

3. Perform the required operations according to the menu.

3.3.18 Version Information

This section describes how to perform the Version Information referencing operation.

Operation

1. From the CUI menu, select [Version Information].
Version Information appears.

<Example>

Machine Adninistration Yersion/Patch Information

Version: 1.4.0,FEN=2003.12.0200 = e oeoeos i)
Patches :
no patches installed = e e s {27

Hit Return Kew
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(1) Package version of machine administration

(2) Information of patches applied to machine administration
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3.4 PRIMEPOWERS800/1000/2000, GP7000F
model1000/2000

This Section describes how to operate Machine Administration menu.

The operation method for the individual functions is described with the operations used when CUI menus
are used.

The functions that can be used only via the GUI menus are described using the GUI menus.

3.4.1 Starting and Exiting Machine Administration Menu

This section describes how to start and exit Machine Administration menu.
e Starting Machine Administration Menu
e Exiting Machine Administration Menu

e How to read the Machine Administration Menu

34.1.1 Starting Machine Administration Menu

This section describes how to start the CUI menu and GUI menu.

CUI menu

IE]Operation
1.

Make sure that the command prompt is displayed on the UNIX screen.
2. Enter the following start command:

# /usr/sbin/FJSVmadm/madmin

The top menu of the CUI menu opens.

2

Sea ) )
See section 4.11, "madmin (1M)."

GUI menu

GUI Operation

1. Enter http://<host-name>:8081/Plugin.cgi as the address in the browser window.
The Web-Based Admin View login window opens.

& Web-Basad Adsi

User name:r

=10] %[

FasmrH:E

ok

[.J-zll.-'-:l Spplet Windaw

O

Note
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If the IP address of the server was changed, this setting must be changed as well. For
information on the method of changing this setting, see the Section "Changing an IP
address on the Public LAN" in the Web-Based Admin View Operation Guide.

Infarmation

About <host-name> entered as the address in the browser window

If Web-based Admin View cannot be started although a host name was entered in
<host-name>, enter the IP address of the business LAN on the secondary management
server directly.

2. Enter your user name and password and click the [Confirm] button.
The Web-Based Admin View menu window opens.

Languan: |english = Sorver: ®| Primary | 10.20.80,29
Look &Fest Metal ¥ Logout | »| Secondary |

A Machine Administration |

4 Commaon |

AL FIGHTS RESERVED @ LU TEU L TED | 58

3. Select "Machine Administration" from the Web-Based Admin View menu window.
The Select Host window opens.

& Machie Administ ation

—

| hie -
.= e
Lt K -

Select Host

Please select the host o invoks Machine Administration and press the <Esac= bulton.
e | e .
jitzu T NORMAL 00010102
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34.1.2

<Explanation of the display>
The Host names, status, and RCI addresses are listed which the management server monitors.
The following keywords may appear in the "Status" column:
FATAL : Fatal error
WARNING: A warning-level error or preventive maintenance event occurred.
NORMAL: Normal
DOWN  : The host is down or communication with the host is not possible.
UNKNOWN: The status is unknown

O

Note

— If the appropriate host name is not recognized because it was changed, "DOWN" appears in

the Status column.

— To delete a host name select the host name that you want to delete and click the [Exec]

button.

The selected host name is deleted from the list.

—  If the main unit to be monitored does not support the GUI menu (Web-Based Admin View),
"DOWN" or "UNKNOWN" appears in the Status column and the GUI menu is not

displayed. In this case, the GUI menu cannot be displayed.
4. Click the "host name" for the host that you want to monitor.

5. Click the [Exec] button.

The GUI menu of the selected host opens.

1= R pidabed Settings
! = g Infoi imatsan

| = Hat Swapping Guide
| Murtomatic Power Cont
| Diagreostic Progeam
= hlachme fdrranestral

-LIFPia
gl R ]

rJ;-'a Bppist Windo

Exiting Machine Administration Menu

This section describes how to close the CUI menu or GUI menu.
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CUI menu
Operation

1. Enter the number of "Exit".

Machine Administration menu exits.

GUI menu

GUI Operation
1. Click the [End] button the GUI menu.

Machine Administration menu exits and the Select Host window opens again.
2. Click the [End] button in the Select Host window.

The Web-Based Admin View menu opens again.
3. Click [x] in the upper right of the Web-Based Admin View menu.

The Web-Based Admin View menu closes.

3.4.1.3 How to read the CUI menu

The top menu of the CUI menu is shown below.

The following shows the CUI menus corresponding to the main unit model.

When the main unit model is PRIMEPOWER800/1000/2000 or GP7000F model 1000/2000

Machine Addministration Menu

Hardware Confizuration

Hardware Monitoring Informat ion
RCI-related Settings

UPZ Setup

Loz Data

Hot Swapping Guide

Diagnost ic Program

Remote Setup

Option Menu

Yerzion Informat ion

. Exit

q:Buit  biBack to previous menu tiGo to top menu hiHelp

—_— OO 00 el 00 O e OO RO —

Select(1-11,q,h):

<Explanation of the display>
(1):  Enter the desired item at the location of the cursor.
1-11: To select a menu, enter the menu number.

q : Ifyou want to quit the operation, enter "q".

h : Ifyou want to display help, enter "h".
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O

Note

Some menu items may be unusable even if they are displayed.

- |

Seea

See Section 3.4.2, "Main Unit Models and Available Menus."

3.4.1.4 How to read the GUI menu
GUI

The GUI menu is shown below.

In the GUI menu, the main menu consists of the following three areas:
—  Menu display area
— Hardware configuration display area

—  Monitoring information message display area

| B R okated Sottings
| = Lag Informatian

| 0 Hot Swranping Guids
| Automatic Pases Conti
i Diagenstic Froge s
G haching: fdrmanstral

B A
= Bd.LZPe3R

rL-’a Appist Windowe

<Explanation of the display>
(1):  Menus are displayed in tree format.
By default, only the top-level of menus are displayed.

Clicking = displays subsequent levels of the menu.
Selecting a menu displays the appropriate menu window in another window.

(2): Hardware configuration is always displayed.
It displays the name of each hardware component (such as CPU, memory, and battery), and
the symbols representing hardware component in detail.
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(3): If the status of the hardware component to be monitored changes, a message appears in this

area.

(4):  The each buttons have the following functions:

3.4.2

[Open] button:

[End] button:
[Clear] button:

[Refresh] button:

[Status] button:

[Configuration]

button:

[Log] button:

[Add] button:

[Delete] button:

[Swap] button:

[LED] button:

Selecting this button enables you to display the new-lower level of the
menu for the selected menu item. Selecting the lowest level of the
menu displays the appropriate window as a new window.

Selecting this button ends Machine Administration.

Selecting this button clears the message displayed in the Monitoring
message area.

Selecting this button updates the information displayed in the Hardware
Configuration area.

Selecting this button displays the status and detailed node information
for the node selected in the Hardware Configuration area.

Selecting this button opens the notification settings window for the node
selected in the Hardware Configuration area. This button is active only
when a battery, UPS unit, fan, power supply unit, disk, memory, CPU or
tape unit is selected.

Selecting this button opens the log information window for the node
selected in the Hardware Configuration area. This button is active only
when a disk, memory, fan, or power supply unit is selected.

Selecting this button opens the addition window for the node selected in
the Hardware Configuration area. This button is active only when a
battery is selected.

Selecting this button opens the deletion window for the node selected in
the Hardware Configuration area. This button is active only when a
battery is selected.

Selecting this button opens the Hot Swapping Guide window for the
node selected in the Hardware Configuration area. This button is active
only when a hot swappable disk, power supply unit, or fan is selected.
Selecting this button opens the Confirming the RCI-connected Units
window for the node selected in the Hardware Configuration area. This
button is active only when an RCI node is selected.

Main Unit Models and Available Menus

In Machine Administration, the menu provided depends on the main unit model to be monitored.

The tables below show the relationships between main unit models and available menus.

How to read the tables

e The table below shows the meanings of the symbols.

Symbol

Meaning

Y

The appropriate function is available in the CUI menu and GUI menu.

N

The appropriate function is unavailable.

*1

The appropriate function is available only in the CUI menu.

*2

The appropriate function is available only in the GUI menu.

*3

The appropriate function is available in System Management Console.

“2u

Gee
For information about System Management Console, see the "System Console

Software User's Guide".

*4

The appropriate function is available but the appropriate menu is unavailable.
Log data is collected.
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Main unit models and available menus

Main unit Reference Reference
Menu name PRIMEPOWERS00/1000/2000 destinat.ion of destinatif)n of
function operation
GP7000F model 1000/2000 explanation explanation
Hardware Monitoring Function
Hardware Configuration Display
Hardware Configuration Display Y 2.1.1 345
Hardware Detailed Configuration Display Y 2.1.1 345
Hardware Monitoring Information Function
Battery Life Monitoring *3 2.1.2 -
Fan Monitoring *3 2.12 -
Disk Monitoring Y 2.1.2 3.3.6.1
Tape Unit Monitoring Y 2.1.2 34.6.2
CPU Monitoring *3 2.12 -
Memory Monitoring *3 2.1.2 -
Power Supply Unit Monitoring *3 2.12 -
UPS Monitoring *3 2.12 -
Degradation Monitoring *3 2.1.2 -
Setting Monitoring Notification Information *3 2.1.2 -
Saving/Restoring Hardware =~ Monitoring v 212 3463
Information
Log Data Function
Log Data
Message Log Y 2.2 34.7.1
Disk Error Information Y 2.2 3472
Disk Error Statistics Information *1 22 3.473
Memory Error Information *3 22 -
Hardware Error Log *3 22 -
Machine Administration Monitoring Log Y 2.2 3474
SCF Error Log *3 22 -
Thermal Error Log *3 22 -
Fan Error Log *3 2.2 -
Power Error Log *3 2.2 -
Power-failure/Power-recovery log *3 22 -
Power Log *3 2.2 -
Saving the Log Data to a File Y 2.2 3475
Collecting System Information *1 2.2 3.4.7.6
Maintenance Guide Function
Hot Swapping Guide
The Faulty Hard Disk Drive Replacement (Hot v 23 Appendix B
Swap)
PDrrei:]/:n(‘?I\;et SI:/IV:;)I;tenance of the Hard Disk %] 23 Appendix B
Include the Hard Disk Drive after the Cold %] 23 Appendix B
Maintenance
Power Supply Unit of Main Cabinet *3 23 -
Fan Unit of Main Cabinet *3 23 -
Power Supply Unit of Expansion Cabinet *3 23 -
Fan Unit of Expansion Cabinet *3 23 -
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Main unit Reference Reference
Menu name PRIMEPOWERS00/1000/2000 destinat.ion of destinatif)n of
function operation
GP7000F model 1000/2000 explanation explanation
Automatic Power Control Function
Start Schedule *3 2.4 -
Stop Schedule *3 2.4 -
Add Schedule Entry *3 2.4 -
Add Holiday *3 2.4 -
Select and Delete Schedule Entries *3 2.4 -
Delete all *3 2.4 -
List Schedule Entries *3 24 -
Show Status of Schedule Entries *3 2.4 -
Hardware Operation Setting Functions
RCl-related Settings
Displaying a List of RCI Devices *3 252 -
Confirming the RCI-connected Units *3 252 -
Reconfiguring the RCI Network (RCI Device %
Addition) 3 232 -
Setting the RCI Host Address *3 252 -
Initial RCI Network Setup *3 2.5.2 -
Setting the External Equipment Wait Time *3 252 -
RCI Device Replacement *3 252 -
System Control Administration
Setting the External Equipment Wait Time *3 2.53 -
Warm-up Time Administration *3 253 -
UPS Setup
?;ﬁi?eg waiting time for shutdown at power %] 253 3491
Option Menu
Setting Up and Testing the AP-Net *1 2.54 3.4.10
Firmware Management Function
HCP File Operation *3 2.6 -
Update firmware of main unit *3 2.6 -
Option Menu
Disk Firmware Administrator *1 2.6 34.11.1
Maintenance Program Setup Function
Diagnostic Program Y 2.7 3.4.12
Remote Setup *1 2.7 34.13
Other Functions
Machine Administration Environment
Setting of Management Server Log *2 2.8 34.14
35;?5\,‘, of Hardware Information Display %) 28 3415
Version Information Y 2.8 3.4.16
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343

When to Make Settings

Machine Administration supports three types of settings.

main unit is installed. The second type of settings are made when the main unit is in operation.

third type of settings are made as required.

The first type of settings are made when the

The

The tables below show settings to be made and the persons in charge responsible for making these

settings.

The meanings of symbols in the "Person in charge" column are as follows.

Y: The customer engineer or system administrator makes the appropriate setting.

-: Other persons in charge make the appropriate setting.

Person in charge

User's Guide."

When to make Contents of the setting Reference destination Customer System
the setting engineer | administrator
At installation of the main unit
Monitoring battery life (*1) Refer to the "System Console Software v )
User's Guide."
Setting Monitoring Refer to the "System Console Software ) %
Notification Information User's Guide."
Warm-up Time Administration | Refer to the "System Console Software ) v
User's Guide."
Setting the External Equipment | Refer to the "System Console Software ) %
Wait Time User's Guide."
Remote Customer Support 3.4.13 Remote Customer Support ) v
System (REMCS) Setup Menu | System (REMCS) Setup Menu
When the main unit is in operation
When  an | Fan Monitoring Refer to the "System Console Software )
error User's Guide."
occurs/ Disk Monitoring 3.4.13 Disk Monitoring -
when a part |~ p i ONITORING Refer to the "System Console Software
gz User's Guide." )
Memory Monitoring Refer to the "System Console Software )
User's Guide."
When  an | Tape Unit Monitoring 3.4.6.2 Tape Unit Monitoring -
€ITOT OCCUrs | pPower Supply Unit Monitoring | Refer to the "System Console Software ) v
User's Guide."
UPS MONITORING Refer to the "System Console Software ) %
User's Guide."
Degradation Monitoring (*2) Refer to the "System Console Software ) %
User's Guide."
As required | Setting Management Server 3.4.14 Setting Management Server ) v
Logging Logging
Hardware Information Display | 3.4.15 Hardware Information Display ) v
Settings Settings
Reconfiguring The RCI Refer to the "System Console Software ) v
Network User's Guide."
Setting The RCI Host Address | Refer to the "System Console Software ) %
User's Guide."
Setting Up and Testing the 3.4.10 Setting Up and Testing the ) v
AP-Net AP-Net
HCP File Operation Refer to the "System Console Software ) v

*1 Make this setting not only when installing the main unit but also when performing preventive

swapping.

*2  Degradation Monitoring must be set up if an error is detected during initialization.
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344 Example of Action Taken for Status Changes

When the e-mail notification setting is set to "notification" beforehand, Machine Administration sends out
an e-mail notification whenever a change in the status occurs. Machine Administration also displays an

error message in the console and GUI menu.

The e-mail notification setting needs to be made. Use SMC to make this setting. For information about

how to make the e-mail notification setting, see the "System Console Software User's Guide."

The following shows an example of the actions taken in response to changes of the hardware status.

| *  Occurrence of hardware status change |

d

| 1. Eecetve notficatdon of status change oecurrence by e-maifl |

J

2. Open the Maching Adminlsaton Menu.
Tate: If the Machine sdmirdstration Meto i already open, a comesponding ermor meszage is also

dizplayed in the windor.
.

3. Seleet "Hardware Conflguratdon” from the main men.
Checlr the statuz of the hardware in swhich the ermor cocurred freen Basic System Information.

1

4.  Seleet "Los Data™ from the main menu.
Select "Message Los™ from the kot data menw

Beference lor data in the hardware combonent svhere the emmor oooumed.

1

| 5. Im Chapter 6, "Messages," aheck for the message eorresponding to the bog data.

1

| &. Take the acton Indlcated for the corresponding message. |

d

[ ¥ End ofacton |

34.5 Hardware Configuration

This section describes how to operate the hardware configuration menus.

Displaying the Hardware Configuration menu

Operation

1. From the CUI menu, select [Hardware Configuration].

The Hardware Configuration menu opens.
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Zelect. (1-2,q.b,t.h):

Hardware Confizuration

1. Hardware Configuration Displaw
Z. Hardware Detailed Confizuration Display

q:Guit  biBack to previous menu t:Go to top menu hiHelp

Displaying hardware configuration information
The following describes how to operate the Hardware Configuration Display:

Operation

1.

From the Hardware Configuration menu, select [Hardware Configuration Display].

The hardware configuration information appears.

<Example>

CFU

PRIMEPOWERZOOD

04-CPUED
04-CPUR

Memory

04-SLOTHADD
04-SLOTHAN
04-SLOTHADZ
04-SLOTHADS
04-SLOTHATD
04-3LOTHAT
04-SLOTHA1Z
04-SLOTHA1S
04-SLOT#A20
04-SLOTHA
04-SLOTHAZZ
04-SLOTHAZS
04-SLOTHAZD
04-3L0THA31
04-SLOTHAZZ
04-SLOTHAZS

04-LZP0E

<Explanation of the display>

The status of the following hardware components is displayed: CPU, memory, disk, channels,

adapter, and devices.

If a hardware fault is detected, a symbol indicating the status is displayed

for the corresponding hardware component.

- |

Seea

For information about the symbols indicating statuses, see Section 2.1.1, "Hardware

configuration display function."

O

Note

— For the PRIMEPOWER series and GP7000F model 200R/400A/400R, the following
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information appears:
x in "0x-" coded before the hardware name indicates the number of the motherboard.

— A disk managed by SynfinityDISK or PRIMECLUSTER GDS is displayed as "sfdsk" after
sdn or hddvn.

— A device detected as faulty at main unit initialization and which is degraded is displayed in
"Failed Units."

Displaying the detailed hardware configuration information
The following describes how to operate the Hardware Detailed Configuration Display:

Operation

1. From the Hardware Configuration menu, select [Hardware Detailed Configuration Display].
The detailed hardware configuration information appears.

<Example>

FRIMEFOWERZ000 Mode Mame:kaiser?;Host ID:30f300db

CPU
04-CPUKD StatusinormaliFreq:300:Cache:8. 0 Inpl. 23 i Maska4.0
04-CPUK Statusinormal:Freq:300;Cache:8.0:Inpl. 23 Mask:4.0
Mema sy

04-SLOTHADD 25EME uszed:Status:inormal
04-5LOTHAD1 256HE used:Statusinormal
04-SLOTHADZ 25BME used:Statusinormal
04-SLOTHADS 25BME used:Status:inormal
04-5LOTHA10 256HE used:Statusinormal
04-SLOTHA1T 25EME used:Statusinormal
04-5LOTHA1Z 20EME used:Status:inormal
04-SLOTHA1S 25EBME used:Status:inormal
04-SLOTHA20 25EME used:Status:inormal
04-5LOTHA21 256HE used:Status:inormal
04-SLOTHA2Z 25EBME used:Statusinormal
04-SLOTHA2S 25BME used:Status:inormal
04-5LOTHAID 256ME used:Statusinormal
04-SLOTHAIT 25EME used:Statusinormal
04-5LOTHASZ 20EME used:Status:inormal
04-SLOTHAZS 25EME used:Statusinormal
n4-U2FPHtoe

<Explanation of the display>
The status of the following hardware components is displayed: CPU, memory, disk, channels,
adapter, and devices. If a hardware fault is detected, a symbol indicating the status appears for
the corresponding hardware.

2

See
For information about the status symbols, see Section 2.1.1, "Hardware configuration

display function."

3.4.6 Hardware Monitoring Information

This section describes how to operate the hardware monitoring information menus.
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Displaying the Hardware Monitoring Information menu

Operation

1. From the CUI menu, select [Hardware Monitoring Information].

The Hardware Monitoring Information menu opens.

Hardware Monitoring Infaormat ion

Battery Life Monitoring

UPE Monitoring

Fan Monitoring

Power Supply Unit Monitoring

Dizk Monitoring

Memory Monitoring

Degradat ion Monitoring

Tape Unit Monitoring

Zetting Monitoring Motification Information
Savinz/Restoring Hardware Monitoring Information

=W 20 - T N fa 2O D —
= = = = = = = = = m

q:Guit  biBack to previous menu t:Go to top menu hiHelp

Select. {1-10,49,b,t,h):

O

Note
The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.4.2, "Main Unit Models and Available Menus."

3.4.6.1 Disk Monitoring

O

Note

The Disk Monitoring function automatically monitors all connected devices.

For this reason, an application or driver error may occur if an operational conflict with other

applications occurs or the disk array device is used.

If this happens, execute the following command to exclude the error-causing device from

monitoring.
# /usr/sbin/FISVmadm/nocheckdev add device pathname

If this command is executed, the relevant device is not monitored.

- |

Gee .
See Section 4.12, "nocheckdev (1M)."
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Displaying the Disk Monitoring menu
Operation

1.

From the Hardware Monitoring Information menu, select [Disk Monitoring].
The Disk Monitoring menu opens.

Digk Monitoring

1. Dizplaving and Setting Disk Monitoring Information
2. 3etting Disk Monitoring Motification

q:0uit  biBack to previouz menu t:Go to top menu hiHelp

Zelect. {1-2,9,b,1):

O

Note

The menu items to be displayed depend on the main unit model. Moreover, there are cases where
displayed menu items may not be available for use.

- |

Seea

See Section 3.4.2, "Main Unit Models and Available Menus."

Displaying Disk Monitoring Information
The following describes how to operate the Displaying Disk Monitoring Information function:

Operation

1.

From the Disk Monitoring menu, select [Displaying and Setting Disk Monitoring Information].
The disk monitoring information appears.
This information includes:
—  Unit
The instance name of the disk device
— Status
The disk status
Normal: Normal status
Error: A disk error was detected. The part needs to be replaced immediately.
Replace: A disk error was detected. ~ Preventive replacement of the part is required.
— Immediate Replacement Notification Destination
Indicates whether a notification is to be issued to prompt for immediate replacement when
an error was detected.
Valid: Notification
Invalid:  No notification
—  Preventive Replacement Notification Destination
Indicates whether a notification is to be issued to prompt for preventive replacement when
replacement is required.
Valid: Notification
Invalid:  No notification
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Setting Disk Monitoring Information
The following describes how to perform the Setting Disk Monitoring Information operation.
The main units of PRIMEPOWERS800/1000/2000 and GP7000F model 1000/2000 do not support the
setting of [Setting Valid/Invalid Notification].

IE]Operation
1.

From the Disk Monitoring menu, select [Displaying and Setting Disk Monitoring Information].
The disk monitoring information list appears.
2. Select the disk to be set.
3. Enter the following information in the menu:
—  Setting Valid/Invalid Notification
Specify whether a notification to be is issued, for each device. The default is "Valid."
Valid: Notification
Invalid:  No notification
The above setting can be made for the following types of notifications:
— Immediate Replacement Notification Destination

Used to prompt for the immediate replacement of a disk when a hardware error was
detected.

— Preventive Replacement Notification Destination

Used to monitor the threshold managed by the SMART function and to prompt for
preventive replacement of a disk before a hardware error is detected.

—  Resetting Monitoring Information

Reset the monitoring information when a disk was replaced.

Setting Disk Monitoring Notification

The following describes how to perform the Setting Disk Monitoring Notification operation:

IE}Operation

1. From the Disk Monitoring menu, select [Setting Disk Monitoring Notification].
The Setting Disk Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that

notification is automatically sent.
Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator
— Sending mail to the CE
—  Preventive Replacement Notification Destination

If preventive replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator

— Sending mail to the CE
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O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the

Hardware Monitoring Information menu.

3.4.6.2 Tape Unit Monitoring

O

Note

The monitoring function automatically operates for all connected devices. For this reason, an

application or driver error to the effect that the device is indicated as busy may occur if a

device-open operation from another application conflicts with this function.

If this happens, execute the following command to exclude the error-causing device from

monitoring.
# /usr/sbin/FISVmadm/nocheckdev add device pathname

If this command is executed, the relevant device is not monitored.

2

See

See Section 4.12, "nocheckdev (1M)."

Displaying the Tape Unit Monitoring menu
Operation

1. From the Hardware Monitoring Information menu, select [ Tape Unit Monitoring].

The Tape Unit Monitoring menu opens.

Tape Unit Monitoring

1. Dizplaving and 3etting Tape Unit Monitoring Informat ion
2. Setting Tape Unit Monitoring Motification

q:Guit  biBaclk to previous menu t:Go to top menu hiHelp

Select. (1-2,q,b,t):

O

Note

Menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

2

Cee
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See Section 3.4.2, "Main Unit Models and Available Menus."

Displaying Tape Unit Monitoring Information

The following describes how to operate the Displaying Tape Unit Monitoring Information function:

IE]Operation
1.

From the Tape Unit Monitoring menu, select [Displaying and Setting Tape Unit Monitoring

Information].

The tape unit monitoring information appears.

This information includes:

Unit

The instance name of the tape unit

Status

The tape unit status

Normal: Normal status

Error:  An error was detected. The part needs to be replaced immediately.

Cleaning Required: The part needs to be cleaned.

Immediate Replacement Notification Destination

Specify whether a notification is to be issued to prompt for immediate replacement of the
tape unit if a hardware error was detected.

Valid: Notification.

Invalid: No notification.

Cleaning Request Notification Destination

Specify whether a notification is to be issued to prompt for cleaning when the part needs to
be cleaned.

Valid: Notification.

Invalid: No notification.

Setting Tape Unit Monitoring Information
The following describes how to perform the Setting Tape Unit Monitoring Information operation:

IE}Oper
1.

ation

From the Tape Unit Monitoring menu, select [Displaying and Setting Tape Unit Monitoring

Information].

The tape unit monitoring information list appears.

Select the tape unit to be set.

Enter the following information in the menu:

Setting Valid/Invalid Notification

Specify whether a notification is to be issued, for each device. The default is "Valid."
Valid: Notification.

Invalid: No notification.

The above setting can be made for the following types of notifications:

Immediate Replacement Notification Destination: Used to prompt for the immediate
replacement of the tape unit if a hardware error was detected.

Cleaning Request Notification Destination: Used to prompt for cleaning if the part needs
to be cleaned.

The main units of PRIMEPOWER®800/1000/2000 and GP7000F model 1000/2000 do not
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support this function.
— Resetting Monitoring Information

Reset the monitoring information when the tape unit was replaced.

Setting Tape Unit Monitoring Notification

The following explains how to perform the Setting Tape Unit Monitoring Notification operation:

IE]Operation

1. From the Tape Unit Monitoring menu, select [Setting Tape Unit Monitoring Notification].
The Setting Tape Unit Monitoring Notification menu opens.
2. Enter the following information in the menu:
— Immediate Replacement Notification Destination

If immediate replacement notification is required, specify the destination to which that
notification is automatically sent.

Specify the notification destination from the following:
—  Output to the console
—  Sending mail to the system administrator
— Sending mail to the CE
—  Cleaning Request Notification Destination

If cleaning notification is required, specify the destination to which that notification is

automatically sent.

Specify the notification destination from the following:
—  Output to the console
— Sending mail to the system administrator

— Sending mail to the CE

O

Note

Specify the mail address from the Setting Monitoring Notification Information menu of the

Hardware Monitoring Information menu.

3.4.6.3 Saving/Restoring Hardware Monitoring Information

This section describes how to operate the Saving/Restoring Hardware Monitoring Information function.

Displaying the Saving/Restoring Hardware Monitoring Information menu

IE]Operation

1. From the Hardware Monitoring Information menu, select [Saving/Restoring Hardware Monitoring
Information].
The Saving/Restoring Hardware Monitoring Information menu opens.
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Saving/Restoring Hardware Monitoring Information

1. Saving Hardware Monitoring Information
?. PRestoring Hardware Monitoring Information

q:Guit  biBack to previous menu t:iGo to top menu hiHelp

Zelect. (1-2,q.b,t):

Saving Hardware Monitoring Information
The following describes how to operate the Saving Hardware Monitoring Information function:

Operation
1. From the Saving/Restoring Hardware Monitoring Information menu, select [Saving Hardware
Monitoring Information].
2. Select the log data to be saved.
3. Enter the name of the save destination directory with the full path.
4. Enter the file name (FJSVmadminfo.tar.Z) in the specified directory.

Infarmation

If the information was saved in a file used for reinstalling the main unit, it needs to be copied to
another main unit or storage medium.

Restoring Hardware Monitoring Information
The following describes how to operate the Restoring Hardware Monitoring Information function:

Operation
1. From the Saving/Restoring Hardware Monitoring Information menu, select [Restoring Hardware
Monitoring Information].
2. Enter the full path of the directory containing the original file to be restored.
3. FJSVmadminfo.tar.Z of the specified directory is restored.

3.4.7 Log Data

This section describes how to operate the various log data menus.

Displaying the Log Data menu
Operation

1.

From the CUI menu, select [Log Data].

The Log Data menu opens
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Log Data

Digk Error Information

Digk Error Statistics Information
Memory Error Information

Mezzaze Loz

Thermal Error Log

Fan Error Log

Power Error Loz

3CF Error Log
Power-failure/Power-recovery Log
10.  Power Log

11. Machine Administration Monitoring Log
12, Zawinz the Loz Data

13. Collecting Swstem Information

o0 = 00 M e OO RO —

(=)

q:Buit  biBaclk to previous menu t:Go to top menu hiHelp

Select. (1-13,q.b.t3:

O

Note

The menu items to be displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

Menu items to be displayed differ between the CUI and GUI menus.

2

Cee

See Section 3.4.2, "Main Unit Models and Available Menus."

3.4.7.1 Message logs

This section describes how to display message logs.

Operation

1. From the Log Data menu, select [Message Log].
2. Specify the following items and retrieve log data in accordance with the menu:
—  Specification of range

Displays the message log data in the range of the specified dates.
If Starting date is omitted, the starting day is January 1.
If Completion date is omitted, the ending day is December 31.
If both Starting date and Completion date are omitted, the log in the range from the
beginning to the end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.
<Example>
If October 1 is specified as Starting date and March 31 is specified as Completion date, the
information logged from October 1 of a year to March 31 of the next year is displayed in
the range from the beginning to the end of the log file.
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3.4.7.2

Specification of Time (only)

Displays the message logs in the specified time range.
If Starting time is omitted, the starting time is 00:00.

If Completion time is omitted, the ending time is 23:59.
<Example>

If 20:00 is specified as Starting time and 08:00 is specified as Completion time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Specification of Range and 1700 to 0900 is specified in
Specification of Time (Only), the log data from 17:00 of a day to 09:00 of the next day is
displayed in the range from May 1 to August 31.

Retrieval character string

Retrieves and displays messages containing the specified character strings.

Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is

"in units of multiple lines."
Display order
Selects whether information is displayed starting from the latest or the oldest information.

The default is "latest information."

Disk error information

This section describes how to display disk error information.

IE]Operation

1. From the Log Data menu, select [Disk Error Information].

2. Specify the following items and retrieve log data in accordance with the menu:

Display range

Displays the disk error information in the range of the specified date.
If Display start date is omitted, the starting day is January 1.

If Display end date is omitted, the ending day is December 31.

If both Display start date and Display end date are omitted, the log data in the range from
the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to end of the log file.

Time period

Displays the disk error information in the specified time range.
If Display start time is omitted, the starting time is 00:00.

If Display end time is omitted, the ending time is 23:59.

<Example>
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If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

I£ 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

— Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.
If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any of the strings are to
be displayed.
The default is "Any of the strings match."

Retrieval character string selects whether messages are to be retrieved and displayed line
by line or in units of multiple lines for messages logged at the same time. The default is

"in units of multiple lines."
— Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

3.4.7.3 Disk Error Statistics Information

This section describes how to display disk error statistics information.

IE}Operation
1.

From the log data menu, select [disk error statistics information].
2. Use either of the following methods to specify in the menu the disk for which disk error statistics
information is to be displayed:
— Entering the name of the disk
Enter the name of the disk as displayed in the various messages or menu screens. The
following types of names can be used:
— sd driver instance name
— logical device name (logical device name registered in /dev/rdsk)
— physical device name (Unit name as registered in a message column)
— Selecting the disk name from a list
Enter "L". A list displaying the names of all disks for which information can be displayed
appears; select the target disk from this list.

3.4.74 Machine Administration monitoring log

This section describes how to display the Machine Administration monitoring log.

IE}Operation

1. From the Log Data menu, select [Machine Administration Monitoring Log].
2. Specify the following items and retrieve log data in accordance with the menu:
— Display Range
Displays the Machine Administration monitoring log in the range of the specified date.
If Display start date is omitted, the starting day is January 1.
If Display end date is omitted, the ending day is December 31.
If both Display start date and Display end date are omitted, the log data in the range from
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the beginning to end of the log file is displayed. If the log contains information spanning
multiple years, the information for all of the years in the specified range is displayed.

<Example>

If Display start date is specified as October 1 and Display end date is specified as March 31,
the information logged from October 1 of a year to March 31 of the next year is displayed
in the range from the beginning to the end of the log file.

Time period

Displays the Machine Administration monitoring log data in the specified time range.
If Start Time is omitted, the starting time is 00:00.

If End Time is omitted, the ending time is 23:59.

<Example>

If 20:00 is specified as Display start time and 08:00 is specified as Display end time, the
information logged from 20:00 to 08:00 is displayed in the range from the beginning to the
end of the log file.

If 0501 to 0831 is specified in Display range and 1700 to 0900 is specified in Time period,
the information logged from 17:00 of a day to 09:00 of the next day is displayed in the
range from May 1 to August 31.

Retrieval character string
Retrieves and displays messages containing the specified character strings.
Multiple retrieval character strings can be specified.

If multiple character strings are specified, selects whether only messages containing
matches of all the character strings or those containing a match of any one of the strings are
to be displayed.

The default is "Any of the strings match."

Retrieval character string selects whether messages are retrieved and displayed line by line
or in units of multiple lines for messages logged at the same time. The default is "in units
of multiple lines."

Display order
Selects whether information is displayed starting from the latest or oldest information.

The default is "latest information."

3.4.7.5 Saving the log data

This section describes how to operate the Saving the Log Data function.

Saving the Log Data saves log data of various types. The following types of log data can be saved:

Message Log
Machine Administration Monitoring Log
SCF Error Log

Power Log

Infarmation

The CE uses the file in which the log data was saved, when hardware is faulty.
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Displaying the Saving the Log Data menu
Operation

1. From the Log Data menu, select [Saving the Log Datal.
The Saving the Log Data menu opens.

Sawving the Log Data

Al

Mezzaze Loz

Machine Adminisztration Monitoring Loz
SCF Error Log

Power Log

N o= 00 RO —
R ]

q:Buit biBack to previous menu tiGo to top menu hiHelp

To zpecify more than one, use a comma to delimit the number such as 2.3.
Do wou specify information to be saved? (1-5.q9.b.t.h):

O

Note

The menu items to be displayed depend on the main unit model.

Moreover, there are cases where displayed menu items may not be available for use.

- |

Seea

See Section 3.4.2, "Main Unit Models and Available Menus."

Save Log Data to a File
Operation

1. From the Save Log Data to a File menu, select the log data to be saved.
2. Enter the following information in the menu:
— Save destination
Specify the save destination file name with the full path.

The file is created in tar format and is compressed with the “compress” command.

3.4.7.6 Collecting system information
This section describes how to operate the Collecting System Information function.

If a main unit error occurs, Collecting System Information outputs the following information to a file:

e Information relating to the hardware and software configurations, environment setting, logs, and
operation statuses

e Information such as command execution results

Infarmation

The CE uses the file in which system information was collected.
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Displaying the Collecting System Information menu

Operation

1. From the Log Data menu, select [Collecting System Information].

The Collecting System Information menu opens.

Collect ing Swystem Information
System Information Menu

1. all

2. baszic software

3. high availability
4. Ip

b, netwarl

B. s=torage array

If

you want to select more than one, please separate the rumber by comma ).

q:Buit biBack to previous menu t:Go to top menu hiHelp

Select. (1-B,9,h,t):

Collecting System Information

Operation

1. From the Collecting System Information menu, select the system information to be collected.
2. Enter the following information in the menu:
—  Collection Destination
Specify the name to the collection destination file with the full path.
The file is created in tar format and is compressed with the “compress” command.

34.8 Hot Swapping Guide

This section describes how to operate the Hot Swapping Guide menus.

O

Note

The CE performs the hardware maintenance.

Displaying the Hot Swapping Guide menu
Operation

1. From the CUI menu, select [Hot Swapping Guide].
The Hot Swapping Guide menu opens.
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Hot Swapping Guide

. The Faultwy Hard Disk Drive Replacement (Hot Swap)

- Preventive Maintenance of the Hard Disk Drive (Hot Swap)
- Include the Hard Disk Drive after the Cold Maintenance

. Power Supply Unit of Main Cabinet

« Fan Unit of Main Cabinet

- Power Supply Unit of Expanzion Cabinet

. Fan Unit of Expanzion Cabinet

oo e oon R —

q:0uit b:Back to previous menu t:Go to top menu hiHelp

Zelect. (1-B.a.b,t):

O

Note

The menu items depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

2

See

See Section 3.4.2, "Main Unit Models and Available Menus."

O

Note
If Machine Administration ends abnormally during disk hot swapping, perform the hot swapping

operation again from the beginning.

3.48.1 The Faulty Hard Disk Drive Replacement (Hot Swap)/Preventive
Maintenance of the Hard Disk Drive (Hot Swap)/Include the Hard Disk
Drive after the Cold Maintenance

See Appendix B, "Disk Drive Replacement," for information on how to use the menu for displaying the

disk drive swapping guidance information.

O

Mote
The CE replaces the hard disk.

3.4.9 UPS Setup

This section describes how to operate the UPS Setup menus.
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Displaying the UPS Setup menu
Operation

1. From the CUI menu, select [UPS Setup].
The UPS Setup menu opens.

P =zetting menu
1. Setting waiting time for shutdown at power failure
q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. (1,q,b.t.h):

3.49.1 Setting waiting time for shutdown at power failure

This section describes how to perform the Setting Waiting Time for Shutdown at Power Failure operation.
Operation

1. From the UPS setting menu, select [Setting waiting time for shutdown at power failure].
The current wait time appears.

2. Specify the waiting time for shutdown at power failure.
Specify this value in the range of 0 to 9999 (seconds).
The default is "10 seconds."

3.4.10 Setting Up and Testing the AP-Net

This section describes how to perform the Setting Up and Testing the AP-Net operation.

O

Hote
The CE performs Setting Up and Testing the AP-Net.

Displaying Option Menu
Operation

1. From the CUI menu, select [Option Menu].

The Option menu opens.

Opt ion Menu

1. =Setting Up and Testing the AP-fet
2. Disk Firmware &dministrator

q:Buit  biBack to previouz menu t:Go to top menu hiHelp
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O

Hote
The menu items displayed depend on the main unit model.
Moreover, there are cases where displayed menu items may not be available for use.

The menu items differ between the CUI and GUI menus.

2

Cee

See Section 3.4.2, "Main Unit Models and Available Menus."

Setting up the AP-Net
IE}Operation
1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
Select [Initialize and test of AP-Net case] from the menu.
4. From this point, perform operations according to the menu.
Check the setting.

If an error is detected, perform the setting again.

Testing AP-Net connection
IE}Operation
1.

From the Option Menu, select [Setting Up and Testing the AP-Net].
The AP-Net menu opens.  (This menu is not included in the Machine Administration menu.)
2. Select the following items from the menu:
—  When the version number of the AP-Net basic software is 1.0.2:
Select [Connection and test of AP-Net case].
—  When the version number of the AP-Net basic software is 1.1:
Select [Initial setup].
From the menu, select [Connection test of MSC-RTC].
4. From this point, perform operations according to the menu.

When the AP-Net connection test finishes, [All tests ended (return)] appears.
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3.4.11 Firmware Administration

O

Note

The following operation sould only be performed by a certified service engineer.

The following describes how to operate the Disk Firmware Administrator menus.

Displaying the Disk Firmware Administrator menu

Operation

1. From the CUI menu, select [Option Menu].
The Option menu opens.
2. From the Option menu, select [Disk Firmware Administrator].

The Disk Firmware Administrator menu opens.

Dizlk Firmware Administrator

The indication of the update applicable disk list

The indication of update log

The practice of update firmware{use media:CO-ROM)

The practice of update firmware{use media:Remote host)

Jm O3 O —

q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. (1-4,d.9.b.t.h):

3.4.11.1 Disk Firmware Administrator

This section describes how to operate the Disk Firmware Administrator function.

Disk firmware is distributed as HCP data together with the main unit firmware, and is automatically
registered concurrently with registration of the main unit firmware. However, after the registration, the
disk firmware and main unit firmware are separately managed. The registered main unit firmware can be

deleted from the menu; however, the registered disk firmware cannot be deleted.

O

Note

The following operation should only be performed by a certified service engineer.

The Indication of the Update Applicable Disk List
Operation

1. From the Disk Firmware Administrator menu, select [ The indication of the update applicable disk
list].
A list of disks registered as subject to firmware updating by Machine Administration is displayed
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from among the disks currently connected.

The following items are displayed:

Disk name . Disk instance name
Firmware Revision No : Disk firmware revision number
Status . Current disk status

ACT (in use)

LOCK (maintenance in progress)
STOP (unused, revisable)

Serial No . Disk serial number
VendorID . Disk vendor ID
ProductID : Disk product ID

The Indication of Update Log
IE}Operation
1.

From the Disk Firmware Administrator menu, select [ The indication of update log].
The update history of the disk firmware appears.

The following items are displayed:

Time-Stamp . Year, month, day, and time

Revision Result : Revision result (success or failure)

Disk Name : Disk instance name. An item in ( ) is a logical
name.

Previous Revision No . Previous revision number. If revision fails, the
current revision number is used.

Revision Result Mark : -> (Displayed for successful revision)

-* (Displayed for unsuccessful revision)
-? (Displayed for a disk error)

Applicable Revision No : Revision number to be applied this time. If
revision fails, the current revision number is used.

Serial No . Disk serial number
VendorID : Disk vendor ID
ProductID : Disk product ID
Remarks . Error code

The Practice of Update Firmware (Use Media:CD-ROM)

IE}Operation

1. From the Disk Firmware Administrator menu, select [The practice of update firmware (use
media:CD-ROM)].
2. Perform operations according to the menu.

Disk revision is performed.

The Practice of Update Firmware (Use Media:Remote host)

IE]Operation
1.

From the Disk Firmware Administrator menu, select [The practice of update firmware (use
media:Remote host)].

2. Perform the required operations according to the menu.

Disk revision is performed.
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3.4.12 Diagnostic Program
This section describes how to operate the Diagnostic Program menu.
Displaying the Diagnostic Program menu (for the CUI menu)
Operation

1. From the CUI menu, select [Diagnostic Program].
The Diagnostic Program menu opens.

Diagnost ic Program

1. Executed from thiz terminal
2. Execution from the ¥ terminal specified by the DISPLAY environment
variable

q:Quit biBack to previous menu t:Go to top menu hiHelp

Select. {1-2,q,b,t.h):

Executed From This Terminal (for the CUI menu)
Operation

1. From the FIVTS Diagnostic Program menu or Diagnostic Program menu, select [Executed from
this terminal].
FJVTS is started as the diagnostic program.
2. From the FJVTS screen, select [START].
Diagnosis starts.
After diagnosis finishes, select [Quit UI and Kernel] from [quit] of the FIVTS screen.
Press the [Return] key.

The original screen reappears.

Execution From the X Terminal Specified by the DISPLAY Environment Variable (for
the CUI menu)

Operation

1. Specify the display name used by the diagnostic program during startup in the environment

variable.

2. From the FJVTS Diagnostic Program menu or Diagnostic Program menu, select [Execution from
the X terminal specified by the DISPLAY environment variable].
FJVTS is started as the diagnostic program.

3. From the FIVTS screen, select [START].

Diagnosis starts.
4. After diagnosis finishes, select [Quit Ul and kernel] from [quit] of the FIVTS screen.
5. Press the [Return] key.

The original screen reappears.

2

See
For information on the method of using FIVTS, see the following manuals:
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"SunVTS User's Manual"
"SunVTS Test Reference Manual"
"FJVTS Test Reference Manual"

O

Note
The following notes must be observed when Machine Administration executes the diagnostic
program (FJVTS):

— For execution with the OpenWindows interface from the GUI menu, select the FIVTS
Diagnostic Program menu or Diagnostic Program menu of Machine Administration and
then specify the display destination DISPLAY according to the screen.

At the display destination DISPLAY, set the X-Windows access permissions in advance
using the xhost command.

—  For execution with the OpenWindows interface from the CUI menu, specify the display
destination DISPLAY in the environment variable before starting Machine Administration.

Example: setenv DISPLAY HOST NAME:0

—  When FJVTS is executed from the GUI menu, the user interface may fail to start due to an
X environment setting error (for example, because xhost was not specified). (Keep this in
mind because, if this happens, no error message may appear in some cases.) However, no
problem will occur if the X environment is set up later later and FJVTS is re-executed.

3.4.13 Remote Setup menu

This section describes how to operate the Remote Setup menu.
Service for this function is provided free of charge within the warranty period.

A separate contract is required after the warranty has expired. For more information about the warranty
period and the contract, contact your Fujitsu sales representative.

Starting the Remote Maintenance Setting menu (for a main unit for which connection is
set up with SMC)

Operation

1. From the CUI menu, select [Remote Setup].

The Remote Maintenance Setting menu opens.

Remote maintenance zetting menu
1. 3oftware investization information collection
q:fuit biBack to previous menu t:Go to top menu hiHelp

Select. (1,q,b.t.h):

2. From the Remote Maintenance setting menu, select [Software investigation information

collection].

3. Perform the required operations according to the menu.
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- |

Gee
For information on REMCS Agent, see the following manual:

REMCS Agent Operator's Guide

3.4.14 Setting Management Server Logging

This section describes how to operate the Setting Management Server Logging menu.

Displaying the GUI menu
é%JOperation

1. Click [Machine Administration Environment] on the GUI menu.

The next level of the menu appears.

fugitsu
= Hardware Monstaring Information
E= RCI-related Settings
= Loug Indorration
= Mot Sywapsing Gubise
Automatic Poveer Confrol
Dianostic Program
T Maching Adminkstration Emdronsment
= Sty Managerment Server Lo
Setting Hardware Information Display
Version information

2. Click [Setting Management Server Logging] on the GUI menu.

The next level of the menu appears.

fujtsu
©= Hardware Monitoring information
= Bol-related Setings
2= L o) Dol veaticon
2= Hot Sweapping Guide
At omeatic Power Control
Diagrnstic: Progean
0 Maching Administration Eraronment
T Setting Management Server Logging
Mspladng and Setting Management Semver Logiing Intensal
Displandng and Setting Management Server Log Size
Resetting Managemienl Sener Log
Setting Hardware iformation Display
Version Information

Displaying and Setting Management Server Logging Interval
E%JOperation

1. Click [Displaying and Setting Management Server Logging Interval] on the GUI menu.

The [Displaying and Setting Management Server Logging Interval] screen appears.
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2. To change [time interval], enter a value.
Specify the time interval for collecting logs in the range of 10 to 600 seconds.
The default is "60 seconds."

3. Click the [Complete] button.

Display and Setting the Log Size

-Operation

1. Click [Display and Setting the Log Size] on the GUI menu.
The [Display and Setting the Log Size] screen appears.
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2. To change [log data size], enter a size.
Specify the size in the range of 24 to 256 KB.
The default is 48 KB.

3. Click the [Complete] button.

Resetting the Log

-Operation

1. Click [Resetting the Log] in the GUI menu.
The [Resetting the Log] screen appears.
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£ fujitzulResetting the Log i S =|0Oj =}

Resetting Log Data

Machine Sdrministration Monlonng Log dala on the Manaperment senr
Tar this rronitoned-node will be cleand. Contents ofhe licsing
logaing filewill ba clearad. If ready, prass =Complaie= butbon.

SuvarSood SFISVmedey | ogfFu) iLeul 29bytes

I ) F | 3
| Cancel | Complete pack || Next Help
Jowa Applet Window

2. Click the [Complete] button.

The machine administration monitoring log on the management server is cleared.

®

Mote

To use the same IP host name after replacing the device of the node to be monitored, clear the log.
If the log is not cleared, the log information after device replacement is added to the machine

administration monitoring log used before device replacement.

3.4.15 Hardware Information Display Settings

This section describes how to make the Hardware Information Display settings.

Displaying the GUI menu

@Operation

1. Click [Machine Administration Environment] in the GUI menu.
The next menu level appears.
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fugitsu
2= Hardware Monitoring informeation
E= RCI-retated Settings
E= Loy Indormnation
= Mot Swapping Gude
Autprnathc Powser Confrol
DEmgnostic Progratm
% Machine Administration Erdronmernt
= Setiing Management Server Logging
Sefting Hardwar e Informeation Display
Version nformation

Making the Hardware Information Display settings
[@Operation

1. Click [Hardware Information Display Settings] in the GUI menu.
The Hardware Information Display Settings menu opens.

£ Tujitzul Selting of Hardware Fifve mation Diplay S 1 =f
Setting of Infamation Update Interval

Input the Girme inbanal of updating the monibaring information
and hardwears stalus.

10-B00 s&conds can ba spaciied as updating intanal.

Interval | R0l seconds

| Cancel | Compiete | fiack Mext - Help
Jova Applet Window

2. To change the [interval] setting used for updating hardware information, enter a value.

Specify the interval for updating hardware information in the range of 10 to 600 seconds.
The default is "60 seconds."

3. Click the [Complete] button.

3.4.16 Version Information

This section describes how to perform the Version Information referencing operation.
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Operation

1. From the CUI menu, select [Version Information].
Version Information appears.

<Example>
Version: 2,11, REY=2003. 111800 = 4 e . s il
Patches :
Mo patches e e e @)
Hit return kew

(1) Package version of machine administration

(2) Information of patches applied to machine administration

3-211






Chapter 4 Command Reference

This Chapter contains information common to all models.

Machine administration provides commands supporting hardware-dependant maintenance tasks for
maintenance of the main unit. Some of these commands cannot be used on some models of the main

unit.




Chapter 4 Command Reference

Overview of commands and availability of contextual menu
The following table shows the main unit model names corresponding to the main units A to F that are

indicated next to the commands listed below.

Main unit Main unit model name
A PRIMEPOWERI1
B PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R
C PRIMEPOWER250/450
D PRIMEPOWERG650/850
E PRIMEPOWER®800/1000/2000, GP7000F model 1000/2000
F PRIMEPOWER900/1500/2500/HPC2500

The meanings of the symbols that appear in the "availability of contextual menu" column of the

subsequent table are as follows:

Y : A contextual menu exists.

*1: A contextual menu exists, but some of its functions are slightly different.

*2: A contextual menu exists, but the display of the menu varies depending on the model.

N : No contextual menu exists.

The following table outlines each command and the availability of the contextual menu.

Availability of contextual menu
Command name Overview (name) [For information on operation, see: |
A/B C D/F E
addevhost (1M) Command for setting the
host name of the N N N N
administration LAN
apcscancel (1M) Interrupts power-off by
automatic power control N N N N
apcschmod (1M) Sets and displays whether to
use cron for implementation N N N N
of automatic power control.
apcsflush (1M) Reflects the system schedule
of each partition on the main N N N N
unit.
apcsset (1M) Starts or ends automatic
power control, or sets ¥ ¥ “
schedule and operation -
. i 3.19 329 339
information about power
recovery.
cmdevsnd (1M) System console
communication control N N N N
command
diskswap (1M) Hot swappable disk
display/setting command N N N N
hepversion (1M) Displays HCP version. N N N N
hrdconf (1M) Hardware configuration Y Y Y Y
display command 3.1.5 325 335 345
inst2comp (1M Physical slot name change
PO cor}rllmand : N N N N
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Command name

Overview (name)

Availability of contextual menu

[For information on operation, see: |

A/B C D/F E
madmin (1M) Machine administration CUI N N N N
menu start command 3.1.1.1 3.2.1.1 3.3.1.1 34.1.1
nocheckdev (1M) Regular monitoring device
, N N N N
exclusion command
tphp (1M PCI Hot P1
postphp (1M) ot Plug N N N N
post-processing command
hp (1M PCI Hot PL - i
prephp (1M) ot Plug pre-processing N N N N
command
prterrlog (1M) SCF error log display Y Y N N
command 3.1.7.6 3472
prtmadmlog (1M) Machine administration v v v
monitoring log displa N
& o8 APy 3175 | 3272 3474
command
prtmsglog (1M) Message log display Y Y N Y
command 3.1.7.1 3271 34.7.1
rtpwrlog (1M Y Y Y
PP g (IM) Power log display command N
3.1.7.10 3273 3373
remecsmain (1M) Executes registration with Y Y N Y
the REMCS Center. 3.1.14 3.2.16 3.4.13
resethardstat (1M) Machine administration
*1 *1 *1 *1
monitoring information reset
3.1.6 3.2.6 3.3.6 3.4.6
command
savelogs (1M) Saves the hardware log *1 *1 *1 *1
information. 3.1.7.12 3275 3.3.7.6 3475
scfconsole (1M) Y
Configures XSCF network
N 3.2.10.1 N N
and console.
3.2.103
thttp (1M Confi XSCEF htt; Y
scthttp (1M) on.lgures p N N N
service. 3.2.10.4
scfmail (1M) Configures XSCF mail Y
N N N
report. 3.2.10.6
scfreset (1M) Y
Reboots XSCF. N N N
3.2.10.1
scfshkey (1M) Sets and displays the XSCF
. N N N N
shell login keyword.
scfsnmp (1M) Configures XSCF SNMP N Y N N
service. 3.2.10.5
scfstat (1M) Displays the various settings N Y N N
of XSCF. 3.2.10
scfuser (1M) Operates XSCF user Y
N N N
account. 3.2.10.2
scslset (1M) System console setting
N N N N
command
scslspareset (1M) Automatic redundancy
system console setting N N N N
command
setbattlife (1M) Battery life monitoring Y Y Y N
display/setting command 3.1.6.1 3.2.6.1 3.3.6.1
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Availability of contextual menu
Command name Overview (name) [For information on operation, see: |
A/B C D/F E
setexrdy (1M) Command for displaying or
setting external power Y Y Y N
control device EXRDY 3.1.10.5 3.2.12.1 3.3.10.5
monitoring-timeout time
setexwait (1M) External equipment wait
. . . Y Y Y
time display/setting N
3.1.10.5 3.2.12.1 | 3.3.10.5
command
tfandly (1M Fan stop delay ti
setfandly (1M) .ansop e.ay ime N N N N
display/setting command
setfanlife (1M) Fan life monitoring Y Y N N
display/setting command 3.1.6.2 3.2.63
set, de (IM Interlocki de setti
pwrmode (1M) nterlocking mode setting N N N N
command
setrei (1M) RCl-related setting Y Y Y N
command 3.1.10 3.2.11 34.11
t IM Sets th:
setups (1M) 'e s the power recovery N N N N
time.
updateunitinfo (1M) Configuration information
N N N N
update command

Main unit models and available commands
The following table shows the main unit model names corresponding to main units A to F that are listed in

the command list.

Main unit Main unit model name
A PRIMEPOWERI1
B PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R
C PRIMEPOWER250/450
D PRIMEPOWERG650/850
E PRIMEPOWERS800/1000/2000, GP7000F model 1000/2000
F PRIMEPOWER900/1500/2500/HPC2500

The following shows the meaning of symbols that appear in the column for main unit A to F.
Y : Canbe used.
N: Cannot be used.

*1:  For details of the commands, see the System Console Software User's Guide.

The following table shows the main unit models and availability of the commands.

Main unit
Command name See:
A B C D E F
addevhost (1M) N N N N Y Y 4.1
apcscancel (1M) Y Y Y Y N N 4.2
apcschmod (1M) N N 4.3
Y Y Y Y
(*D (*D
apcsflush (1M) N N 4.4
Y Y Y Y
(*1) (*1)
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Command name Main unit See:
A B C D E F
apcsset (1M) N N 4.5
Y Y Y Y
(*1) (*1)

cmdevsnd (1M) N N N N Y Y 4.6
diskswap (1M) Y Y Y Y Y Y 4.7
hepversion (1M) N N Y Y N N 4.8
hrdconf (1M) Y Y Y Y Y Y 4.9
inst2comp (1M) N N Y Y N Y 4.10
madmin (1M) Y Y Y Y Y Y 4.11
nocheckdev (1M) Y Y Y Y Y Y 4.12
postphp (1M) N N Y Y N Y 4.13
prephp (1M) N N Y Y N Y 4.14
prterrlog (1M) Y Y Y Y N N 4.15
ptmadmlog (1M) Y Y Y Y Y Y 4.16
prtmsglog (1M) Y Y Y Y Y Y 4.17
prtpwrlog (1M) Y Y Y Y N N 4.18
remcsmain (1M) N N Y Y N N 4.19
resethardstat (1M) Y Y Y Y Y Y 4.20
savelogs (1M) Y Y Y Y Y Y 4.21
scfconsole (1M) N N Y N N N 4.22
scthttp (1M) N N Y N N N 4.23
scfmail (1M) N N Y N N N 4.24
scfreset (1M) N N Y N N N 4.25
scfshkey (1M) N N Y N N N 4.26
scfsnmp (1M) N N Y N N N 4.27
scfstat (1M) N N Y N N N 4.28
scfuser (1M) N N Y N N N 4.29
scslset (1M) N N N N Y Y 4.30
scslspareset (1M) N N N N Y Y 4.31
setbattlife (1M) Y Y Y Y N N 4.32
setexrdy (1M) N Y Y Y N N 4.33
setexwait (1M) N Y Y Y N N 4.34
setfandly (1M) N N Y N N N 4.35
setfanlife (1M) Y Y Y N N N 4.36
setpwrmode (1M) N Y Y Y Y N 4.37
setrci (1M) N Y Y Y N N 4.38
setups (1M) Y Y Y N N N 4.39
updateunitinfo (1M) N N Y Y N Y 4.40

*1  For details of the commands, see the System Console Software User's Guide.

O

Note

The chgdisk (1M) command must not be used in the command line.

For hot swapping of a disk, use the madmin (1M) command to open the machine administration

menu.
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Imformation

— Regarding the “(IM)” notation accompanying the described command names
(1M) indicates that the command is provided for maintenance and management
purposes.

For machine administration, use only the commands for maintenance.
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4.1 addevhost (1M)

Name
addevhost - Command for setting the host name of the administration LAN

Format
/usr/sbin/FISVmadm/addevhost <administration-lan-host-name>

Function
The addevhost command sets the host name of the administration LAN.
For connection with SMC using a setting other than hme0, specify the host name of the
administration LAN using this command.
Specify the host name of the administration LAN in <administration-lan-host-name>.

End status
The end status can be:
0: Normal end
Other than 0:  Error

O

Hote

e [If the following message appears on startup of a partition, use this command to
specify the host name of the administration LAN.
My IP is not found.

Related item
scslset (1M), scslspareset (1M)
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4.2 apcscancel (1M)

Name
apcscancel - Interrupts power-off by automatic power control.

Format
/opt/FJSVapcs/sbin/apcscancel

Function
The apcscancel command interrupts normal-mode power-off processing in progress.
Power-off processing in normal mode means to start shutdown processing three minutes after the
display of a warning message about power-off.
Specify "norm" as the type of power-off processing.
Example: # apcsset -a -s 0900 -e 2300 -t norm
# apcsset -a -s 0900 -e 2300

End status
The end status can be:
0: Normal end
Other than 0:  Abnormal end
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4.3 apcschmod (1M)

Name
apcschmod - Sets and displays whether to use cron for implementation of automatic power

control.

Format
/opt/FISVapcs/sbin/apcschmod [ {cron | daemon} ]

Function
The apcschmod command sets whether to use cron for implementation of automatic power control.
The default is "Use cron."
If you select daemon, the system uses the special daemon for automatic power control.
If you omit the option, the current settings are displayed.

Option
If you specify cron, the system uses cron to implement the automatic power control function.
The default is "Use cron."
If you specify daemon, the system uses the daemon provided in the package of automatic power
control, instead of cron, for implementation of the automatic power control function.
If you omit the option, the current settings are displayed.

End status
The end status can be:
0: Normal end
Other than 0:  Abnormal end
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4.4 apcsflush (1M)

Name
apcsflush - Reflects the system schedule of each partition on the main unit.

Format
/opt/FISVapcs/sbin/apcsflush

Function
The apcsflush command is to be executed on each partition of the main unit. It reflects on the
partition the system schedule set from the system console.
If the power is already being supplied to the main unit when a system schedule is added or deleted,
execute the system schedule reflection command (/opt/FISVapcs/sbin/apcsflush) from the console
of each partition.

End status
The end status can be:
0: Normal end
Other than 0:  Abnormal end
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4.5 apcsset (1M)

Name
apcsset - Starts or ends automatic power control, or sets schedule and operation information about

power recovery.

Format
/opt/FJSVapcs/sbin/apcsset -S|-T
/opt/FISVapcs/sbin/apcsset -1 [-f] [-n]
/opt/FISVapcs/sbin/apcsset -L [days] [-f]
/opt/FISVapcs/sbin/apcsset -a {[-s time][-e time -t type]} schedule date
/opt/FISVapcs/sbin/apcsset -a -h yymmdd
/opt/FISVapcs/sbin/apcsset -d {[-s time][-e time -t type]} schedule date
/opt/FISVapcs/sbin/apcsset -d -h yymmdd
/opt/FISVapcs/sbin/apcsset -d -n num[ ,num*] [-y]
/opt/FISVapcs/sbin/apcsset —D
/opt/FISVapcs/sbin/apcsset -P [mode]
/opt/FISVapcs/sbin/apcsset -F [mode [time] ]
/opt/FISVapcs/sbin/apcsset -C

Function
Starts or ends power control according to the set schedule.
Also displays or sets operation information about power recovery.
The automatic power control supplies power to the machine at the specified time (-s time).
This function shuts off the power supply following the specified power-off procedure (-t type) at
the specified time (-¢ time).
Information about power recovery includes the power recovery mode. The power recovery mode
is for determining the operation on power recovery after power supply to the main unit in
operation has been shut off by a cause such as a power failure.

- |

Gee
See the following manual for information about automatic power control of the GP7000F

M1000/M2000 and PRIMEPOWER 800/1000/2000.

System Console Software User's Guide

Option
The options are:

-S
Starts automatic power control.

-T
Stops automatic power control.

-1 [-f] [-n]
Displays the status (start/stop) of automatic power control and the set schedule
information.
Specifying the -f option displays the year in four digits.
By default, only the last two digits are displayed (ex: 00 for 2000).
Specifying the -n option displays the schedule information together with the item
numbers. These item numbers are used for deletion of schedule information.
The details are described in the explanation of the -d option.

-L days [-f]
Displays the planned execution of automatic power control after the current time.
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In days, specify the number of days for which you want to display information.
If you omit days, the system displays the information for seven days.
Specifying the -f option displays the year in four digits.
By default, only the last two digits are displayed (ex: 00 for 2000).

-a
Adds an automatic power control schedule. Adding a schedule after the number
of schedules reaches 1024 results in an error.

Deletes an automatic power control schedule.
There are two ways to specify a schedule to be deleted.
One is to specify the same option (schedule_date) you specified when you added
the schedule.  The other is to use the -n [rnum] option to specify the item number
of the schedule that was given when you displayed the schedule information by
specifying the -n option. ~ When you specify the -n [rnum] option, a confirmation
message appears asking whether you really want to delete this schedule.  If you
do not want this confirmation message displayed, specify the -y option.
-D
Deletes all automatic power control schedules that are currently set.
-s time
Specify the power supply time. The format of time is HHMM.
Specify the value of HH within the range of 00 - 23, and MM within the range of
00 - 59.
-e time
Specify the power-off time. The format of time is HHMM.
Specify the value of HH within the range of 00 - 23, and MM within the range of
00 - 59.
-t type
Specify the type of power-off processing. The following two types can be
specified as type.
The default setting is "norm".  Specifying this option without specifying "-e"
results in an error.
norm
Outputs a warning on the display and starts power-off processing three
minutes after such display.
Executing the apcscancel command within these three minutes interrupts
the power-off processing.

2

See
For information on the interruption of power-off processing, see

the explanation of apcscancel(1M).
force
Starts power-off processing immediately.
schedule date
Sets an automatic power control schedule.
-c yymmddjmm1dd1-mm2dd2|dd1-dd2
Specify the dates of power-on and power-off for a specified day or days, or
on a monthly basis.
If you specify this, you cannot specify "-w".
yymmdd
Specify the date of power-on or power-off for a specified day.
If -r is specified when the date is specified in this format, an error

occurs.
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mmlddl-mm2dd2
Specify the date of power-on or power-off on a daily basis (mm1dd1 -
mm2dd2).
If -r is specified when the date is specified in this format, an error
occurs.

ddl-dd2
Specify the date of power-on or power-off on a monthly basis (dd1 -
dd2).
Omitting "-r" makes the system assume a schedule from dd1 to dd2 of

the month when you execute the command.

-w SUN,MON,....
Specify the day of the week when the schedule is executed every week.
Specify the day of the week in the following format.
For this specification, you must specify "-r".
You cannot specify "-c".
- Sunday: SUN or sun
- Monday: MON or mon
- Tuesday: TUE or tue
- Wednesday: WED or wed
- Thursday: THU or thu
- Friday: FRI or fri
- Saturday: SAT or sat
-r mm1-mm?2
Specify the month (period) when the schedule is executed.
The system executes the schedule from mm1 to mm2.
-h yymmdd
Specify the date of a holiday (when power-on/off is not performed).
-F [mode [time] ]
Forcibly shuts off the power supply.
Shutdown processing starts according to the shutdown schedule for automatic
power control. Even if some problem like a hang-up of the operating system
interrupts this processing in progress, the operating system will be shut down.

[mode]
enable
Enables forced power-off.
disable
Disables forced power-off.
The default is "disable".
[time]

Specify the timeout time in minutes within the range of 10 - 255 (minutes).
The default is 10 minutes.
If you omit the option of [mode [time]], the current settings of forced
power-off are displayed.
-P [mode]

Displays or sets the power recovery mode.

If you do not specify the mode, the system displays the current power recovery

mode.

You can specify one mode out of the following three:

on

After a power failure occurs and the power supply to the main unit is shut
off during its operation, power is automatically supplied when the power
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recovers.
off
After a power failure occurs and the power supply to the main unit is shut
off during its operation, power is not automatically supplied when the
power recovers. You have to supply power manually or by using the
automatic power control function.
auto
After a power failure occurs and the power supply to the main unit is shut
off during its operation, power is automatically supplied when the power
recovers within the operating time.
The operating time is the period of time between the power-on time and
power-off time specified in the automatic power control schedule.
-C
Copies the settings for automatic power control set on the node where the apcsset
command is executed, to all the other nodes in the cluster system established by
SynfinityCLUSTER.

End status
The end status can be:
Normal end
Error in option specification
No root qualification
Main unit or hardware error
An existing schedule is added again or nonexistent schedule is deleted.
Multiple commands are executed at the same time.
Operation not applicable to the current status (start/stop).
Specified time or date is inconsistent (nonexistent or equivocal).
A schedule is added exceeding 1024.

S AN A T T

O

Mote

®  You cannot use this command unless you have root permission. You cannot execute multiple
commands at the same time, either.

e To add or delete a schedule, you have to stop automatic power control.

e Ifyou specify a value not included in the ranges of 00 - 37 and 70 - 99 as yy for yymmdd in the
specification of a schedule, an error results.
If you specify a value from 00 to 37 in yy, the year is in the 2000s.
If you specify a value from 70 to 99 in yy, the year is in the 1900s.
Example: 92 means 1992. 21 means 2021.

o Ifthe date is specified in the yymmdd format, specifying a nonexistent date (February 30, for
example) results in an error.

o Ifthe date is specified in a format other than yymmdd, no error results if the specified month is 01
- 12 and specified date is 01 - 31.

e Schedule setting is implemented only for the existing dates within the specified range.

e On a holiday set by the -h option, all the other schedule settings are ignored and power-on/off is
not performed.

e On a date with specific day settings specified by "-c yymmdd", all schedule settings other than the
setting for holiday and the settings for the specified date are ignored.
Except for holidays, you have to specify either the power-on time or power-off time.

e In countries where daylight saving time is used, there are nonexistent times or equivocal times at
changeover from the standard time to daylight saving time or vice versa. Note this fact, and
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carefully specify the power-on time and power-off time to avoid inconsistencies.
You cannot set a schedule before 00:00 on January 1st, 1970 under the standard time. Automatic
power control manages schedules according to the time zone. Therefore, there is a time
difference with the standard time.
Example: If the time zone is "Japan", 09:00 of January 1st, 1970 is 00:00 of January 1st, 1970
under the standard time.
Be careful with the interval between the power-off time and power-on time.
If the interval is one minute or longer, no error results.
If the interval is less than one minute, an error results and the schedule is ignored.
Set schedules with intervals that are greater than the following value:
Minimum schedule interval = Main unit startup time + Main unit shutdown time
The main unit startup time means the time from the specified power-on time to completion of
starting up the main unit.
The main unit shutdown time means the time from the specified power-off time to actual
power-off.
When you finish schedule setting, use the -L days option to display the planned execution of
automatic power control and verify that the actual operation is in accordance with the settings.
If the main unit has only a single user, power-off by automatic power control is disabled.
Automatic power control does not function when the mode switch on the operator panel of the
processing unit is set to manual (or MAINTENANCE).
If, for any of the reasons below, the system cannot be operated in accordance with the Automatic
Power Control schedule setting for long periods of time, it may not run in accordance with the
schedule even when the Automatic Power Control is in operation.

— the main power was left off for a long period of time

— only the power-off schedule is set, and the main power is normally turned on manually (no

power-on schedule has been set.)

— the system was operated for a long period of time in single user mode
In any of the above cases, restore normal power operation by momentarily stopping the Automatic
Power Control and then starting the system again.
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4.6 cmdevsnd (1M)

Name

cmdevsnd - System console communication control command

Format
/usr/sbin/FJSVmadm/cmdevsnd —I
/usr/sbin/FJSVmadm/cmdevsnd -¢ 8100

Function
The cmdevsnd command controls the daemon for communication between the system console and
a partition.

Option
The options are:

-1
Initializes the communication settings.

-c 8100
Confirms communication with SMC.
If either ONLINE or OFFLINE is displayed after execution, the communication
status is normal.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.7 diskswap (1M)

Name
diskswap - Hot swappable disk display/setting command

Format
/usr/sbin/FISVmadm/diskswap subcommand

Function
Displays the list of the hot-swappable disks, and adds or deletes disks on the list.

Subcommands
The subcommands are:
— dsp
—  Detail
— add drive_pathname
— del drive_pathname

dsp
Function
Displays the list of hot-swappable disks.
Displays the full path names of the hot-swappable disks on the list.
Nothing is displayed when there is no hot swappable disk.
detail
Function
Displays the detailed list of the hot-swappable disks.
The detailed list contains the following information.
Nothing is displayed when there is no hot swappable disk.
- Full path name of the disk
- Vendor
- Product
- Revision
- Serial No.
add drive pathname
Function
Adds the disk specified by drive pathname to the list of hot-swappable
disks.  Specify the full path name of the disk in drive pathname.
del drive pathname
Function
Deletes the disk specified by drive pathname from the list of hot-swappable
disks. Specify the full path name of the disk in drive pathname.

Example of use
The following shows an example of a list of hot-swappable disks.

# /usr/sbin/FISVmadm/diskswap dsp
/dev/rdsk/c0t1d0s0
/dev/rdsk/c0t2d0s0

The following shows an example of a detailed list of hot-swappable disks.

# /usr/sbin/FISVmadm/diskswap detail
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/dev/rdsk/c0t1d0s0:sd1:Vendor: FUJITSU Product: M2954E-512 Revision:
0147 Serial No:

/dev/rdsk/c0t2d0s0:sd2:Vendor: FUJITSU Product: M2952E-512 Revision:
0142 Serial No:

The following shows a case when /dev/rdsk/c0t1d0s0 is added to the list of hot-swappable disks.

# fusr/sbin/FJSVmadm/diskswap add /dev/rdsk/cOt1d0sO

End status
The end status can be:
0: Normal end
1: Error

Related item
chgdisk (1M)
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4.8 hcpversion (1M)

Name
hepversion — displays HCP version

Format
/usr/sbin/FISVmadm/hcpversion [-v]

Function
The hepversion displays the version of Hardware Control Program (HCP).

Option

The following option can be specified.

Displays individual versions of the firmware.

End status
The hcpversion command exits with one of the following values:
0:  Success.

Other than 0: An error occurred.




Chapter 4 Command Reference

4.9 hrdconf (1M)

Name
hrdconf - Hardware configuration display command

Format
/usr/sbin/FISVmadm/hrdconf [-i|-1]

Function
Displays the hardware configuration in tree form.

Option
The options are:
-1
Interactive mode.
Displays a part of the hardware configuration.
Specifying this option displays the top layer of the hardware configuration.
You can change the tree view of the hierarchical hardware configuration by
entering one of the following settings:
Numeral: Displays the specified layer and the lower layers.

h : Displays the HELP information.

b Displays the higher layers.

t : Displays the top layer of the hardware configuration.
q Quits this mode.

Displays the detailed information.
Displays detailed information about each node of the tree.

Display example

The following shows an example of hardware configuration information.

# /ust/sbin/FJSVmadm/hrdconf
GP7000F model 600
CPU
CPU#0
CPU#1
CPU#2
CPU#3
CPU#4
CPU#5
CPU#6
CPU#7
Memory
SLOTAO
SLOTA1L
SLOTA2
SLOTA3
SLOTBO
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SLOTB2
SLOTB3
Battery
DiskArray-Battery
DARY-B#0
DARY-B#1
UPS-Battery
UPS-B#0
U2P#0B
ebus0
Floppy0
FlashPROM
SCF
RCI

host(000101f)

FAN

*E* FAN#0
FAN#10
FAN#11
FAN#12
FAN#13
FAN#14
FAN#15
FAN#16
FAN#17
FAN#18
FAN#19
FAN#1
FAN#20
FAN#21
FAN#22
*E* FAN#2
*E* FAN#3
*E* FAN#4
*E* FAN#5
FAN#6
FAN#7
FAN#8
FAN#9
FEPFAN#0
FEPFAN#1
FEPFAN#2

4-21



Chapter 4 Command Reference

FEP
FEP#0
FEP#1
FEP#2
networkO
scsi0
disk
tape
sd0
scsil
disk
tape
sd19
U2P#0A
token-ring
U2P#1B
scsi2
disk
tape
scsi3
disk
tape
pci0
pcil08e,1000
SUNW,hmel
SUNW,isptwo0
pf
U2P#1A
pcil
pcil08e,1000
SUNW,hme2
SUNW,isptwol
U2P#2B
SUNW,m64B0
pf
pcilOee,4013
U2P#2A
pci2
pcil08e,1000
SUNW,hme3
SUNW,isptwo2
U2P#3B
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pcilOee,4013
peilOee,4013
peilOee,4013
U2P#3A
peilOee,4013

End status
The end status can be:
0: Normal end
Other than 0:  Error

D

Hote
e Devices that do not have a driver attached may not be displayed.
e Ifthe main unit is the PRIMEPOWER250/450, the instance number may not be displayed for a
device that does not have a driver attached at startup of the system.
If this happens, execute the updateunitinfo (1M) command after the driver is attached in order to
update the configuration information.
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4.10inst2comp (1M)

Name

inst2comp - Physical slot name change command

Format
/usr/sbin/FISVmadm/inst2comp inst_name

Function
The inst2comp command displays ap_id based on the adapter driver instance name of the PCI card.
Specify the instance name of the adapter driver in inst_name.

Execution example
To display the name of the PCI physical slot where an adapter controlled by glm?2 ismounted:
example% /usr/sbin/FJSVmadm/inst2comp glm2
pcipsyl:ROBO1-PCl#slot01

End status
The end status can be:
0: Normal end
1: The specified driver instance does not exist.

Other than 0 and 1:  Another type of error
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4.11 madmin (1M)

Name

madmin - Machine administration CUI menu start command

Format
/usr/sbin/FJSVmadm/madmin

Function
Starts the CUI menu of machine administration.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.12 nocheckdev (1M)

Name

nocheckdev - Regular monitoring device exclusion command

Format
/usr/sbin/FJSVmadm/nocheckdev [ dsp | add device_pathname | del  device_pathname ]

Function
Displays, registers, or deletes devices to which regular device access is suppressed due to the

execution of preventive replacement monitoring and cleaning monitoring.

Option
The options are:

dsp
Displays the list of devices for which regular monitoring is surpressed.

add device pathname
Registers a device as a device for which regular monitoring is to be surpressed.
In device pathname, specify a logical device path name under /dev/rdsk or
/dev/rmt.
Specify a device as the tape unit (/dev/rmt/subordinate-device), using only
numerals (Example: /dev/rmt/0).

del device_pathname
Deletes a device that was set as a device for which regular monitoring is to be
surpressed. The deleted device will be excluded from the devices for which
regular monitoring is to be surpressed from the next time monitoring takes place.
In device pathname, specify a logical device path name under /dev/rdsk or
/dev/rmt.
Specify a device as the tape unit (/dev/rmt/subordinate-device), using only
numerals (Example: /dev/rmt/0).

Example of use
A} The following shows the devices for which regular monitoring is to be surpressed.

# /usr/sbin/FISVmadm/nocheckdev dsp
/dev/rdsk/c0t2d0s0

/dev/rdsk/c0t3d0s0

/dev/rmt/5

—  When there is no data for display:

# /usr/sbin/FISVmadm/nocheckdev dsp
No data.

B} The following shows an example case where a device is registered as a device for which

regular monitoring is to be surpressed.

# /usr/sbin/FJSVmadm/nocheckdev add /dev/rdsk/c0t4d0s0
The device ( /dev/rdsk/c0t4d0s0 ) was added.

—  When the same device is already registered:

# /usr/sbin/FJSVmadm/nocheckdev add /dev/rdsk/c0t0d0sO
This device ( /dev/rdsk/c0t0d0s0 ) has already been added.
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—  When the specified device does not exist:

# /usr/sbin/FISVmadm/nocheckdev add /dev/rdsk/c0t7d0s0

This device ( /dev/rdsk/c0t7d0s0 ) isn't mounted on this server.

illegal argument

usage : nocheckdev [ dsp | add "device name" | del "device_name" ]
dsp:
dsp Deletion of setting.
add : Deletion of setting.

del : Deletion of setting.

—  When the specified tape unit is not specified with only numerals:

# /usr/sbin/FJSVmadm/nocheckdev add /dev/rmt/On

This tape device ( /dev/rmt/On ) is incorrect.

illegal argument

usage : nocheckdev [ dsp | add "device_name" | del "device name" |
dsp:
dsp Deletion of setting.

add : Deletion of setting.

del : Deletion of setting.

C} The following shows an example case where a device for which regular monitoring is to be
surpressed is deleted.

# /usr/sbin/FJSVmadm/nocheckdev del /dev/rdsk/c0t4d0s0
The device ( /dev/rdsk/c0t4d0s0 ) wad deleted.

—  When the specified device is not registered as a device for which monitoring is to be
surpressed:

# /usr/sbin/FJSVmadm/nocheckdev del /dev/rdsk/c0t0d0s0
This device ( /dev/rdsk/c0t0d0s0 ) isn't added.

illegal argument

usage : nocheckdev [ dsp | add "device_name" | del "device name" |
dsp:
dsp Deletion of setting.

add : Deletion of setting.

del : Deletion of setting.

—  When the specified tape unit is not a device specified using only numerals:

# /usr/sbin/FISVmadm/nocheckdev del /dev/rmt/On

This tape device ( /dev/rmt/On ) is incorrect.

illegal argument
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usage : nocheckdev [ dsp | add "device name" | del "device name" ]
dsp:
dsp Deletion of setting.

add : Deletion of setting.

del : Deletion of setting.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.13 postphp (1M)

Name
postphp - PCI Hot Plug post-processing command

Format
/usr/sbin/FISVmadm/postphp

Function
The postphp command performs the following processing after operation of PCI Hot Plug:
- Restarts the hardware failure monitoring function stopped by the prephp command.
- Reconstructs the hardware configuration database maintained by machine administration.
- Restarts picld(1M).

End status
The end status can be:
0: Normal end
Other than 0:  Error

When an error occurs, execute this command again.

O

Mote
e Always execute this command after unmounting or installing a PCI card.
If this command is not executed, the failure monitoring and reporting functions thereafter will not
operate normally.
e Executing this command restarts picld(1M). During restart processing, operations of applications
using the Platform Information and Control Library (PICL) may be suspended.
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4.14 prephp (1M)

Name
prephp - PCI Hot Plug pre-processing command

Format
/usr/sbin/FISVmadm/prephp

Function
The prephp command stops daemon processing when PCI Hot Plug is being performed.
The prephp command stops the following function:
— Hardware error monitoring function

End status
The end status can be:
0: Normal end
Other than 0:  Error

When an error occurs, execute this command again.

O

Mote
e Always execute this command before unmounting or installing a PCI card.
Otherwise, unmounting or installation processing may fail.
e Executing this command restarts picld(1M). During restart processing, operations of applications
using the Platform Information and Control Library (PICL) may be suspended.
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4.15 prterrlog (1M)

Name
prterrlog - SCF error log display command

Format
/usr/sbin/FISVmadm/prterrlog [-i] [-e error_code] [-f file[-m model]] [-g] [-r] [-s] [-t type ] [-X]
[-A yyyymmdd[HHMM]] [-B yyyymmdd[HHMM]] [ -S HHMM] [-E HHMM]

Function
The prterrlog command displays the SCF error log of hardware errors detected by the main unit.

Option
The options are:

-i
Displays the error log without updating the SCF error log information.

-e error_code
Displays the record of the specified error _code.
For error_code, specify a hexadecimal number such as 0x06040001.
To specify multiple error codes, write them in the form [-e error code -e
error_codel].

-f file
Displays the specified file as an SCF error log file.
Do not update the SCF error log file before you display it.

-m model
Specify the model code of the host.
This option is useful for editing an SCF error log recorded on a different main unit.
If this option is not specified, the system edits the log according to the model of
the main unit and displays it.

The time at which the log is stored in GMT is displayed.
-T
Information is displayed in reverse chronological order.

Displays the following information in the one-line-one-event form.
— Event number
- Type
— Time when the log was stored.

—  Error code or component

-t type
The following table shows the log types that can be specified.
type Displayed item
E Device or environment error detected by SCF.
H Watchdog monitoring error
R Error detected by OBP/POST

Dump data is displayed in hexadecimal form.
-A yyyymmdd[HHMM]
Records logged since the date specified in yyyymmdd are displayed.
In cases where HHMM is specified, records logged since the time specified in
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HHMM of the day specified in yyyymmdd are displayed.

-B yyyymmdd[HHMM]
Records logged prior to the date specified in yyyymmdd are displayed.
In cases where HHMM is specified, records logged prior to the time specified in
HHMM of the day specified in yyyymmdd are displayed.

-S HHMM
Displays the records logged from the time specified in HHMM through 23:59.
If -E is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

-E HHMM
Records logged from 00:00 until the time specified in HHMM are displayed.
If -S is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

Displayed item
The following information is displayed:
Type
Log type.
ID
Version number of the device.
This is displayed in an SCF error log (including Watchdog).
Version
Version information about SCF, OBP, and POST.
Date
Date when the error occurred.
Error code
Error code.
Component
Displayed for an OBP/POST log (POST detection).
Information
Detailed information.
Displayed in ASCII for an OBP/POST log (OBP detection).
In other logs, this is displayed in a hexadecimal dump.
Memory Configuration
Memory configuration information.
Displayed in an OBP/POST log (POST detection) for a memory configuration

€Iror.

Display example

- The following is an example of an SCF error log (SCF detection in type E).

Type : SCF(E)
ID (hex): 00
Version 0 C
Date : Nov 16 18:29:39 1998
Error code : fan warning (0x06110002)

Information (hex) : 4001 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000
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The following is an example of an SCF error log (SCF detection in type H (Watchdog)).

Type : SYSTEM-WATCH(H)

ID (hex) : 00

Version : DI

Date : Nov 16 18:29:39 1998

Error code : power-on check error  (0xf0000001)

Information (hex) : 0000 0000 0000 0000 0000 0000 0080 0080
0000 0000 0000 0000 0000 0000 0000 0000
0000 c6c0 0002 6df8 0000 0010 0000 0001

The following is an example of an OBP/POST log (POST detection).

Type : BPROM(R)

Version : A(0119)

Date : Nov 16 18:29:39 1998
Error code (hex) ;15250029

Component : SCSI#0

Information (hex) : 0000 Olfe 0000 a800  cf00 0000 0000 fcO0
C101 0000 0000 fc00 0001 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000

The following is an example of an OBP/POST log (OBP detection).

Type : BPROM(R)

Version : A(0bO1)

Date : Nov 16 18:29:39 1998
Error code  (hex) : 00000000

Information Setting NVRAM parameters to default values.

The following is an example of an OBP/POST error log (POST detection of memory

configuration error).

Type : BPROM(R)

Version : A(0119)

Date : Nov 16 18:29:39 1998
Error code (hex) : 112100al

Component : Mem Config error

Memory Configuration

00-SLOTO = 512MB 00-SLOT1 = 512MB 00-SLOT2 = 256MB 00-SLOT3 = 512MB
00-SLOT4 = 64MB 00-SLOTS5 = 64MB 00-SLOT6 = 64MB 00-SLOT7 =512MB
00-SLOTS8 =256MB 00-SLOT9 = 512MB 00-SLOT10=256MB 00-SLOT11=256MB
00-SLOT12= 64MB 00-SLOT13=512MB 00-SLOT14= 512MB 00-SLOT15= 512MB
01-SLOT0 =----  01-SLOT1 =----  01-SLOT2 =----  01-SLOT3 =----

01-SLOT4 =----  01-SLOT5 =----  01-SLOT6 =----  01-SLOT7 =----
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01-SLOT8 =----  01-SLOT9 =----  01-SLOT10=----  01-SLOT11=----
01-SLOT12=----  01-SLOT13=----  01-SLOT14=----  01-SLOT15=----

Information (hex) : 2020 1020 04040 0420 1020 1010 0420 2020
0000 0000 0000 0000 0000 0000 0000 0000
0000 0000 0000 0000 0000 0000 0000 0000

Example of use
To show the detailed information in an SCF error log in order of occurrence:

| # /usr/sbin/FISVmadm/prterrlog | more

To show the detailed information in an SCF error log in reverse chronological order:

| # /usr/sbin/FJISVmadm/prterrlog -r | more

To show the detailed information in an SCF error log /tmp/scferrlogl in order of occurrence:

| # /usr/sbin/FISVmadm/prterrlog -f /tmp/scferrlogl | more

To display an SCF error log in the one-line-one-event form.

| # /usr/sbin/FISVmadm/prterrlog -s | more

To display the time when the log was stored in GMT:

| # /usr/sbin/FJSVmadm/prterrlog -g | more

End status
The end status can be:
0: Normal end
Other than 0:  Error

File
/var/opt/FJSVhwr/scferrlog

Related item
scferrlog (1M)
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4.16 prtmadmlog (1M)

Name

prtmadmlog - Machine administration monitoring log display command

Format
/usr/sbin/FISVmadm/prtmadmlog [-f file] [-1] [-s string [-s string [-a]]] [ -A
yyyymmdd[ HHMMSS]] [-B yyyymmdd[ HHMMSS]] [ -S HHMMSS) [ -E HHMMSS]

Function
The prtmadmlog command displays the hardware monitoring log collected by machine
administration.

Option
The options are:

-f file
The specified file is displayed as a machine administration monitoring log file.

-r
Information is displayed in reverse chronological order.

-s string
The line that has the specified string is displayed.
To specify multiple strings, write as -s string -s string.
To display multiple strings in an AND operation, write as -s string -s string -a.
If you do not specify -a, the system displays multiple strings in an OR operation.

-A yyyymmdd[HHMM]
The information logged since the date specified in yyyymmdd is displayed.
In cases where HHMMSS is specified, records logged since the time specified in
HHMMSS of the day specified in yyyymmdd are displayed.

-B yyyymmdd[HHMMSS]
The information logged prior to the date specified in yyyymmdd are displayed.
In cases where HHMMSS is specified, records logged prior to the time specified
in HHMMSS of the day specified in yyyymmdd are displayed.

-S HHMMSS
Records logged from the time specified in HHMMSS until 23:59:59 are displayed.
If -E is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

-E HHMMSS
Records logged from 00:00:00 until the time specified in HHMMSS are displayed.
If -S is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

Display example
The following example shows a log displayed in reverse chronological order:

# /usr/sbin/FJISVmadm/prtmadmlog -r
Oct 6 13:41:11 1998 FJSVmadm INFO: set root's 1(1) root
Oct 6 13:35:35 1998 FISVmadm INFO: set root's 2(2)

Oct 3 14:08:35 1998 last message repeated 1 time

Example of use
The message log is displayed in chronological order.

4-35



Chapter 4 Command Reference

| # /fusr/sbin/FJISVmadm/prtmadmlog | more

The message log is displayed in reverse chronological order.

| # /usr/sbin/FISVmadm/prtmadmlog -r | more

Information including the string “WARNING” is displayed.

|# /usr/sbin/FISVmadm/prtmadmlog -s "WARNING"

| more

End status
The end status can be:
0: Normal end
1: Error

File
/var/opt/FJSVmadm/log/madmlog
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4.17 prtmsglog (1M)

Name
prtmsglog - Message log display command

Format
/usr/sbin/FISVmadm/prtmsglog [ -ffile | [-r] [ -s string [ -s string [-a]]] [ -A mmdd[HHMMSS]]
[-B mmdd[HHMMSS]] [ -S HHMMSS] [ -E HHMMSS]

Function
The prtmsglog command displays the message log information captured by the operating system.
If the message spans more than one line, the part from the line head to the first colon (:) after the
time stamp shall be regarded as one message.

Option
The options are:
-f file
Displays the message log file of the specified file.

Information is displayed in reverse chronological order.
-s string
The line that has the specified string is displayed.
To specify multiple strings, write as -s string -s string.
To display multiple strings in an AND operation, write as -s string -s string -a.
If you do not specify -a, the system displays multiple strings in an OR operation.

-A mmdd[HHMMSS)]
Records logged since the date specified in mmdd are displayed.
In cases where HHMMSS is specified, records logged since the time specified in
HHMMSS of the day specified in mmdd are displayed.

-B mmdd[HHMMSS)]
Records logged prior to the date specified in mmdd are displayed.
In cases where HHMMSS is specified, records logged prior to the time specified
in HHMMSS of the day specified in mmdd are displayed.

-S HHMMSS
Records logged from the time specified in HHMMSS until 23:59:59 are displayed.
If -E is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

-E HHMMSS
Records logged from 00:00:00 until the time specified in HHMMSS are displayed.
If -S is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

Display example
The following example shows a log displayed in reverse chronological order:

# /usr/sbin/FISVmadm/prtmsglog -r

Oct 7 15:52:41 champO0 unix: WARNING: FJSVscf: cmd buffer full, (10) times repeated
Oct 7 15:52:40 champ0 last message repeated 1 time

Oct 7 15:52:40 champ0 unix: WARNING: FJSVscf: scf cmd (0x51) incomplete

Oct 6 12:52:40 champO0 unix: WARNING: $Q: cannot send command due to SCF busy.
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Example of use
The message log is displayed in chronological order.

| # /usr/sbin/FISVmadm/prtmsglog | more

The message log is displayed in reverse chronological order.

| # /usr/sbin/FJISVmadm/prtmsglog -r | more

Information including the string "WARNING" is displayed.

| # /usr/sbin/FISVmadm/prtmsglog -s "WARNING" | more

End status
The end status can be:
0: Normal end
1:  Error

File
/var/adm/messages

4-38



4.18 prtpwrlog (1M)

4.18 prtpwrlog (1M)

Name
prtpwrlog - Power log display command

Format
/usr/sbin/FISVmadm/prtpwrlog [ -f file | [-g] [-1] [-x] [-X] [ -A yyyymmdd[HHMM]] [-B
yyyymmdd[HHMM]) [ -S HHMM] [ -E HHMM)]

Function
The prtpwrlog command displays a power log in which power-on/off times and factor information
are stored.

Option
The options are:

-f file
Displays the specified file as a power log file.

)
The time at which the log is stored in GMT is displayed.

-1
Information is displayed in reverse chronological order.

-X
Dump data is displayed in hexadecimal form.

-X
Displays the status and factor codes in hexadecimal format.

-A yyyymmdd[HHMM]
Records logged since the date specified in yyyymmdd are displayed.
In cases where HHMM is specified, records logged since the time specified in
HHMM of the day specified in yyyymmdd are displayed.

-B yyyymmdd[HHMM]
Records logged prior to the date specified in yyyymmdd are displayed.
In cases where HHMM is specified, records logged prior to the time specified in
HHMM of the day specified in yyyymmdd are displayed.

-S HHMM
Records logged from the time specified in HHMM until 23:59 are displayed.
If -E is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

-E HHMM
Records logged from 00:00 until the time specified in HHMM are displayed.
If -S is specified, records logged from the time specified with -S until the time
specified with -E are displayed.

Displayed item
The following information is displayed:

Status
Status

Factor
Factor

Date
Time when the log was stored
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Display example
- The following example shows a log displayed in reverse chronological order:

# /fusr/sbin/FISVmadm/prtpwrlog -r
No. Date Status / Factor
1.Oct 609:23:55 1998  System reset, from panel reset
Except power on/off
2.0ct 310:16:05 1998  System reset, from panel reset
Except power on/off
3.0ct 119:58:48 1998  System reset, from panel reset

Except power on/off

- The following example shows the display in GMT of the time when a log was stored.

# /usr/sbin/FISVmadm/prtpwrlog -g
No. Date Status / Factor
1. Oct 109:51:00 1998 GMT System reset, from panel reset
Except power on/off
2.0ct 110:58:48 1998 GMT System reset, from panel reset
Except power on/off

3.0ct 301:16:05 1998 GMT System reset, from panel reset

Except power on/off

- The following example shows the unedited status and factor display in hexadecimal format.

# fusr/sbin/FISVmadm/prtpwrlog -X
No. Date Status Factor
1. Oct 1 19:58:48 1998 0x20 0x00
2.0ct 310:16:05 1998 0x20 0x00
3.0ct  609:23:55 1998 0x20 0x00

Example of use
To display the power log in chronological order:

| # /usr/sbin/FISVmadm/prtpwrlog | more

To display the power log in reverse chronological order:

| # fusr/sbin/FJISVmadm/prtpwrlog -r | more

To display in GMT the time when the log was stored:

| # /usr/sbin/FISVmadm/prtpwrlog -g | more

To display the statuses and factor codes in hexadecimal format:

# /usr/sbin/FJISVmadm/prtpwrlog -X | more

End status
The end status can be:
0: Normal end

1:  Error
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File
/var/opt/FJSVhwr/scfpwrlog (PW-T, PW-U)
/var/opt/FJISVmadm/log/PN00/pwr.log (PW-P, PW-CM)

Related item
scfpwrlog (1M)
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4.19 remcsmain (1M)

Name
remcsmain - Executes registration with the REMCS Center.

Format
fusr/sbin/FJSVmadm/remcsmain

Function
Executes registration with the REMCS Center.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.20 resethardstat (1M)

Name
resethardstat - Machine administration information reset command

Format
/usr/sbin/FJSVmadm/resethardstat unitname [-d]

Function
The resethardstat command resets or deletes monitoring information maintained by machine

administration.
If you replace a device, use this command to reset the monitoring information.
If you unmount a device, use this command to delete the monitoring information.

Option
The options are:

unitname
Specify the unit name.
For the unit name, specify a name such as SLOT1, sd0, FAN#O, etc.
Only one unit name can be specified.
A battery name cannot be specified because its life setting has to be made.

-d
Deletes monitoring information.

Example of use
The following is an example of resetting sd0 information.

# /usr/sbin/FISVmadm/resethardstat sd0

End status
The end status can be:
0: Normal end
Other than 0:  Error

Related item
setbattlife (1M), setfanlife (1M)
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4.21savelogs (1M)

Name

savelogs - Saves the hardware log information.

Format

/usr/sbin/FISVmadm/savelogs [-0] [filename]
/usr/sbin/FISVmadm/savelogs -m[o] [-R root_path] [directory]

/usr/sbin/FISVmadm/savelogs -r [-R root_path] [directory)

Function

The savelogs command collects and saves hardware information together as data for investigation

when a hardware failure occurs. A file is made in the tar format and compressed.

The logs to be saved are:

—  SCF error log file (including OBP/POST log)
— Power log file

—  Output of the fjprtdiag or prtdiag command
— Message log file

—  Output of the prtconf command

— Watchdog log file

— Haltlog file

— Machine administration monitoring log

The savelogs command starts the scferrlog command, updates the SCF error log information, and

then saves the information.

Option

The options are:

filename

Specify the name of the file you want to save the collected information in. If no
name is specified, the system saves the information in a file with the following file
name:

/var/opt/FISVmadm/tmp/FJSVmadmlogs.tar.Z

directory

Specify the directory to save the collected information to or the directory of the
restore source.

If no directory is specified, the system uses the following directory:
/var/opt/FISVmadm/tmp

Saves the monitoring and setting information for machine administration and
remote support.

Unconditionally overwrites a storage file, if the storage file name exists.
The file is not overwritten by default.

Restores the monitoring and setting information for machine administration and
remote support.

If the specified directory does not contain the storage file with the monitoring and
setting information for machine administration and remote support, an abnormal
end results.

-R root_path

Specify the full path name of the directory to use in root_path.
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Machine administration saves or restores monitoring and setting information in
the boot environment mounted in root_path.

Example of use
The following is an example of saving data in the file used by default.

| # /usr/sbin/FJSVmadm/savelogs |

The following is an example of saving data in a file named /tmp/abc001.

| # /usr/sbin/FISVmadm/savelogs /tmp/abc001 |

End status
The end status can be:
0: Normal end
Other than 0:  Error

Related item
scferrlog (1M), prtconf (1M), fjprtdiag (1M), or prtdiag (1M)
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4.22 scfconsole (1M)

Name
scfconsole — configures XSCF network and console

Format
/usr/sbin/FISVmadm/scfconsole inet ip-address mask subnet-mask gateway gateway-address
/usr/sbin/FJSVmadm/scfconsole hostname hostname
/ust/sbin/FISVmadm/scfconsole dns {-[nameserver-address}
/usr/sbin/FISVmadm/scfconsole set {serialllan}
/ust/sbin/FISVmadm/scfconsole port [RW {enable|disable}] [RO {enable|disable}] [SCF
{enable|disable} ]
/usr/sbin/FISVmadm/scfconsole timeout {enable [time=min]|disable}

Function
The scfconsole configures the XSCF network and console. The scfconsole actions are controlled

by the subcommand argument.

Subcommands
The following subcommands are supported:

inet ip-address mask subnet-mask gateway gateway-address
Configures the XSCF network. The ip-address specifies Internet Protocol address
of XSCF. The subnet-mask specifies the subnet mask of XSCF. The
gateway-address specifies the default gateway address of XSCF.
The network settings specified by this command becomes effective after executing
the reboot of XSCF by scfreset(1M).

hostname hostname
Specifies the hostname of XSCF to hostname. The name of full domain name
(FQDN) form within 63 characters can be specified for hostname.
The hostname specified by this command becomes effective after executing the
reboot of XSCF by scfreset(1M).

dns nameserver-address1[,nameserver-address2]
Specifies the DNS server used with XSCF to nameserver-address1 and
nameserver-address2. IP address of the nameserver is specified for
nameserver-address1 and nameserver-address2.
The DNS servers specified by this command becomes effective after executing the
reboot of XSCF by scfreset(1M).

set {serial|lan}
Changes the output destination of OS console. When serial is specified, OS
console is output to the serial port. When lan is specified, OS console is output to
XSCF-LAN.

port [RW {enable|disable}] [RO {enable|disable}] [SCF {enable|disable}]
Changes the availability of the connection port to XSCF.
RW changes the setting of the read/write port of OS console. RO changes the
setting of read-only port of OS console. SCF changes the setting of SCF shell port.
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The "enable" enables the port, and "disable" disables the port.

timeout { enable [time=min]|disable}
Configures the automatic logout time-out of the XSCF shell.
If enable is specified, the automatic logout time-out becomes effective. The
time-out time is specified with min.
If disable is specified, the automatic logout time-out becomes invalid.

End status
The scfconsole command exits with one of the following values:
0:  Success.
Other than 0:  An error occurred.
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4.23 scthttp (1M)

Name
scthttp — configures XSCF http service

Format
/usr/sbin/FISVmadm/scthttp {rorw|disable}
/usr/sbin/FISVmadm/scthttp locale {Clja}
/usr/sbin/FISVmadm/scthttp page {text|graphic}
/usr/sbin/FISVmadm/scthttp access {-|ip-addresses}

Function
The scthttp configures the XSCF http service. The scfhttp actions are controlled by the
subcommand argument.

Subcommands
The following subcommands are supported:

{ro|rw|disable}
Changes the availability and mode of the http service.
If ro is specified, the http service is enabled and becomes the read-only mode.
If rw is specified, the http service is enabled and becomes read/write mode.
If disable is specified, the http function is disabled.

locale {C|ja}
Specifies the locales used by the http service by either of C or ja.

page {text|graphic}
Specifies the Web page display mode. If text is specified, the page becomes be
displayed only by the text. If graphic is specified, the page becomes be displayed
by contains the images.

access {-|ip-addresses}
Configures the IP address of the hosts who permits the http access. The addresses
up to 16 can be specified for ip-addresses by separated with the comma. When

17313

is specified, the setting of present is cleared.

End status
The scthttp command exits with one of the following values:
0:  Success.
Other than 0:  An error occurred.
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4.24 scfmail (1M)

NAME

scfmail - configures XSCF mail report

SYNOPSIS
/usr/sbin/FJSVmadm/scfmail {enable|disable}
/usr/sbin/FJSVmadm/scfmail server server—-namell, server—nameZ] rootaddr to-address
fromaddr from—address
/usr/sbin/FJSVmadm/scfmail pop pop-server: pop—user: pop—passwdl:waiting—time]]
/usr/sbin/FJSVmadm/scfmail test

DESCRIPTION
The scfmail configures the XSCF mail report. The scfmail actions are controlled by

the subcommand argument.

SUBCOMMANDS

The following subcommands are supported:

{enable|disable}
Changes the availability of the XSCF mail report.
If enable is specified, the mail report function is enabled.

If disable is specified, the mail report function is disabled.

server server-namell, server-nameZ] rootaddr to-address fromaddr from-address
Specifies the SMTP server and e-mail addresses used for the mail report
The SMTP server name or IP address is specified for server—namel and
server—name’.
The to-address specifies the destination e—mail address. The e-mail address
should be specified in the form of “user@domain”. To use two or more addresses
for a destination, specify the addresses delimited by the comma. Up to 8
addresses can be specified for the destination
The from—address specifies the sender address of the e—mail. The specified

address is used as a “From” value of e—mail header

pop pop-server: pop-user: pop-passwal :waiting-time]]

Configures the POP before SMTP authentication of mail report. When the POP
before SMTP authentication is not used, this subcommand need not be used
The pop-server specifies the server of POP authentication. The pop-user
specifies the username for POP authentication. The pop-passwd specifies the
password of POP authentication. The waiting—time specifies the transmission
waiting time after the authentication of POP. Waiting time is specified by
the value of each millisecond of 500 carving from 500 to 127500

test

Executes the test mail transmission.

EXIT STATUS
The scfmail command exits with one of the following values:

0 Success
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>0 An error occurred

NOTES
Please confirm e—mail sending can be correctly done by using the “test” subcommand

whenever the setting of the report is changed by this command
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4.25 scfreset (1M)

Name
scfreset — reboots XSCF

Format
/usr/sbin/FJSVmadm/scfreset

Function
The scfreset reboots the XSCF.

Execute the scfreset to reflect the setting by the scfconsole(1M).

End status
The scfreset command exits with one of the following values:
0:  Success.
Other than 0:  An error occurred.
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4.26 scfshkey (1M)

Name
scfshkey - Sets and displays the XSCF shell login keyword.

Format
/usr/sbin/FISVmadm/scfshkey
/usr/sbin/FISVmadm/scfshkey set keyword

Function
Displays and sets the keyword to be input when control is transferred from the standard console to
the XSCF shell.

Option
The options are:
set keyword
Sets a new keyword.
Specify keyword with an alphanumeric character string having one to seven
characters.
If you omit the option, the currently set keyword is displayed.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.27 sctsnmp (1M)

Name
scfsnmp — configures XSCF SNMP service

Format
/usr/sbin/FISVmadm/scfsnmp {enable|disable}
/usr/sbin/FISVmadm/scfsnmp [syscontact admin_name] [sysname sys_name] [syslocation
location)]
/usr/sbin/FISVmadm/scfsnmp setcommunity community [manager address] [access {RW|RO}]
[trap {enable|disable}]
/ust/sbin/FISVmadm/scfsnmp rmcommunity community

Function
The scfsnmp configures the XSCF SNMP service. The scfsnmp actions are controlled by the

subcommand argument.

Subcommands
The following subcommands are supported:

{enable|disable}
Changes the availability of the XSCF SNMP service.
If enable is specified, the SNMP function is enabled.
If disable is specified, the SNMP function is disabled.

[syscontact admin_name] [sysname sys_name] [syslocation location]
Specifies the manager name used with SNMP by admin_name. The alphanumeric
character within 15 characters can be used for admin_name.
Specifies the system name used with SNMP by sys name. The alphanumeric
character within 15 characters can be used for sys_name.
Specifies the location name of the site used with SNMP by location. The
alphanumeric character within 15 characters can be used for location.

setcommunity community [manager address] [access {RW|RO}] [trap
{enable|disable} ]
Configures the community of SNMP.
Specifies the community name of the SNMP by community. The alphanumeric
character within 11 characters can be used for community.
Specifies the SNMP manager's IP address by address. When 0.0.0.0 is specified,
the access from all the managers is permitted.
Specifies the access mode to the community by access. When RW is specified,
read/write are permitted. When RO is specified, only read is permitted.
Specifies the issue mode of the trap by #rap. When enable is specified, the trap
issue becomes effective. When disable is specified, the trap issue is invalidated.
When the SNMP manager address is specified for 0.0.0.0, the trap is not issued
regardless of the setting of the trap issue mode.

rmcommunity community
Deletes the configuration specified with community.
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End status
The scfsnmp command exits with one of the following values:
0:  Success.
Other than 0:  An error occurred.
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4.28 scfstat (1M)

Name
scfstat —displays the various settings of XSCF

Format
/usr/sbin/FJSVmadm/scfstat console
/usr/sbin/FJSVmadm/scfstat user
/usr/sbin/FISVmadmy/scfstat http
/usr/sbin/FISVmadm/scfstat snmp
/usr/sbin/FJSVmadm/scfstat mail
/usr/sbin/FJSVmadm/scfstat all

Function
The scfstat displays the various settings of XSCF. The scfstat actions are controlled by the
subcommand argument.

Subcommands
The following subcommands are supported:

console
Displays the present setting of the content set by scfconsole(1M).
Refer to scfconsole(1M) for contents.

user
Displays the present setting of the content set by scfuser(1M).
Refer to scfuser(1M) for contents.

http
Displays the present setting of the content set by scthttp(1M).
Refer to scthttp(1M) for contents.

snmp
Displays the present setting of the content set by scfsnmp(1M).
Refer to scfsnmp(1M) for contents.

mail
Displays the present setting of the content set by scfmail(1M).
Refer to scfmail(1M) for contents.

all
All contents displayed by console, user, http, snmp, and the mail subcommands
are displayed.

End status
The scfstat command exits with one of the following values:
0:  Success.
Other than 0:  An error occurred.
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4.29 scfuser (1M)

Name
scfuser - operates XSCF user account

Format
/usr/sbin/FISVmadm/scfuser useradd -g group-name user-name
/usr/sbin/FISVmadm/scfuser userdel user-name
/ust/sbin/FISVmadm/scfuser passwd user-name
/usr/sbin/FISVmadm/scfuser setpass user-name new-password

Function
The scfuser command adds or deletes the XSCF user account or changes the password of the
XSCF user. The scfuser actions are controlled by the subcommand argument.

Subcommands
The following subcommands are supported:

useradd -g group-name user-name
Adds a new user account to the XSCF for the name specified with user-name. Up
to 8 alpha-numeric characters can be specified for the user-name. The group-name
specifies the group name which the new user belongs to. Specify either "root" or
"others" for the group-name. Up to eight users can be registered in the XSCF.

userdel user-name
Deletes the account associated with the user-name from the XSCF.

passwd user-name
Changes the password of the account for the name specified with user-name. The
scfuser command prompts for the new password twice. The password must be
between 8 and 16 characters in length. Alpha-numeric and graphical characters
can be used in the password.

setpass user-name new-password
Changes the password of the account for the name specified with user-name to
new-password. The new-password must be between 8 and 16 characters in length.
Alpha-numeric and graphical characters can be used in the password.

End status
The scfuser command exits with one of the following values:
0:  Success.
Other than 0:  An error occurred.
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4.30 scslset (1M)

Name
scslset - System console setting command

Format
/usr/sbin/FISVmadm/scslset <system-console-host-name>

Function
The scslset command changes the host name of the system console held by a partition.

2

See
When you make a change in the network, see the following manual.

System Console Software User's Guide
Follow the procedure described in Section 4.4 "Changing the Network Settings".
Specify the host name of the system console in <system-console-host-name>.

End status
The end status can be:
0: Normal end
Other than 0:  Error

Related item
scslspareset (1M), addevhost (1M)
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4.31 scslspareset (1M)

Name
scslspareset - Automatic redundancy system console setting command

Format
/usr/sbin/FISVmadm/scslspareset add <secondary-system-console-host-name>
/usr/sbin/FJSVmadm/scslspareset del

Function
The scslspareset command sets or deletes an automatic redundancy system console.

2

See
When setting an automatic redundancy system console, see the following manual:

Follow the procedure described in Section 4.6 "Installation of Hot Spare SMC Configuration" of
the System Console Software User's Guide.

Option
The options are:
add secondary-system-console-host-name
Sets an automatic redundancy system console.
Specify the host name of the secondary-system-console.
del
Deletes the set automatic redundancy system console.

End status
The end status can be:
0: Normal end
Other than 0:  Error

Related item
scslset (1M), addevhost (1M)
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4.32 setbattlife (1M)

Name
setbattlife - Battery life monitoring display/setting command

Format
/usr/sbin/FISVmadm/setbattlife battery name [yyyymm | -d]

Function
Displays or sets battery life monitoring.

Option
The options are:

battery name
Specify the battery name.
Specify a UPS battery name in the form of UPS-B#n.
Specify a disk array battery name in the form of DARY-B#n.
n is a battery identification number.
If you specify only a battery name, the system displays the month and year when
the life of the specified battery is due to expire.

yyyymm
Displays the month and year when the life of the specified battery is due to expire.
The life of a battery is the year and month indicated on the label attached to the
battery.
For the following disk array, the year and month indicated on a battery label
indicates the date when the battery was manufactured. Specify the life of the
battery as two years later from the indicated date.

F6403XX

If you remove a battery, specify the battery name, and delete the life monitoring
information using this parameter.

Example of use
The following shows an example of setting the life of UPS-B#2.

# /usr/sbin/FJSVmadm/setbattlife UPS-B#2 200312

The following shows the example of displaying the life of UPS-B#0.

# /usr/sbin/FISVmadm/setbattlife UPS-B#0
UPS-B#0 2001/10

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.33 setexrdy (1M)

Name
setexrdy -  Command for displaying or setting external power control device EXRDY

monitoring-timeout time

Format
/usr/sbin/FISVmadm/setexrdy [rcic_address [tmout]]

Function
Displays or sets the EXRDY monitoring-timeout time.

Option
The options are:

rcic_address
Specify the RCI address of the target external power control device.
If you omit this option, the system displays the settings of all external power
control devices.

tmout
Specify the monitoring-timeout value for EXRDY monitoring.
The monitoring-timeout time shall be a value twenty times the specified value
(seconds).
Specifying 0 disables monitoring.
The range of settings is 0 - 255.

End status
The end status can be:
0: Normal end
Other than 0:  Error

D

Note

e Setup takes a while to complete because the system is waiting for completion of the setting
process.
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4.34 setexwait (1M)

Name

setexwait -  External equipment wait time display/setting command

Format
/usr/sbin/FISVmadm/setexwait [waittime)

Function
Displays or sets the external equipment wait time.

Option
The options are:
waittime
Specify the external equipment wait time.
The unit of the setting is in minutes and the maximum value is 255 minutes.
You must set a value that is longer than the EXRDY monitoring timeout time.
If you omit this option, the system displays the current setting.

End status
The end status can be:
0: Normal end
Other than 0:  Error

D

Note

e Setup takes a while to complete because the system is waiting for completion of the setting
process.
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4.35 setfandly (1M)

Name
setfandly - Fan stop delay time display/setting command

Format
/usr/sbin/FISVmadm/setfandly [time]

Function
Displays or sets the fan stop delay time.
In time, specify the value of the fan stop delay time.
If you omit this setting, the system displays the current setting of the fan stop delay time.
The range of settings is 0 - 255 (minutes).

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.36 setfanlife (1M)

Name
setfanlife - Fan life monitoring display/setting command

Format
/ust/sbin/FISVmadm/setfanlife fan_name [hours | -1 | -d]

Function
Sets fan life monitoring and displays the power-on time.

Option
The options are:

fan_name
Specify the target fan name.
Specify a fan name in the following form:
Fan for the base cabinet: FAN#n
FEP of the base cabinet: FEPFAN#n
Fan for an expansion cabinet: rci-address-FAN#n
FEP for an expansion cabinet: rci-address-FEPFAN#n
n is an identification number.
If you specify only a fan name, the system displays the power-on time of the
specified fan.

hours
Specify the power-on time of the specified fan.
If you replace a fan with a new fan, specify 0.
If you install ESF again, the power-on time of a fan becomes 0.
Before you install the main unit again, set the power-on time.

When you replace a fan, specify the fan name and initialize the monitoring
information using this parameter.

If you remove a fan, specify the fan name and delete the life monitoring
information using this parameter.

Example of use
The following shows an example of setting the power-on time of FAN#0.

# /usr/sbin/FISVmadm/setfanlife FAN#0 0

The following shows an example of the power-on time of FAN#2 installed on a cabinet whose
RCI address is 003001ff.

# /usr/sbin/FISVmadm/setfanlife 003001 {f~-FAN#2
003001ft-FAN#2 100 hours

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.37 setpwrmode (1M)

Name

setpwrmode - Interlocking mode setting command

Format

/usr/sbin/FISVmadm/setpwrmode [mode [enable|disable] | default]

Function
Sets the interlocking mode.

Enables or disables the specified mode.

If you do not specify mode, the system displays all settings.

If you do not specify "enable" or "disable", the system displays the current setting.

Option
The options are:

mode

Specify one mode out of the following. [] indicates the default setting.

RCI information

mode Definition

PONSND Power-on send mode [enable]

PONRCV Power-on receive mode [disable]

POFFSND Power-off send mode [enable]

POFFRCV Power-off receive mode [disable]

EPOSND EPO power-off send mode [disable]

RSTRCV RESET receivable [disable]

FPOSAFE Power-on restraint mode after FPO (forced power-off)

[disable] (supported only by PW-P)

EPC information

mode Definition

EPCPON Power-on instruction receivable [enable]

EPCPOFF Power-oft instruction receivable [enable] (not supported
by PW-P)

EPCREIPL REIPL receivable [enable] (not supported by PW-P)

enable

Enables the specified mode.

disable

Disables the specified mode.

default

Retsets all modes to default.

Example of use

The following is an example of current settings.
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# /usr/sbin/FISVmadm/setpwrmode
PONSND  : disable

PONRCV  :disable

POFFSND : disable

POFFRCV : disable

EPOSND  : disable

RSTRCV  :disable

EPCPON  :enable

EPCPOFF : enable

EPCREIPL : enable

The following is an example of enabling the power-on instruction send mode.

# /usr/sbin/FISVmadm/setpwrmode PONSND enable

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.38 setrci (1M)

Name
setrci - RCl-related setting command

Format
/usr/sbin/FISVmadm/setrci subcommand

Function

Makes the hardware settings for a device that requires RCI-related settings.

This command also displays a list of RCI devices that this main unit recognizes.

Subcommands
The subcommands are:
—  stat
— init
— set host_no
—  mainte
— initconfig
— config

The init and set subcommands are not supported by PRIMEPOWER250/450/650/850.

stat

Function

Displays the RCI status of the main unit and the addresses and the statuses of the

devices connected to the RCI.
Displayed item

The following information is displayed as the RCI information for the main unit.

RCI address
The RCI address of the main unit.
Status

The RCI status. The messages corresponding to the individual status are:

Active RCl is active.

Mainte RCI is in maintenance mode.
Configuring The RCI network is being constructed.
ConfigError(reason) . RCI network construction error.

In (reason), one of the following reasons is displayed.

Reason

Reason for the status

"Self Host Address Conflict"

Local address duplication error

"Host Address Contradict"

Host number or host address inconsistency

"RCI Address Contradict"

RCI address inconsistency

"Can’t assign new Address"

New registration unacceptable

"Error in Configuring"

Error in incorporation

"Self configuration RCI Address
Conflict"

Locally constructed RCI address
duplication error

"RCI Hardware Error"

RCI hardware error

The following information is displayed for each RCI-connected unit.

Address: RCI Address

Use this information to specify a device for hot swapping of fans or power
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supply units.
Pwr: Power supply status
Status Definition
ON Power-on status
OFF Power-off state
Alm: Alarm out status
Status Definition
ALM Alarm out status
- No alarm
I/F: Interface status
Status Definition
ACT Active status
INACT Inactive status
sys-phase: OS status
Status Definition
power-off Power-off state
panic Panic status
shdwn-start Shutting down
shdwn-cmplt Shutdown completed
dump-cmplt Dump completed
OBP/POST Initial diagnosis in progress
booting Booting
running Running
Ctgry: Category
Category Definition
host Main unit
rcic External power supply unit
disk Disk unit
Insw Line switch
other Other device

dev-cls: device class

Four digits in hexadecimal format.

sub-cls: subclass

Two digits in hexadecimal format.

tm-out: Monitoring time of no-communication-timeouts

The monitoring time of no-communication-timeouts of

monitoring of the RCI unit is displayed.

For devices not supported, "-" is displayed.

Display example
The following is a display example:

HOST
address 000101ff
Active

LIST

# /usr/sbin/FJISVmadm/setrci stat

address pwralm I/F  sys-phase
000101ffON - ACT running
000102ffON - ACT  running

ctgry dev-cls sub-cls tm-out

host 0001 04
host 0001 04
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000103ffON - ACT  running host 0001 04 -
000104ffON - ACT running host 0001 04 -
000105ffON - ACT  running host 0001 04 -
000106ffON - ACT  running host 0001 04 -
003001ffON - ACT - rcic 0200 02 40
003002ffON - ACT - rcic 0200 02 40
003003ff OFF ALM ACT - disk 0400 02 40
003004ffON - ACT - disk 0400 05 180
002009ffON - ACT - Insw 0800 01 40
init
Function
Sets the RCI address to the default value.
set host no
Function
Sets the RCI address of the host.
Option
The options are:
host_no
Specify the RCI host address in the following form:
0x0001**ff
Specify host_no in the part indicated by **.
The range of settings is 01 to 20.
mainte
Function

Displays the settings of the RCI maintenance mode.
In maintenance mode, the system performs general monitoring processing
but it does not report errors.  This mode is used for maintenance of
RCI-connected units.
You can set the maintenance mode using the mode switch located on the
front panel of the main unit.
This command displays the mode of the current RCI network.

Display example
The following is a display example:

# /usr/sbin/FISVmadm/setrci mainte

RCI Maintenance Mode: enable

initconfig
Function
Instructs initial incorporation of an RCI device.
For reconfiguration of an RCI, issue the instruction for its incorporation.

config
Function
Instructs incorporation of an RCI device.
For reconfiguration of an RCI after addition or reduction of RCI devices,
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issue the instruction for its incorporation.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.39 setups (1M)

Name
setups - Sets the power recovery time.

Format
/usr/sbin/FISVmadm/setups rstrtime [idletime)

Function
Displays or sets the power recovery time.
The power recovery time is the time from power-off due to power failure during operation of the
main unit to resumption of power supply after recognition of power recovery.
If the power recovery mode set in apcsset (1M) is off, this setting is ignored.

Subcommands
The subcommand is:
rstrtime
Displays or sets the idle time before starting power supply after power failure.
idletime can be specified in the range of 0 - 255 (minutes).
If idletime is omitted, the time currently set is displayed.

End status
The end status can be:
0: Normal end
Other than 0:  Error
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4.40 updateunitinfo (1M)

Name

updateunitinfo - Configuration information update command

Format
/usr/sbin/FISVmadm/updateunitinfo

Function
Updates the configuration information database of machine administration when you change the
configuration with an operation such as hot disk expansion.
Updates the following:
— Information on units to be monitored for machine administration

— Information to be displayed as configuration information

End status
The end status can be:
0: Normal end
Other than 0:  Error

O

Mote
e This command is supported only by PRIMEPOWER250/450/650/850/900/1500/2500/HPC2500.
Executing this command restarts picld (1M).
o During restart processing, operations of applications using the Platform Information and Control
Library (PICL) may be suspended.
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This Chapter contains information common to all models.

If the status of the monitored hardware changes, a message is displayed on the console and the GUI menu
screen.*1 The information is also output to syslog. If the REMCS function is enabled, the information is
reported to the REMCS Center.

Messages are in the format described below. The format is explained using the message requesting tape
cleaning as an example.

Main unit M otification Detector
idertifier @ ldertifier @ level : Unit : idertifier Message body

v

machinel @ FJSWmadm : W : SCSIR1-PORTH0-IDE : FJSWmadm @ Head cleaning required (DRIVE
vendors SEAGATE, product =DAT 93P40-000]

*1 When System Management Console(SMC) is connected, the message is output to System
Management Console.

In this case, the notification level is four. For information on the notification level, refer to the "
System Console Software User's Guide".

Main unit identifier : The host name is displayed as the main unit identifier.

Identifier : The machine administration identifier (FISVmadm) is displayed.
Notification level ~ : The notification levels are shown in the following table.
Notification Definition
level
A Alarm
A serious system failure has occurred. Take corrective action
immediately.
W Warning

A system failure has occurred. Corrective action is required,

but not urgent.

I Information

An event that does not fall under any of the categories of
Alarm, Warning, or Panic has occurred. Take corrective
action as required.

P Panic

A panic has occurred. Take corrective action immediately.

Unit . The name of the part causing the message is displayed.
The part name varies according to the hardware.
Detector identifier : The detector of the failure is displayed.
The following table shows the types of the identifiers.
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Identifier Definition
FJSVmadm Error detected by machine administration
Kern Error detected by a kernel
SCF_driver Error detected by the SCF driver
FISVcepupd Error detected by CPU patrol diagnosis.
10-related Error detected by a driver

Ex} sd, hddy, st, etc.
Firmware-related Error detected by firmware
Ex} SCF, POST, OBP

Message body : The message is displayed.

If the main unit is PRIMEPOWER250/450, the following information is added for

a firmware-related message.
"Message occurred at MMM DD hh:mm:ss TZ"

Symbol Definition

MMM Month
(Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, and Dec)

DD Day (1 - 31)
hh Hour (00 - 23)
mm Minute (00 - 59)
Ss Second (00 - 59)
TZ Time zone

Check the displayed message with the table "Explanation of messages and appropriate action."
"XXXX" in a message indicates the name of the unit where the status change occurred.
Check the unit name with the table "Part names and corresponding main units."

Imformation

—  When the same message appears repeatedly:

"(X times repeated)" is displayed at the end of the message. X indicates the number of

times this message has appeared.

The number of times is displayed every 24 hours or at the time when maintenance is

performed.

If the main unit is PRIMEPOWER 800/1000/2000 or GP7000F model 1000/2000, the same

message does not appear again.
—  Device connected with the System Management Console (SMC):
Messages are output to the System Management Console.
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How to read the table of '""Part names and corresponding main units"
The part name designation used in messages is displayed separately by main unit.

The following table lists the main unit models corresponding to main units A to F.

Main unit Main unit model name
A PRIMEPOWERI1
B PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R
C PRIMEPOWER250/450
D PRIMEPOWER650/850
E PRIMEPOWERS800/1000/2000, GP7000F model 1000/2000
F PRIMEPOWER900/1500/2500/HPC2500

The following shows the symbols used in the table and their definitions.

Symbol Definition
n Unspecified alphanumeric character
mm Hexadecimal number from 0 to F
<component> | Name of faulty component
(*1) Applicable to main unit A only.
(*2) Power supply in a PCI/Disk BOX.
(*3) Applicable only when the CPU is SPARC64 V.
(*4) Applicable to main unit D only.
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Part names and corresponding main units

Error type Main unit A/B Main unit C Main unit E Main unit D/F

UPS UPS#n UPS#n None UPS#n(*4)

Fan FAN#n FAN#n None Cabinet#n-FAN#n (*4)
FEPFAN#n rci-address-FAN#n RCI-address-FAN#n (*4)
rci-address-FAN#n rci-address-FEPFAN#n Rack#n-PCI_BOX#n-PS
rci-address-FEPFAN#n | cabinet-name#n-FAN#n U#n-FAN#n(*4)
cabinet-name#m-FAN# Cabinet-name#n-FAN#n
n

Power FEP#n DDC-Af#n None Cabinet#n-FEP#n (*4)

supply PCM (*1) DDC-B#n Rack#n-PCIBOX#n-PSU
cabinet-name#n-PSU#n | CPUDDC#n _GA#n(*4)

PSU#n Rack#n-PCIBOX#n
rci-address-FEP#n -PSU#n(*4)
cabinet-name#n-PSU#n cabinet-name#n-PSU#n

Error in 0x-SLOTn None None CnSOn-SLOTn

system 0x-CPU#n CnSOn-CPU#n

initialization | CPU (*1)

DTAG SB#n-DTAG#n DTAG#z None None

Battery UPS-B#n UPS-B#n None UPS-B#n
DARY-B#n DARY-B#n DARY-B#n

Memory SB#y-SLOTn SLOT#n Cabinet#n-SB#n- Cabinet#n-SB#n-SLOT#

SLOT#n,n SLOT#n n
SLOT
CPU SB#n-CPU#n CPUt#n None Cabinet#n-SB#n-CPU#n
CPU
CPU cache SB#n-CPU#n CPUt#n Cabinet#n-SB#n- Cabinet#n-SB#n-CPUt#n
CPU#n

Sbus SBus card, I/0 board None None None
(*1

PCI, Failure | AFAR mm <component> Cabinet#n-SB#n- Cabinet#n-SB#n-<compo

occurrence pcin <component> nent>

during I/O Rack#n-PCIBOX#n-<co

processing at mponent>

the PCI or

Rack#n-PCI_DISKBOX#
n-<component>

Bus AFAR mm AFAR mm AFAR mm AFAR mm
UPA bus UPA bus UPA bus
PCI Bus PCI Bus PCI Bus

Invalid Address
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Error type Main unit A/B Main unit C Main unit E Main unit D/F
Disk SB#n-PCl#n-ID#n PClI#n-ID#nSCSI#n-ID | PCl#n-ID#n Cabinet#n-SB#n-PCl#n-1
SB#n-SCSI#n-1D#n #n SCSI#n-1D#n D#n
driver-namen (*1) PCI#n-PORT#n-1D#n PCI#n-PORT#n-ID#n | Cabinet#n-SB#n-SCSI#n
SCSI#n-PORT#n-ID#n | SCSI#n-PORT#n-ID#n | -ID#n
ATAPT#n-1D#n ATAPI#n-1D#n Rack#n-PCIBOX#n-PCI
#n-ID#n
or
Rack#n-PCI_DISKBOX#
n-PCl#n-1D#n
Rack#n-PCI_DISKBOX#
n-SCSI#n-1D#n
Tape unit SB#n-PCl#n-1D#n PCHn-1D#n Cabinet#n-SB#n- Cabinet#n-SB#n-PCI#n-1
SB#n-SCSI#n-1D#n SCSI#n-ID#n PCHn-ID#n D#n
driver-name n (*1) PCHn-PORT#n-1D#n Cabinet#n-SB#n-SCSI#n
SCSI#n-PORT#n-ID#n -ID#n
Rack#n-PCIBOX#n-PCI
#n-ID#n
or
Rack#n-PCI_DISKBOX#
n-PCl#n-1D#n
Rack#n-PCI_DISKBOX#
n-SCSH#n-1D#n
PCI card SB#n-PCl#n PCl#n Cabinet#n-SB#n- Cabinet#n-SB#n-PCl#n
driver_name n (*1) PClI#n Rack#n-PCIBOX#n-PCI
#n
or
Rack#n-PCI_DISKBOX#
n-PCl#n
TTY driver SB#n-ESCC(TTY) TTY-A Cabinet#n-SB#n- Cabinet#n-SB#n-ESCC
TTY-B ESCC(TTY) (TTY)
Cabinet#n-SB#n-PCIOB
#n-ESCC(TTY)
Rack#n-PCI_DISKBOX#
n-PCIOB#n-ESCC(TTY)
OS panic Part name by analogy None None Part name by analogy
with the panic that with the panic that
occurred (*1) occurred
System-boar | None SB None Cabinet#n-SB#n(*4)
d-related PCI-BD
PCI-RISER
FANJT#n
SCSI-BP#n
RCI None rci-address None None
connection RCI
unit
Panel None PANEL None Cabinet#n-PANEL#n(*4)
PCIBOX None None None Rack#n-PCIBOX#n

Rack#n-PCI_BOX#n
Rack#n-PCI_Box#n
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Error type Main unit A/B Main unit C Main unit E Main unit D/F

Others None Part name None None
detected/analyzed by the
CPU (*3)

How to read the tables "Explanation of messages and appropriate action"
e "XXXX"in a message indicates the unit name where the status change occurred.

- |

Ges
Check the unit name with the table "Part names and corresponding main units."

e The following table lists the main unit names corresponding to main units A to F.

Main unit Main unit model name
A PRIMEPOWERI1
B PRIMEPOWER200/400/600, GP7000F model 200/200R/400/400R/400A/600/600R
C PRIMEPOWER250/450
D PRIMEPOWERG650/850
E PRIMEPOWERS800/1000/2000, GP7000F model 1000/2000
F PRIMEPOWER900/1500/2500/HPC2500

e The following shows the definitions of the symbols that appear in the columns of main unit A to F.
Y : The unit displays this message.
N : The unit does not display this message.

e The messages are described for each detector identifier.
The following shows the detector identifiers and the corresponding table title.

Detector identifier Table title

FISVmadm Explanation of messages and appropriate action (FJSVmadm)
Kern Explanation of messages and appropriate action (Kern)
SCF_driver Explanation of messages and appropriate action (SCF_driver)
FISVcpupd Explanation of messages and appropriate action (FJSVcpupd)
10-related Explanation of messages and appropriate action (IO-related)
Firmware-related Explanation of messages and appropriate action (firmware-related)
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Chapter 5 Messages

Explanation of messages and appropriate action (FJSVmadm)

No Main unit
Message (FJSVmadm) Explanation/Appropriate action
A|B|C|D|E|F
1 FISVmadm: A: XXXX:FJSVmadm: The CPU has gone offline due to frequent
CPU offline CPU correctable errors.
Contact a certified service engineer. NIN|Y|Y|N]|Y
Do not place the corresponding CPU
online when this message is output.
2 FISVmadm:I: XXXX: FJISVmadm: The CPU offline processing in response to
Can not offline the CPU frequent CPU correctable errors failed.
If some process is bound to the
corresponding CPU, release it.
If there is only one CPU, this message
continues to be output because thesystem | N | N | Y | Y | N |Y
retries offline processing until the system
is rebooted.
<Caution>
This message is not reported to the
REMCS Center.
3 FJISVmadm: A:XXXX:FJSVmadm: An error occurred in XXXX.
UPS Failure Replace the UPS unit of XXXX. Y Y N Y NN
4 FJISVmadm: A:XXXX:FJSVmadm: An error occurred in XXXX. vlvlivlylnlx
Detected failure on the fan Replace the fan of XXXX.
5 FJSVmadm:A: XXXX:FJSVmadm: An error occurred in XXXX.
Detected failure on the power supply Replace the power supply of XXXX. Y|Y|Y|Y|N|N
unit
6 FJSVmadm:A::FJSVmadm: An error occurred in XXXX. The unit that
The following unit was was defective when system initialization
failed in system was attempted by the fjprtdiag or prtdiag
initialization XXXX command has been reported.
Replace the unit of XXXX. Y Y N Y NN
In this message, XXXX is displayed on
multiple lines starting from the second
line.
7 FJISVmadm: A:XXXX:FJSVmadm: A DTAG 1-bit error was found in the SCF
XXXX Correctable error error log. Y|Y|N|N|N|N
Replace XXXX.
8 FISVmadm: W:XXXX:FJSVmadm: The battery of XXXX is nearing the end of
XXXX Prepare Time its life. Y|Y|Y|Y|N|N
Prepare a new battery for XXXX.
9 FJSVmadm: W:XXXX:FJSVmadm: The life of the battery for XXXX has been
XXXX Replace Time expired. Y|Y|Y|Y|N|N
Replace the battery of XXXX.
10 | FISVmadm: W:XXXX:FJSVmadm: The expiration date of the life of the
XXXX Expire Time battery for XXXX has passed. Y|Y|Y|Y|N|N
Replace the battery of XXXX immediately.
11 | FISVmadm:W:XXXX:FJSVmadm: The power-on time of XXXX has reached
XXXX Prepare Time 90% of its life. Y|Y|Y|N|N|N
Prepare a fan for XXXX.
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No Main unit
Message (FJSVmadm) Explanation/Appropriate action
B|C|D|E
12 | FISVmadm: W:XXXX:FJSVmadm: The power-on time of XXXX has reached
XXXX Replace Time 100% of its life. Y |Y |N|N
Replace the fan of XXXX immediately.
13 | FISVmadm: A:XXXX:FJSVmadm: A memory 1-bit error message was found
Memory Correctable error in the SCF error log. N|N]|Y|N
Replace memory for XXXX.
14 | FJSVmadm:A::FJSVmadm: SCF error log, halt log, and watchdog log
Inform the log were detected. Contact a certified service
engineer.
Note:
After updating from older ESF versions YN NGN
and rebooting, this message reports on
applicable, past logs that have
accumulated.
15 | FISVmadm: W:XXXX:FJSVmadm: Sense code (0x5d) indicating a predicted
Consider replacing the disk drive failure caused by a disk was returned. Y| Y |Y|Y
Replace the disk of XXX.
16 | FISVmadm: W:XXXX:FJSVmadm: Sense code (0x5d) indicating a predicted
Consider replacing the disk drive failure caused by a disk was returned. vilviyly
(DRIVE vendor=XXXXXX, Replace the disk of XXX.
product=XXXXXXXXX)
17 | FISVmadm: W:XXXX:FJSVmadm: XXXX requires head cleaning. vlviyly
Head cleaning required Clean the head of the tape unit of XXXX.
18 | FISVmadm: W:XXXX:FJSVmadm: XXXX requires head cleaning.
Head cleaning required Clean the head of the tape unit of XXXX. vlviyly
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
19 | FISVmadm:A::FJSVmadm: A thermal error message was found in the
Thermal alarm (code=X) message log. Y [N |N|N
Contact a certified service engineer.
20 | FISVmadm:A:XXXX:FISVmadm: AYYYY unit failure was detected. NInly N
YYYY Failure Contact a certified service engineer.
21 | FISVmadm: W:XXXX:FJSVmadm: AYYYY unit failure was detected. NInly N
YYYY Failure Contact a certified service engineer.
22 | FJISVmadm:W::FJSVmadm: The NFS mount failed for System
NFS mount failed for XXXXX Management Console (hostname= NN NN
XXXXX).
Please check the network setting.
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Explanation of messages and appropriate action (Kern)

No Main unit
Message (Kern) Explanation/Appropriate action
B|C|D F
1 FJSVmadm:A:XXXX:kern: An error occurred in XXXX.
Detected failure on the power Replace the power supply of XXXX. Y [N |N N
supply unit
2 FJSVmadm:A: XXXX:kern: A hardware failure message associated with
XXXX Failure XXXX was found in the message log. Y| N|N N
Contact a certified service engineer.
3 FJSVmadm:A: XXXX:kern: A memory 1-bit error message was found in
Memory Correctable error the message log. Y|IN|Y Y
Replace memory for XXXX.
4 FJSVmadm:A: XXXX:kern: A memory 1-bit error message was found in
Memory Correctable error the message log. Y [N|Y Y
(DIMM size=XXXMB) Replace memory for XXXX.
5 FJSVmadm:A: XXXX:kern: A secondary cache 1-bit error message was
U2-Cache correctable Error found in the message log. Y [N |N N
Replace XXXX.
6 FJSVmadm:A: XXXX:kern: A secondary cache 1-bit error message was
U2-Cache correctable Error found in the message log. Y | N|N N
(CPU detail) Replace XXXX.
7 FJSVmadm:A: XXXX:kern: Degradation of cache/TLB has occurred.
Cache/TLB Degraded Contact a certified service engineer. Y|Y|Y Y
(CPU detail)
8 FISVmadm:A:XXXX:kern: CPU A CPU offline message caused by frequent
offline secondary cache 1-bit errors on the CPU was
found in the message log.
Replace XXXX. Yoy Y
Do not place the corresponding CPU online
when this message is output.
9 FJSVmadm:A: XXXX:kern: A CPU offline message caused by frequent
CPU offline (CPU detail) secondary cache 1-bit errors on the CPU was
found in the message log.
Replace XXXX. vy Y
Do not place the corresponding CPU online
when this message is output.
10 | FJSVmadm:A:XXXX:kern: A CPU urgent error message was found in
CPU Urgent Error (CPU detail) the message log. N|IY|Y Y
Contact a certified service engineer.
11 | FISVmadm: A:XXXX:kern: An Sbus error message was found in the
SBus error message log. N|[N|N N
Contact a certified service engineer.
12 | FJSVmadm:A:XXXX:kern: A PCI data parity error message was found in
PCI Data Parity error the message log. N|N|Y Y
Replace XXXX.
13 | FJSVmadm:A:XXXX:kern: An PCI bus error message was found in the
PCI error(Master Abort) message log. N[ Y|Y Y
Contact a certified service engineer.
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No Main unit
Message (Kern) Explanation/Appropriate action ol
14 | FJSVmadm:A:XXXX:kern: An PCI bus error message was found in the
PCI error(Target Abort) message log. Y |Y
Contact a certified service engineer.
15 | FISVmadm: A:XXXX:kern: An PCI bus error message was found in the
PCI error(Retry Limit) message log. Y|Y
Contact a certified service engineer.
16 | FISVmadm:A:XXXX:kern: An PCI bus error message was found in the
PCI error message log. YI|Y
(Data parity error) Contact a certified service engineer.
17 | FJISVmadm:A:XXXX:kern: An PCI bus error message was found in the
PCI error(SERR) message log. Y|Y
Contact a certified service engineer.
18 | FJSVmadm:A:XXXX:kern: An PCI bus error message was found in the
PCI error message log. YI|Y
(Streaming byte hole error) Contact a certified service engineer.
19 | FJSVmadm:A:XXXX:kern: A message stating that a PCI bus is detached
PCI bus degraded was found in the message log. N |Y
Contact a certified service engineer.
20 | FJSVmadm:A:XXXX:kern: A PCI error message was found in the
PCI Error message log. Y |Y
Contact a certified service engineer.
21 | FJSVmadm:A:XXXX:kern: A PCI slot power-on error message was
PCI Slot Power-on Error found in the message log. Y|Y
Replace XXXX.
22 | FJSVmadm:A:XXXX:kern: A PCI slot power-off error message was
PCI Slot Power-off Error found in the message log. Y |Y
Replace XXXX.
23 | FJSVmadm:A:XXXX:kern: An UPA bus error message was found in the
UPA bus single bit error message log. N |Y
Contact a certified service engineer.
24 | FISVmadm:A:XXXX:kern: An UPA bus error message was found in the
UPA uncorrectable error message log. Y|Y
Contact a certified service engineer.
25 | FJSVmadm:A:XXXX:kern: An UPA bus error message was found in the
UPA bus correctable error message log. YI|Y
Contact a certified service engineer.
26 | FJSVmadm:A:XXXX:kern: A UPA bus error message was found in the
UPA Bus Error message log. Y|Y
Contact a certified service engineer.
27 | FISVmadm:A:XXXX:kern:UPA A UPA bus timeout message was found in
Bus Timeout the message log. Y |Y
Contact a certified service engineer.
28 | FJISVmadm:A:XXXX:kern:Bus A bus error message was found in the
error message log. N|Y
Contact a certified service engineer.
29 | FJSVmadm:P:XXXX:kern:Panic A panic message was found in the message
log. Y|Y
Contact a certified service engineer.
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No Main unit
Message (Kern) Explanation/Appropriate action
B|C|D F
30 | FISVmadm:[: XXXX:kern:Panic A panic message was found in the message
log. N|Y |N N
Contact a certified service engineer.
31 | FJSVmadm:A:XXXX:kern:Occurre | A BAD TRAP message was found in the
d message log. N|N|N N
BAD TRAP Contact a certified service engineer.
32 | FJSVmadm:A:XXXX:kern:Detecte | A thermal error message was found in the
d abnormal temperature message log. N[N |N N
Contact a certified service engineer.
33 | FISVmadm:A:XXXX:kern:"Messag | A hardware failure message associated with
e" XXXX was found in the message log. Y [ N[N N
Contact a certified service engineer.
34 | FISVmadm:A:XXXX:kern: TLB A TLB multiple hit error message was found
Multiple Hit Error(CPU detail) in the message log. N|IY|Y Y
Contact a certified service engineer.
35 | FISVmadm:A:XXXX:kern: TLB A TLB parity error message was found in the
Parity Error(CPU detail) message log. N|IY|Y Y
Contact a certified service engineer.
36 | FJSVmadm:A:XXXX:kern: A correctable error of XXXX was found in
Correctable error the message log. Y|Y|Y Y
Contact a certified service engineer.
37 | FJSVmadm:A:XXXX:kern: A message about a correctable memory error
Correctable error was found in the message log. Y|Y|Y Y
(DIMM size=xxxxMB) Contact a certified service engineer.
38 | FISVmadm:A:XXXX:kern: A CPU uncorrectable error message was
Uncorrectable Error found in the message log. Y|Y|Y Y
Contact a certified service engineer.
39 | FISVmadm:A:XXXX:kern: A CPU uncorrectable error message was
Uncorrectable Error found in the message log. Y|Y|Y Y
(CPU detail) Contact a certified service engineer.
40 | FJISVmadm:A:XXXX:kern: A message about an uncorrectable memory
Uncorrectable Error error was found in the message log. Y|Y|Y Y
(DIMM size=xxxxMB) Contact a certified service engineer.
41 | FJSVmadm:A:XXXX:kern: A CPU FPU error message was found in the
CPU FPU Error message log. Y|Y|Y Y
(CPU detail) Contact a certified service engineer.
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Explanation of messages and appropriate action (SCF_driver)

No Main unit
Message (SCF_driver) Explanation/Appropriate action Ak
1 FJSVmadm:A:SB:scf driver: Ebus timeout has occurred. vIn|n
Ebus Timeout Contact a certified service engineer.
2 FISVmadm:A:SCF:scf driver: An IOCHRDY timeout (Ebus2 T.O) message
Ebus2 Timeout was found in the message log. N|Y|Y
Contact a certified service engineer.
3 FJSVmadm:A:SCF:scf driver: A host bus error message of Ebus2 DMA was
Ebus2 DMA Error found in the message log. N|Y|Y
Contact a certified service engineer.
4 FJSVmadm:A:SB:scf driver: The SCF command has returned abnormally. vIn|n
SCF command error Contact a certified service engineer.
5 FJSVmadm:A:SB:scf driver: All the SCF devices have stopped. vIn|n
SCF HALT Contact a certified service engineer.
6 FJSVmadm:A:SCF:scf driver: A sumcheck error message was found in the
Sumcheck Error message log. N|Y|Y
Contact a certified service engineer.
7 FJSVmadm:A:SB:scf driver: A sumcheck error was detected in the
Sum check Error received data of the SCF command. Y|N|N
Contact a certified service engineer.
8 FISVmadm:A:SB:scf driver: A parity error occurred during the register
Parity Error read operation. Y| N|N
Contact a certified service engineer.
9 FJISVmadm:A:RCI_address: An RCI device was notified of sense
scf driver:device sense information that is not supported or defined vInIn
by the SCF driver.
Contact a certified service engineer.
10 | FISVmadm:A:SCF:scf driver: A command timeout message was found in
Command Timeout the message log. N|Y|Y
Contact a certified service engineer.
11 | FISVmadm:A:SCF:scf driver: An offline message was found in the message
offline log. N|Y|Y
Contact a certified service engineer.
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Explanation of messages and appropriate action (FJSVcpupd)

M (FJSV d) Explanation/A iate acti Main unit
essage cpu xplanation ropriate action
" o i pprop A|lB|C|D|E|F

FISVmadm:A: XXXX:FJSVcpupd A CPU error was detected by CPU patrol
"Message" diagnosis.

For more information, refer to " Abnormal NIY|N|Y|Y|Y
CPU detection message," in the CPU Patrol
Diagnosis User's Guide .
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Explanation of messages and appropriate action (I0-related)

No Main unit
Message (I0-related) Explanation/Appropriate action
B|C|D|E
1 FJISVmadm:A:XXXX:sd: A message stating that the read (or write)
incomplete Read/Write command ended abnormally and a retry
failed was found in the message log. Y|Y|Y|Y
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
2 FISVmadm:A: XXXX:sd: A message stating that the read (or write)
incomplete Read/Write command ended abnormally and a retry
(DRIVE vendor=XXXXXX, failed was found in the message log. Y| Y|Y|Y
product=XXXXXXXXX) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
3 FISVmadm:A:XXXX:sd: A SCSI transfer error message was found in
SCSI transport failed the message log.
Y|Y|Y|Y
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
4 FISVmadm:A: XXXX:sd: A SCSI transfer error message was found in
SCSI transport failed the message log. vivlyly
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
5 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error(Not Ready) message log. vivlyly
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
6 FISVmadm: A:XXXX:sd: A device error message was found in the
Device Error(Not Ready) message log. vlylyly
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
7 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log.
Y|IY|Y|Y
(Recoverable Error) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
8 FISVmadm: A: XXXX:sd: A device error message was found in the
Device Error message log.
(Recoverable Error) Check the statuses of the SCSI cable, SCSI Y|Y|Y|Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
9 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log.
- Y|Y|Y|Y
(No Additional Sense) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
10 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log.
(No Additional Sense) (DRIVE Check the statuses of the SCSI cable, SCSI Y|Y|Y|Y
vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
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No Main unit
Message (I0-related) Explanation/Appropriate action
B|C|D F
11 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error (Media Error) message log.
Check the statuses of the SCSI cable, SCSI Y|ypy Y
unit, and SCSI adapter of XXXX.
12 FISVmadm: A:XXXX:sd: A device error message was found in the
Device Error(Media Error) message log. vlvly v
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
13 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log.
(Hardware Error) Check the statuses of the SCSI cable, SCSI Yy Y
unit, and SCSI adapter of XXXX.
14 FISVmadm: A:XXXX:sd: A device error message was found in the
Device Error message log.
(Hardware Error) Check the statuses of the SCSI cable, SCSI Y|Y|Y Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
15 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log.
Y|Y|Y Y
(Aborted Command) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
16 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log.
(Aborted Command) Check the statuses of the SCSI cable, SCSI Y|Y|Y Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
17 FISVmadm: A:XXXX:sd: A device error message was found in the
Device Error message log.
Y|Y|Y Y
(Illegal Request) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
18 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log.
(Illegal Request) Check the statuses of the SCSI cable, SCSI Y|Y|Y Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
19 FISVmadm: A:XXXX:sd: A device error message was found in the
Device Error message log.
, Y|Y|Y Y
(Miscompare Error) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
20 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log.
(Miscompare Error) Check the statuses of the SCSI cable, SCSI Y[IY|Y Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
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offline
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)

A hardware failure is assumed to have

occurred. Contact a certified service engineer.

No Main unit
Message (I0-related) Explanation/Appropriate action ol
21 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error message log. vy
(Volume Overflow) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
22 FISVmadm: A:XXXX:sd: A device error message was found in the
Device Error message log.
(Volume Overflow) Check the statuses of the SCSI cable, SCSI YI|Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
23 FISVmadm:A: XXXX:sd: A device error message was found in the
Device Error (Blank Check) message log. vy
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
24 FISVmadm: A:XXXX:sd: A device error message was found in the
Device Error (Blank Check) message log. vy
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
25 FISVmadm:A: XXXX:sd: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have Y|Y
(Write Protected) occurred. Contact a certified service engineer.
26 FISVmadm: A:XXXX:sd: An I/0O device failure was detected.
Device Error A hardware failure is assumed to have
(Write Protected) occurred. Contact a certified service engineer. YI|Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
27 FISVmadm:A: XXXX:sd: An I/O device failure was detected.
Device Error A hardware failure is assumed to have Y|Y
(Unit Attention) occurred. Contact a certified service engineer.
28 FISVmadm:A: XXXX:sd: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have
(Unit Attention) occurred. Contact a certified service engineer. Y|Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
29 FISVmadm:A: XXXX:sd: An I/0O device failure was detected.
Device Error A hardware failure is assumed to have Y|Y
occurred. Contact a certified service engineer.
30 FISVmadm:A: XXXX:sd: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have vy
(DRIVE vendor=XXXXXX, occurred. Contact a certified service engineer.
product=XXXXXXXXX)
31 FISVmadm:A: XXXX:sd: Access to an I/O device failed.
offline A hardware failure is assumed to have Y|Y
occurred. Contact a certified service engineer.
32 FISVmadm:A: XXXX:sd: Access to an I/0 device failed.
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No Main unit
Message (I0-related) Explanation/Appropriate action
B|C|D|E|F
33 FISVmadm:A: XXXX:sd: A nonresponse message was found in the
disk not respondin, message log.
P & gelog . Y| Y |[Y|Y|Y
Check the statuses of the cable, unit, and
adapter of XXXX.
34 FISVmadm: A:XXXX:sd: A nonresponse message was found in the
disk not di log.
isk not responding message log . vivivlyly
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
35 FISVmadm:A: XXXX:sd: A transfer error message was found in the
transport failed message log.
. N|{N|Y|N|Y
Check the statuses of the cable, unit, and
adapter of XXXX.
36 FISVmadm: A:XXXX:sd: A transfer error message was found in the
transport failed message log.
‘ N|N|Y|[N|Y
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
37 FISVmadm:A: XXXX:ssd: A message stating that the read (or write)
incomplete Read/Write command ended abnormally and a retry
failed was found in the message log. N|N|N|N|N
Check the statuses of the cable, unit, and
adapter of XXXX.
38 FISVmadm:A: XXXX:ssd: A message stating that the read (or write)
incomplete Read/Write (DRIVE command ended abnormally and a retry
vendor=XXXXXX, failed was found in the message log. N|N|N|N|N
product=XXXXXXXXX) Check the statuses of the cable, unit, and
adapter of XXXX.
39 FISVmadm:A: XXXX:ssd: A SCSI transfer error message was found in
SCSI transport failed the message log.
, N|N|N|N|N
Check the statuses of the cable, unit, and
adapter of XXXX.
40 FISVmadm:A: XXXX:ssd: A SCSI transfer error message was found in
SCSI transport failed the message log.
. N|N|N|N|N
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
41 FISVmadm: A: XXXX:ssd: A device error message was found in the
Device E Not Read; log.
evice Error (Not Ready) message log ‘ NinlInlnln
Check the statuses of the cable, unit, and
adapter of XXXX.
42 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device E t Read log.
evice Error(Not Ready) message log . NIinInlInIN
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
43 FISVmadm: A: XXXX:ssd: A device error message was found in the
Device Error message log.
‘ N|N|N|N|N
(Recoverable Error) Check the statuses of the cable, unit, and
adapter of XXXX.
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C|D|E
44 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error message log.
(Recoverable Error) Check the statuses of the cable, unit, and N|N|N
(DRIVE vendor=XXXXXX, adapter of XXXX.
product=XXXXXXXXX)
45 FISVmadm: A: XXXX:ssd: A device error message was found in the
Device Error message log. NININ
(No Additional Sense) Check the statuses of the cable, unit, and
adapter of XXXX.
46 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error message log.
(No Additional Sense) (DRIVE Check the statuses of the cable, unit, and N|N|[N
vendor=XXXXXX, adapter of XXXX.
product=XXXXXXXXX)
47 FISVmadm: A: XXXX:ssd: A device error message was found in the
Device Error (Media Error) message log. NN N
Check the statuses of the cable, unit, and
adapter of XXXX.
48 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error (Media Error) message log. NN N
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
49 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error message log. NN | N
(Hardware Error) Check the statuses of the cable, unit, and
adapter of XXXX.
50 FISVmadm: A: XXXX:ssd: A device error message was found in the
Device Error message log.
(Hardware Error) Check the statuses of the cable, unit, and N|N|N
(DRIVE vendor=XXXXXX, adapter of XXXX.
product=XXXXXXXXX)
51 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error message log. NN | N
(Aborted Command) Check the statuses of the cable, unit, and
adapter of XXXX.
52 FISVmadm: A:XXXX:ssd: A device error message was found in the
Device Error message log.
(Aborted Command) Check the statuses of the cable, unit, and N|N|N
(DRIVE vendor=XXXXXX, adapter of XXXX.
product=XXXXXXXXX)
53 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error message log. NN N
(Illegal Request) Check the statuses of the cable, unit, and
adapter of XXXX.
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B|C|D|E|F
54 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error message log.
(Illegal Request) Check the statuses of the cable, unit, and N|N|N|N|N
(DRIVE vendor=XXXXXX, adapter of XXXX.
product=XXXXXXXXX)
55 FISVmadm: A: XXXX:ssd: A device error message was found in the
Device Error message log.
. . N|IN|N|N|[N
(Miscompare Error) Check the statuses of the cable, unit, and
adapter of XXXX.
56 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error message log.
(Miscompare Error) Check the statuses of the cable, unit, and N|N|N|N|N
(DRIVE vendor=XXXXXX, adapter of XXXX.
product=XXXXXXXXX)
57 FISVmadm: A: XXXX:ssd: A device error message was found in the
Device Error message log.
‘ N|N|N|N|N
(Volume Overflow) Check the statuses of the cable, unit, and
adapter of XXXX.
58 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error message log.
(Volume Overflow) Check the statuses of the cable, unit, and N[ N|N|N|N
(DRIVE vendor=XXXXXX, adapter of XXXX.
product=XXXXXXXXX)
59 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error (Blank Check) message log.
. N|N|N|N|N
Check the statuses of the cable, unit, and
adapter of XXXX.
60 FISVmadm:A: XXXX:ssd: A device error message was found in the
Device Error (Blank Check) message log.
, N|N|N|N|N
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
61 FISVmadm:A: XXXX:ssd: A nonresponse message was found in the
disk not respondin, message log.
P & gelog , N|{N|N|N|N
Check the statuses of the cable, unit, and
adapter of XXXX.
62 FISVmadm:A: XXXX:ssd: A nonresponse message was found in the
disk not di log.
isk not responding message log ‘ NININININ
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
63 FISVmadm:A: XXXX:ssd: A transfer error message was found in the
transport failed message log.
, N|{N|N|N|N
Check the statuses of the cable, unit, and
adapter of XXXX.
64 FISVmadm:A: XXXX:ssd: A transfer error message was found in the
transport failed message log.
. N|N|N|N|N
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
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65 FISVmadm:A: XXXX:hddv: A device error message was found in the
device error (degraded) message log. vy
Replace the part of the disk array unit of
XXXX.
66 FISVmadm: A:XXXX:hddv: A device error message was found in the
device error (degraded) message log. vy
(DRIVE vendor=XXXXXX, Replace the part of the disk array unit.
product=XXXXXXXXX)
67 FISVmadm:A: XXXX:hddv: A read/write command error message was
incomplete Read/Write found in the message log. vy
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
68 FISVmadm: A:XXXX:hddv: A read/write command error message was
incomplete Read/Write found in the message log. vy
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
69 FISVmadm:A: XXXX:hddv: A SCSI transfer error message was found in
SCSI transport failed the message log. vy
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
70 FISVmadm:A: XXXX:hddv: A SCSI transfer error message was found in
SCSI transport failed the message log. vy
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
71 FISVmadm: A:XXXX:hddv: A device error message was found in the
Device Error (Not Ready) message log. vy
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
72 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error (Not Ready) message log. vl
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
73 FISVmadm: A:XXXX:hddv: A device error message was found in the
Device Error message log. vy
(Recoverable Error) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
74 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
(Recoverable Error) Check the statuses of the SCSI cable, SCSI YI|Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
75 FISVmadm: A:XXXX:hddv: A device error message was found in the

Device Error
(No Additional Sense)

message log.
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
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76 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
(No Additional Sense) Check the statuses of the SCSI cable, SCSI Y[Y|Y Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
77 FISVmadm: A:XXXX:hddv: A device error message was found in the
Device Error (Media Error) message log.
Y|Y|Y Y
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
78 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error (Media Error) message log. vlvly v
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
79 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
Y|Y|Y Y
(Hardware Error) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
80 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
(Hardware Error) Check the statuses of the SCSI cable, SCSI YIY|Y Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
81 JFSVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
Y|Y|Y Y
(Aborted Command) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
82 FISVmadm: A:XXXX:hddv: A device error message was found in the
Device Error message log.
(Aborted Command) Check the statuses of the SCSI cable, SCSI Y|Y|Y Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
83 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
Y|Y|Y Y
(Illegal Request) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
84 FISVmadm: A:XXXX:hddv: A device error message was found in the
Device Error message log.
(Illegal Request) Check the statuses of the SCSI cable, SCSI Y|Y|Y Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
85 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
_ Y|Y|Y Y
(Miscompare Error) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
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86 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
(Miscompare Error) Check the statuses of the SCSI cable, SCSI YI|Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
87 FISVmadm: A:XXXX:hddv: A device error message was found in the
Device Error message log. vy
(Volume Overflow) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
88 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error message log.
(Volume Overflow) Check the statuses of the SCSI cable, SCSI YI|Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
89 FISVmadm: A:XXXX:hddv: A device error message was found in the
Device Error (Blank Check) message log. vy
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
90 FISVmadm:A: XXXX:hddv: A device error message was found in the
Device Error (Blank Check) message log. vy
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
91 FISVmadm:A: XXXX:hddv: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have Y|Y
(Write Protected) occurred. Contact a certified service engineer.
92 FISVmadm:A: XXXX:hddv: An I/O device failure was detected.
Device Error A hardware failure is assumed to have
(Write Protected) occurred. Contact a certified service engineer. Y|Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
93 FISVmadm:A: XXXX:hddv: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have Y|Y
(Unit Attention) occurred. Contact a certified service engineer.
94 FISVmadm:A: XXXX:hddv: An I/O device failure was detected.
Device Error A hardware failure is assumed to have
(Unit Attention) occurred. Contact a certified service engineer. YI|Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
95 FISVmadm:A: XXXX:hddv: An 1/0O device failure was detected.
Device Error A hardware failure is assumed to have Y|Y
occurred. Contact a certified service engineer.
96 FISVmadm:A: XXXX:hddv: An I/0O device failure was detected.
Device Error A hardware failure is assumed to have vy
(DRIVE vendor=XXXXXX, occurred. Contact a certified service engineer.
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97 FISVmadm:A: XXXX:hddv: Access to the disk array unit failed.
offline A hardware failure is assumed to have Y|Y|Y Y
occurred. Contact a certified service engineer.
98 FISVmadm:A: XXXX:hddv: Access to the disk array unit failed.
offline A hardware failure is assumed to have vivly v
(DRIVE vendor=XXXXXX, occurred. Contact a certified service engineer.
product=XXXXXXXXX)
99 FISVmadm:A: XXXX:hddv: A nonresponse message was found in the
disk not responding message log. ‘ vlvly v
Check the statuses of the cable, unit, and
adapter of XXXX.
100 | FJSVmadm:A:XXXX:hddv: A nonresponse message was found in the
disk not responding message log. vlvly v
(DRIVE vendor=XXXXXX, Check the statuses of the cable, unit, and
product=XXXXXXXXX) adapter of XXXX.
101 | FJSVmadm: A:XXXX:st: A SCSI transfer error message was found in
SCSI transport failed the message log.
Y|Y|Y Y
Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
102 | FJSVmadm:A:XXXX:st: A SCSI transfer error message was found in
SCSI transport failed the message log. vlvly v
(DRIVE vendor=XXXXXX, Check the statuses of the SCSI cable, SCSI
product=XXXXXXXXX) unit, and SCSI adapter.
103 | FJSVmadm: A: XXXX:st: A device error message was found in the
Device Error message log. Y|Y|Y Y
(Rewind failed) Replace the SCSI unit of XXXX.
104 | FJSVmadm: A: XXXX:st: A device error message was found in the
Device Error message log.
(Rewind failed) Replace the SCSI unit. Y|Y|Y Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
105 | FJSVmadm:A:XXXX:st: A device error message was found in the
Device Error message log.
Y|Y|Y Y
(Unrecoverable Error) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
106 | FJSVmadm: A: XXXX:st: A device error message was found in the
Device Error message log. Check the statuses of the
(Unrecoverable Error) SCSI cable, SCSI unit, and SCSI adapter. Y| Y|Y Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
107 | FJSVmadm: A:XXXX:st: A device error message was found in the
Device Recoverable Error message log. vivly v
(Illegal Request) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter of XXXX.
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108 | FJSVmadm:A:XXXX:st: A device error message was found in the
Device Recoverable Error message log.
(Illegal Request) Check the statuses of the SCSI cable, SCSI Y|Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
109 | FJSVmadm: A: XXXX:st: A device error message was found in the
Device Error (Media Error) message log. Y|Y
Replace the medium of XXXX.
110 | FJSVmadm:A:XXXX:st: A device error message was found in the
Device Error (Media Error) message log. vy
(DRIVE vendor=XXXXXX, Replace the medium.
product=XXXXXXXXX)
111 FISVmadm: A:XXXX:st: A device error message was found in the
Device Error message log. Y|Y
(Hardware Error) Check the status of the SCSI unit of XXXX.
112 | FJSVmadm:A:XXXX:st: A device error message was found in the
Device Error message log.
(Hardware Error) Check the status of the SCSI unit. YI|Y
(DRIVE vendor=XXXXXX,
product=XXXXXXXXX)
113 | FJSVmadm: A: XXXX:st: A device error message was found in the
Device Error message log. vy
(Aborted Command) Check the statuses of the SCSI cable, SCSI
unit, and SCSI adapter.
114 | FJSVmadm: A: XXXX:st: A device error message was found in the
Device Error message log.
(Aborted Command) Check the statuses of the SCSI cable, SCSI YI|Y
(DRIVE vendor=XXXXXX, unit, and SCSI adapter.
product=XXXXXXXXX)
115 | FJISVmadm:A: XXXX:glm: An XXXX offline message was found in the
offline message log. Y|Y
Contact a certified service engineer.
116 | FJSVmadm: A:XXXX:isp: An XXXX adapter offline message was
adapter offline found in the message log. Y|Y
Contact a certified service engineer.
117 | FJSVmadm: A:XXXX:isp: A hardware failure message associated with
Hard Error XXXX was found in the message log. N|Y
Contact a certified service engineer.
118 | FJSVmadm: A:XXXX:fcpfed: A cipher processor card error message was
PCI Error found in the message log. Y|Y
Replace the cipher processor card of XXXX.
119 | FJISVmadm: A:XXXX:fcpfed: A cipher processor card error message was
Adapter Hard Error found in the message log. Y|Y
Replace the cipher processor card of XXXX.
120 | FJSVmadm:A:XXXX:MPHD: A disk path error message was found in the

Raid controller error

message log.
Replace the disk array controller of XXXX.
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121 | FJSVmadm:A:XXXX:MPHD: A disk path error message was found in the
Raid controller error message log.
(DRIVE vendor=XXXXXX, Replace the disk array controller. vy
product=XXXXXXXXX)
122 | FJSVmadm:A: XXXX:MPHD: A redundant path was used but access to the
all paths failed disk array unit failed.
A hardware failure is assumed to have vy
occurred. Contact a certified service engineer.
123 | FJSVmadm:A:XXXX:MPHD: A SCSI transfer error was detected.
SCSI transport failed A hardware failure is assumed to have Y|Y|Y|Y|Y
occurred. Contact a certified service engineer.
124 | FJSVmadm:A:XXXX:MPHD: A SCSI transfer error was detected.
SCSI transport failed A hardware failure is assumed to have vlyvlylyly
(DRIVE vendor=XXXXXX, occurred. Contact a certified service engineer.
product=XXXXXXXXX)
125 | FJISVmadm:A:XXXX:fjpfca: An adapter hard error message was found in
Adapter Hard Error the message log. YIY|Y|Y|Y
Replace the adapter of XXXX.
126 | FJSVmadm:A:XXXX:fjpfca: A PCI error message was found in the
PCI Error message log.
Check the statuses of the system board and Yy vy
adapter of XXXX.
127 | FJISVmadm:A:XXXX:fjpfca: An adapter error message was found in the
Adapter Error message log. Y| Y |Y|Y|Y
Replace the adapter of XXXX.
128 | FJSVmadm:A:XXXX:fjpfca: A device error message was found in the
Device Error message log.
Check the status of the connected XXXX vy
devices.
129 | FJSVmadm:A: XXXX:sf: A transfer error message was found in the
transport failed message log.
Check the statuses of the cable, unit, and NN Y NGY
adapter of XXXX.
130 | FJSVmadm:A:XXXX:soc: An XXXX offline message was found in the
offline message log. N|N|N|N|N
Contact a certified service engineer.
131 | FJSVmadm: A:XXXX:hme: An offline message was found in the message
offline log. Y| Y|Y|Y]|Y
Replace the adapter of XXXX.
132 | FJSVmadm:A:XXXX:se: An offline message was found in the message
offline log. Y|Y|Y|Y|Y
Replace the system board of XXXX.
133 | FJSVmadm: A: XXXX:wpcd: An adapter hard error message was found in
Adapter Hard Error the message log. Y|Y|Y|Y|Y
Replace the adapter of XXXX.
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C|D|E
134 | FJSVmadm: A:XXXX:sfdsk: A SynfinityDISK error message was found in
"Message" the message log.
For details, refer to "SynfinityDisk Yy
Messages" in the SynfinityDISK Guide.
135 | FJSVmadm: A:XXXX:sfdsk: A SynfinityDISK error message was found in
"Message" the message log. vivly
(DRIVE vendor=XXXXXX, For details, refer to "SynfinityDisk
product=XXXXXXXXX) Messages" in the SynfinityDISK Guide.
136 | FJISVmadm:A:XXXX:nf: An adapter hard error message was found in
Adapter Hard Error the message log. N|N|N
Replace the adapter of XXXX.
137 | FJSVmadm:A:TimerUnit: The timer unit connected to host name
stimed: Timer unit error failed. A timer unit error message was found vivin
(Hardware Error) in the message log.
Replace the timer unit.
138 | FISVmadm:X:XXXX:XXXX A message associated with additional
(add-on): "Message" monitoring was found in the message log.
For more information, see the HTML file in
the following directory of the corresponding Y|Y|Y
device.
/var/opt/FJSVmadm/manual/japanese/index.h
tml
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No Main unit
Message (firmware-related) Explanation/Appropriate action
B|C|D|E|F
1 FISVmadm:X:XXXX:Firm: A system board error was found.
Detected failure on the System Contact a certified service engineer.
N|Y|N|[N|N
Board occurred at MMM DD
hh:mm:ss TZ
2 FISVmadm: X:XXXX:SCF: A fan error was found.
Detected failure on the fan Contact a certified service engineer.
N|Y|N|N|N
occurred at MMM DD hh:mm:
ss TZ
3 FISVmadm:X:XXXX:SCF: A power error was found.
Detected failure on the Contact a certified service engineer.
, N|Y|[N|N|N
power supply unit occurred
at MMM DD hh:mm:ss TZ
4 FISVmadm: X:XXXX:Firm: A CPU error was found.
Detected failure on the CPU Contact a certified service engineer.
(CPU type=X, freq=XXXXMHz, N|Y|N|N|N
Rev=X.X) occurred at
MMM DD hh:mm:ss TZ
5 FISVmadm: X:XXXX:Firm: A secondary cache 1-bit error was found.
U2-Cache correctable Error Contact a certified service engineer.
(CPU type=X, freq=XXXXMHz, N|{Y|N|N|N
Rev=X.X) occurred at
MMM DD hh:mm:ss TZ
6 FISVmadm:X:XXXX:SCF: An RCI node error was found.
Detected failure on the RCI Contact a certified service engineer.
N|Y|N|[N|N
node occurred at
MMM DD hh:mm:ss TZ
7 FISVmadm: X:XXXX:SCF: A panel error was found.
Detected failure on the Contact a certified service engineer.
N|Y|N|N|N
PANEL occurred at
MMM DD hh:mm:ss TZ
8 FJISVmadm:X:XXXX:Firm: A PCI card error was found.
Detected failure on the PCI Contact a certified service engineer.
N|Y|N|[N|N
card occurred at
MMM DD hh:mm:ss TZ
9 FISVmadm: X:XXXX:SCF: A UPS error was found.
UPS failure occurred at Contact a certified service engineer. N|{Y|N|N|N
MMM DD hh:mm:ss TZ
10 FJISVmadm:X:XXXX:Firm: A memory error was found.
Detected failure on the Contact a certified service engineer.
memory module N|{Y|N|N|N
occurred at MMM DD hh:mm:
ss TZ
11 FISVmadm:X:XXXX:Firm: A memory bit error was found.
Memory correctable error Contact a certified service engineer.
N|Y|N|[N|N
occurred at MMM DD hh:mm:
ss TZ
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12 FJISVmadm:I: XXXX:Firm: A message was reported.
Notification ("Message")
occurred at MMM DD hh:mm: Y| NN
ss TZ

13 FISVmadm:X:XXXX:SCF: An environment error was found.
Detected abnormality of Check the log to confirm no thermal error has viNnlN
environment occurred at occurred, and then improve the environment.
MMM DD hh:mm:ss TZ

14 FJSVmadm:X:XXXX:Firm: A DTAGTI bit error was found.
DTAG correctable error Contact a certified service engineer. vIn|n
occurred at MMM DD hh:mm:
ss TZ

15 FISVmadm: X:XXXX:Firm: A hardware configuration error occurred.
Hardware configuration Contact a certified service engineer. vInIn
error occurred at
MMM DD hh:mm:ss TZ

16 FJISVmadm:X:XXXX:Firm: Cache/TLB has been degraded.
Cache/TLB Degrade occurred Contact a certified service engineer. Y |N|N
at MMM DD hh:mm:ss TZ

17 FJISVmadm:X:XXXX:Firm: A hardware error occurred.
Detected hardware error Contact a certified service engineer. Y|N|N
occurred at MMM DD hh:ss TZ

18 FJISVmadm:X:XXXX:Firm: Status reset failed due to recurring part
Notification failures.
(Parts Status Reset Failure) Replace the part and then reset the status Y| N[N
occurred at MMM DD hh:mm: again.
ss TZ

19 FISVmadm:X:TEST:Firm: A test error log is reported.
Notification
(This is a TEST log) occurred at Y| N[N
MMM DD hh:mm:
ss TZ

20 FJISVmadm:A: XXXX:SCF: Setting data held in SCF has been lost. NIy lN
Setup Data Lost Contact a certified service engineer.

*  One of Firm:SCF/POST/OBP is displayed.
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Appendix A Overall Configuration Diagrams

This appendix describes overall configuration diagrams using the PRIMEPOWER series as an example.
The machines of the PRIMEPOWER series can be operated in one of two operation patterns, depending
on the model.

1. Operation from the main unit only
The following models of the PRIMEPOWER series are operated only from the main unit.
PRIMEPOWER 1/200/250/400/450/600/650/850
GP7000F model 200/200R/400/400R/400A/600/600R
The figure below shows operation only from the main unit.
In this operation pattern, all computing resources of the main unit (e.g., CPU, memory, PCI unit)
of the main unit are used as those of a single server.
An RCI cable cannot be connected to PRIMEPOWERI1 model.

Conceplual diagram of owerall configuration (operation fron the main unit oy
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2. Operation from the main unit and a System Management Console (SMC)
The following models of the PRIMEPOWER series are operated from the main unit and a SMC.
PRIMEPOWER 800/900/1000/1500/2000/2500/HPC2500, GP7000F model 1000/2000
The figure below shows operation from the main unit and an SMC.
In this operation pattern, main unit resources are divided into several partitions and each partition
is operated as a single server. SMC manages several servers through centralized control.
In operation from a main unit and SMC, the resources started in partition units and those started by
SMC functionally complement each other.

Concephel diasgramof iverall configuration (PRI EPOWER opiration with SMC)
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The following explains the components that appear in the above figures.

SMC

External power control:
device

Machine Administration :

System Control Facility

System board

Power unit

Fan

PRIMEPOWERS800/900/1000/1500/2000/2500/HPC2500 and GP7000F
model 1000/2000 require an SMC.

Use PRIMEPOWER1/200/250 as the base platform.

The main unit and SMC are connected by a system control LAN and a
user LAN. The system control LAN connects the "System Control
Facility" to the SMC.

On the SMC, "Machine Administration" included in the SCS monitors all
hardware components and partitions in cooperation with the System
Control Facility. To use "Machine Administration," log in to the SMC
(Solaris) from the terminal connected to the SCS via the user LAN.

O

Note

PRIMEPOWER250 can be used as the base platform from SCS2.3 and
later.

Controls power supply to the main unit, the UPS, and the power supplies
of air conditioners, etc.

This software is included in ESF and monitors all hardware components
in cooperation with the System Control Facility. To use "Machine
Administration," log in to Solaris from the terminal connected to the main
unit via the user LAN.

The System Control Facility functions monitors the entire hardware
system, including the main unit and externally connected devices. Itisa
single-board configuration with a dedicated CPU and memory. It
monitors the errors that occur in CPUs, memories, PCI units, disks, fans,
batteries, etc.

The system board is equivalent to a personal computer's motherboard.
Several CPUs, memories, and PCI slots are mounted on the system board;
they are connected by a bus. The types and number of CPUs mounted
on one system board, memory capacity, and the number of PCI slots
depend on the main unit model. Several system boards serve as a basic
part in that they function as a single computer. Internal disks, the disk
arrays housed in a cabinet different from the cabinet in which the main
unit is housed, and tape units can be connected from PCI slots. System
boards are connected by the attachment feature (bus and channel).

Power supply unit with a converter (AC to DC).

Device that cools the inside of a cabinet.
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Appendix B Disk Drive Replacement

This appendix describes how to use the menu for displaying guidance information on disk drive
replacement.
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B.1  Outline of disk drive replacement

Disk drive replacement is classified into two modes: one is "fault replacement" for replacing faulty disks
and one is "preventive replacement” for replacing disks before they become faulty.

The disk drive replacement menu provides guidance information for replacing and mounting disk drives in
these modes.

The Machine Administration menu provides the disk drive replacement function with the following menu
items:
e  The Faulty Hard Disk Drive Replacement (Hot Swap)
Allows replacement of disk drives without stopping system operation.

e Preventive Maintenance of the Hard Disk Drive (Hot Swap)
Allows preventive replacement of disk drives based on checking the frequency of errors, such as
retries, that have occurred previously.
Allows hot swapping without stopping system operation.

e Include the Hard Disk Drive after the Cold Maintenance
Displays guidance information for resetting data and the operation of mounting in

SynfinityDISK/GDS after replacement was performed with system operation stopped.

The following sections describe how to perform replacement using these menu items.
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B.2 Flow of Fault Replacement

Replacement of a faulty disk drive is performed in the following three steps:
e  Unmounting the faulty disk from the system
e Replacing the disk
e Mounting the new disk on the system

B.2.1 Unmounting disks

The following two steps of the unmount operation must be performed to enable disk replacement:
1. Logical unmounting for preventing the volume management software and OS from using the
relevant disk

2. Electrical disconnection for stopping disk rotation and enabling physical removal

In addition to the above, Machine Administration must be notified that the relevant disks can be replaced
physically.

Machine Administration manages a list of disks reported to it as being swappable, to prevent the erroneous
replacement of disks not included in the list.

The unmount operation varies depending on whether SynfinityDisk or PRIMECLUSTER GDS (GDS), or
other volume management software (Solstice™ DiskSuite, VERITAS™ Volume Manager, etc.) is used.

B.2.1.1 When using SynfinityDisk/GDS

When using SynfinityDisk/GDS, the following four disk unmount modes are available and can be selected
according to the operating mode.

e  Automatic unmounting by GDS
This mode can be used when using GDS4.1A30 or later (see Section B.4, "Setting up the GDS
Automatic Unmount function").
Upon detection of a disk error, GDS automatically performs all necessary operations including
logical unmounting, electrical disconnection, and notification to Machine Administration.
You need not manually unmount the disk drive before starting replacement.
After automatic unmounting is performed, the following message is displayed in
/var/adm/messages:

Aug 6 17:29:46 host00 SDX:sdxservd: [ID 702911 user.error] ERROR: disk000001:
/dev/rdsk/c0t2d0s0: ready for swapping due to |/0 error, class=class0001

Alternatively, the GUI screen of GDS will display the disk as being in the SWAP state, as shown below.
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Manual unmounting using the SynfinityDisk/GDS GUI menu

Selecting "Swap Physical Disk" from the SynfinityDisk/GDS GUI menu triggers this function.

The function executes only unmounting from SynfinityDisk/GDS, and notifies Machine

Administration.
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In this case, operation executed electrical disconnection is performed by the Machine

Administration menu operation executed during replacement.

Manual unmounting using the SynfinityDisk/GDS sdxswap command

You can use sdxswap to perform logical unmounting.

For the sdxswap command arguments, specify the class name and SDX disk name used by
SynfinityDisk/GDS. For more information, refer to the "SynfinityDisk Handbook" or
"PRIMECLUSTER Global Disk Services Handbook."

# /usr/sbin/sdxswap -0 —¢ <class name> -d <SDX disk name>

In addition, you have to notify Machine Administration using the diskswap command.
For the diskswap command argument, specify the logical device path of slice No. 0 of the relevant
disk.

# /usr/sbin/FJSVmadm/diskswap add <logical device path>

In this case, electrical disconnection is performed by the Machine Administration menu operation
executed during replacement.

Cold swap
The relevant disk is replaced with the system stopped.
In this mode, the unmount operation is not required.
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B.2.1.2 When using volume management software other than
SynfinityDisk/GDS

When using volume management software other than SynfinityDisk/GDS, the following two unmount
modes are available:

¢ Unmounting from volume management software
Use the volume management software to unmount the relevant disk from the volume.

For the operation procedure, refer to the manual for the software being used.

After logical unmounting is complete, use the diskswap command to notify Machine
Administration.

For the diskswap command argument, specify the logical device path of slice No. 0 of the relevant
disk.

# /usr/sbin/FJSVmadm/diskswap add <logical device path>

In this mode, electrical disconnection is performed by the Machine Administration menu item
executed during replacement.

e Cold swap
The relevant disk is replaced with the system stopped.

In this mode, the unmount operation is not required.

B.2.2 Replacing disk drives

Disk replacement is implemented in one of two modes: hot swap and cold swap.

O

Hote
e Disk drives are replaced by the CE.

B.2.2.1 Hot swap

To perform hot swap, execute the menu item "The Faulty Hard Disk Drive Replacement (Hot Swap)".

The menu item for faulty hard disk drive replacement differs depending on the disk unmount mode as
follows.

e Automatic unmounting by GDS

1. When you select the menu item "The Faulty Hard Disk Drive Replacement (Hot Swap)", the
following menu opens:
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Hard Disk Drive

The following diskis) isfare logically excluded from system:
Fdewfrdsk/e0t1d0=0 (=di: SCSIf0-IDH1) [Disk: diskioni)]
Fdewfrdsk/cdt 1d0=0 (=dBh: PCIR0OO-IDH1) [Disk: diskooio]

Select one of following actions:
v. Start hot replacement of disk(s) listed above
n. Start hot replacement of other diskis)

q:Buit  biBack to previous menu tiGo to top menu  hiHelp

Select (v.m.q9.b.t,.h):

This menu lists the disk drives that have been automatically unmounted by GDS and can now be
replaced.
Each disk name is displayed in the following format:

<logical device name> (Kinstance name>: <unit name>) [Disk: <SDX disk name>]

Logical device name : Represents the logical device name of the applicable
disk.

Instance name . Represents the instance name of the sd driver.

Unit name :  Represents the unit name used in “Chapter 5 Messages”
in the “Machine Administration Guide” (this manual).

SDX disk name . Represents the SynfinityDisk/GDS disk name.

2. Enter "y" if you are going to replace the disk that has automatically been unmounted by GDS.
Enter "n" if any disk has been unmounted in another unmount mode and you are going to replace
that disk first.

For an explanation on replacement in this case, see 2, "Other unmount modes."

nen

3. When you enter "y", a menu for selecting the disk to be replaced opens.

Hard Disk Drive

The following disk(s) haz/have logically been excluded.
You can start hot replacement of following disk(s):

1. fdew/rdsk/c0t1d020 (sdl: SCEIH0-I0H1) [Disk: diskoont]
2. fdev/rdsk/cdt1dl=0 (=dBb: PCIROO-IDE1) [Disk: diskOoino]
a. All

Select disk{z) to be replaced.
(To specify multiple disks, separate them by a comma *,")

q:Euit  biBack to previous menu t:Go to top menu hiHelp

Select (1-2,a.q.b.t.h):

If you are going to replace all the disks that have been automatically unmounted by GDS, enter "a".
If you are going to replace only a specific disk, select that disk.

4. When you select the disk to be replaced, the following screen opens.
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2.

Hard Disk Drive

The fol lowing diskis) isfare going to be replaced.
Fdew/rdsk/clt1d0s0 (=d1: SCSIR0-I0#1) [Disk: disk0ooi]
Sdew/rdsk/cdt1d0=0 (=dE5: PCIX00-IDR1) [Disk: disk0010]

Replace the diskis) with fauolt-LED |it.

Thiz mera will turn on the power of the replaced diskis).
Checl: all the replaced disks are properly installed. then
input “v" to continue.

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select (v.q.b.t.h):

The Fault-LED (amber) on the relevant disk lights.

Physically replace the disk.

After replacement is complete, enter "y". Disk power-on processing is performed and the result
is displayed as follows:

Spinup of the following diskis) isfare successful |y completed:
Sdewdrdsk/c0t1d0s0 (=dl: SCSIR0-IDE1) [Disk: diskioot]
Jdew/rdsk/cdt1d0=0 (=dE5: PCIR00-IDR1) [Disk: disk0010]

Input “y":

nen

Check the result and enter "y". The screen for selecting the operation for mounting disks in GDS
opens.
The subsequent procedure is explained in Section B.2.3, "Mounting disks."

Other unmount modes

If you are going to replace a disk that has been unmounted in a mode other than automatic
unmounting by GDS, the following menu opens when you select the menu item "The Faulty Hard
Disk Drive Replacement (Hot Swap)".

Hard Disk Drive

The following dizk have logical ly been excluded.
fou can start hot replacement of following disk:
1. fdev/rdslk/c0t1d0=0 (=d1: SCSIR0-IDE1)

Zelect disk to be replaced.
q:(uit  b:Back to previouz menu t:Go to top menu hiHelp

Select (1,9,b.1,h:

The disks reported as swappable to Machine Administration are listed.
Select the disk you are going to replace. The following confirmation message appears.

Disk to be replaced fdev/rdsk/cOt1di=0 (=d1: SCIIR0-I0H1)

dre you sure to start replacement by hot swap ?(wv.n):
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O

Note

— When you replace two or more disks, replace them one at a time.

3. If the displayed disk is the target disk, enter "y". Electrical disconnection of the disk is
performed and the following message appears:

Target disk can be located by LED.Please change disk.

1: dizk change has finished.
21 disk chanze has been aborted.
Fleaze enter 1 ar 2.

4. Replace the disk for which the Fault-LED (amber) lights.

5. After replacement is complete, enter "1". The subsequent procedure for mounting disks is
explained in Section B.2.3.3, "Mounting a disk that has been hot-swapped after unmounting by
means other than GDS."

B.2.2.2 Cold swap

Cold replacement refers to the replacement mode in which a disk is replaced with system operation
stopped.
1. Before stopping system operation, confirm the location of the disk to be replaced such as by
checking error messages.
2. Replace the target disk.
For information on how to mount a cold-swapped disk, see Section B.2.3.2, "Mounting a disk that
has been cold-swapped after automatic unmounting," and Section B.2.3.4, "Mounting a disk that
has been cold-swapped after unmounting by means other than GDS."

B.2.3 Mounting disks

Mounting replaced disks in the system can be classified into the following five cases:
e Mounting a disk that has been hot-swapped after automatic unmounting
e Mounting a disk that has been cold-swapped after automatic unmounting
e Mounting a disk that has been hot-swapped after unmounting by means other than GDS
e  Mounting a disk that has been cold-swapped after unmounting by means other than GDS
e Mounting a disk for which a hot-swap operation has completed without the disk having been
incorporated into the system.

O

MNote
When the system has been shut down after hot swapping without properly mounting the
swapped disk, follow the procedure described in B.2.3.1, "Mounting a disk that has been
hot-swapped after automatic unmounting."
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B.2.3.1

Mounting a disk that has been hot-swapped after automatic

unmounting

This section describes how to mount a disk that has been unmounted by the GDS automatic unmount
function and then replaced using the hot swap menu.

This procedure follows the procedure explained in Section 2.2.1, "Hot swap — ® Automatic unmounting
by GDS."

From the replacement menu, you can continue with the procedure to mount the replaced disk in GDS.
During disk mounting, resynchronization copying will be performed automatically, enabling the disk to
be used in a file system.

Hard Disk Drive

Yfou can include the diskis) to SafeDISKSSvnfinityDisk/GDS by this menu
instead of using commands or menu of SafelISKE/Swnf inityDisk/GDS.
Select the diskis) to be included.

(To specify multiple disks, separate them by a comma *,")

1. Ffdevfrdsk/clt1dl=0 (=dl: SCSIf0-IDH1) [Disk: diskioni]

2. fdevSrdzk/cat 1d0=0 (=dBE: PCIfO0-IDE1Y [Diszk: diskooio]
a. &l

q. Buit without attaching.

Mot ice: In case wou quit this menu with diskiz), which had orizinally
been manazed by SafeDISK/Svnf inityDizsk/GDE, excluded, wou
should include detatched diskis) to

SafelISK Svnf inityDizk/GDS, later.

Depending on the capacity of the disk, Reswnchronization

Copwing will take long time. In zome case, it mav take hours.

q:Buit  biBack to previouz menu t:Go to top menu hiHelp

1. Select the disk you are going to mount.
If you want to mount all the disks you replaced, enter "a".

O

Note

— When three or more mirror groups are configured by GDS, multiple disks in the same
mirror group cannot be mounted simultaneously.
Mount them one at a time.

— When a spare disk is used, resynchronization copying of the spare disk may be executed in
the background.
In this case, start mount processing after copying of the spare disk is completed.

You can also quit the menu without mounting disks in GDS. In this case, execute the disk hot
swap menu item again or perform the mount operation using the GDS GUI menu or sdxswap

command to mount the disk in GDS.

2. After you select the disk to mount, the following message appears:
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Hard Disk Drive

The fol lowing diskis) isfare going to be included to
SafeDISH, Saf eDISK /Bvnf initvDisk/GDE,
1. fdev/rdsk/c0t1d0=0 (=d1: SCSIR0-IDE1) [Disk: diskoooi]

Input “v" to continue.
q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select (w.b,h):

If the correct disk is indicated, enter "y". Mounting the disk in GDS begins and the progress of
resynchronization copying is displayed as shown below.

Resynchronization copying takes about one minute per gigabyte of volume size for each volume
allocated on the disk.

Resvnchronizat ion Copving of disks has started.
It will take approximately 80 minutes to complete Reswnchronizat ion
Copying.

Adev/rdsk/c0t1d0=0 (sdl: SCEIH0-IDH1D [Disk: disk0o0i1]
Adev/rdsk/cd4t1d0=0 (sdib: PCIR00-IDH1Y [Disk: disko0in]

Copy processed (Time elapsed @ § minutels))
clt1disl:  BE
cdt1disn:  7E

To refresh the screen, hit return kew.

To quit this meno (Copy will keep processed as backsround job. ),
input q”.

To display the help messazes. input "RY.

Select. (RETURM, q,h}:

This screen is renewed every minute and changes automatically to the subsequent screen after
resynchronization copying is finished.

You can also renew the progress window by pressing the Return key.

You can also enter "q" to quit the progress display. In this case, resynchronization copying will
continue in the background. You can check whether resynchronization copying is complete by
using the sdxinfo command or checking messages output to /var/adm/messages. For more
information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk Services
Handbook."

Resynchronizat ion Copying of following disk(s) isfare successfully
comp | eted.

fdev/rdsl/clt1di=0 (sdl: SCEIR0-IDH1Y [Disk: disk0onit]
fdev/irdsl/cdt1d0s0 (=dBB: PCIR0O-IDR1D [Disk: diska0in]

Input “y":

nen

3. Confirm the message content and enter "y". The replacement results are displayed as follows:
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B.2.3.2

Hot replacement for the disk(s) ended with fol lowing results:
Sdev/rdsk/citidisd (=di: SCRIRO-IDR1Y [Disk: diskoooi]
Sdevirdskefcat1dlsl (=dBb: PCIROO-IDETY [Disk: diskinin]

process completed successful [y,

Input “":

nen

4. Confirm the message content, and enter "y".
If an error occurs during replacement or mount processing, an error message displaying the action
to be taken appears as shown below.
See Section B.6, "Messages," for information on the message that appears.

Hot replacement for the disk(s) ended with following results:
fdev/rdskfedt 1d0=0 (=dBS: PCIHO0-I0H1) [Disk: diskonin]
process failed.

Error: Spinup failed.

dction: Check whether the disk iz inzerted correct|w.

Input “v":

Mounting a disk that has been cold-swapped after automatic

unmounting

This section describes how to mount the disk, which has been unmounted by the GDS automatic unmount
function, with the system operation stopped.

This procedure follows the procedure in Section B.2.2.2, "Cold swap." Two kinds of procedures are
available: Mounting a disk using the Machine Administration menu, and mounting a disk using the
SynfinityDisk/GDS GUI.

O

Mote
If a disk unmounted by the automatic unmount function has been cold-swapped, be sure to follow
this procedure to mount the disk again. If you fail to follow this procedure, the Fault-LED may
remain lit.

e Mounting a disk using the Machine Administration menu
Use menu item "Include the Hard Disk Drive after the Cold Maintenance".

1. When you activate the menu item, the disks that can be mounted are listed.
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Hard Disk Drive

System found that following disk(s) has/have physically been inserted,
but mot logically included to SafeDISESSynfinityDisk/GDS, wet.
Select the disk(s) to be included.

(To specify multiple disks, separate them by a comma *,")

Sdev/rdskde0t 1d0=0 (=dl: SCSIR0O-IDRT) [Disk: diskoont]
Sdev/rdskfcdt 1d0=0 (=dBS: PCIROO-IDR1) [Disk: diskooin]
a. ol

q. Buit without attaching.

Mot ice: Im case wou quit this menu with disk(s), which had originally
been managed by SafeDISK/SvnfinitwDisk/G0S, excluded, wou
should include detatched diskis) ta

SafeDISK/Svnf initwDisk/GD3, later.

Depending on the capacity of the disk, Resvnchronization

Copying will take long time. In some caze. it may take hours.

q:fuit  b:Back to previouz menu t:Go to top menu hiHelp

Select (1-2,a.9,b.1,h:

Select the disk you want to mount.

To mount all disks, enter "a".

O

Note

— When three or more mirror groups are configured, multiple disks in the same mirror group
cannot be mounted simultaneously.
Mount them one at a time.

— When a spare disk is used, resynchronization copying of the spare disk may be executed in
the background.
In this case, start mount processing after copying of the spare disk is completed.

2. When you have selected the disk to mount, the following message appears:

Hard Disk Driwve

The fol lowing diskis) isfare going to be included to
SafeDIZK SafeDISKSynf inityDisk,/GDE.
1. fdevirdsl/c0t1d0=0 {=d1: SCEIR0-ID§1) [Disk: di=kiooi]

Input “%" to continue.
q:Buit biBack to previous menu t:Go to top menu hiHelp

Zelect (v,b,h:

nen

If the message content is acceptable, enter "y". Mounting the disk on GDS begins and the
progress of resynchronization copying is displayed as shown below.
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Resyvnchronizat ion Copying of dizsks haz started.
It will take approximately 80 minutes to complete Resvnchronizat ion
Copying.

Adev/rdsk/e0t1d0=l (sdl: SCSIR0-I0#1) [Disk: disk0001]
fdev/rdale/cat 1d0s0 (sdBS: PCIRO0-IDR1D [Disk: diskinin]

Copy processed (Time elapsed @ § minute(s))
cltidi=n: g%
cdt 1di=s0: X

To refresh the screen, hit return key.

To quit this menu (Copy will keep processed as backzround job. ),
input “q”.

To dizsplay the help messages, input “RHY.

Select.(RETURN,q.h}:

This screen is renewed every minute and changes to the subsequent screen after resynchronization
copying is finished.

You can also renew the progress window by pressing the Return key.

You can also enter "q" to quit the progress display. In this case, resynchronization copying
continues to be executed in the background.

You can check whether resynchronization copying is complete by using the sdxinfo command or
checking messages output to /var/adm/messages.

For more information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk
Services Handbook."

Resynchronization Copwing of following disk(s) isfare successfully
comp | eted.

Fdev/rdsk/e0t1d0=0 (sdl: SCEIH0-IDR1D [Disk: diskOoni]
Fdev/rdsk/edt 1d0=0 (sdib: PCIR00-IDE1Y [Disk: disk00i0]

Input “v":

nen

3. Confirm the message content and enter "y". The mount results are displayed as follows:

Included to SafeDISK/SvnfinityDisk/GDS for the diskis) ended with
following results:

Fdewfrdsk/e0t1d0=0 (=dl: SCSIR0-I0H1) [Disk: diskioni]
Fdewfrdsk/cdt1d0=0 (=dBE: PCIROO-IOH1Y [Disk: diskiooio]

process conpleted successful |y,

Input “y":

nen

4. Confirm the message content, and enter "y".
If an error occurs during replacement or mount processing, an error message displaying the action
to be taken appears as shown below.
See Section B.6, "Messages," for information on the message that appears.
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B.2.3.3

Included to SafeDISK/SynfinityDisk/GDS for the disk(s) ended with
following results:
Jdev/rdskfedt 1d0=0 (=dBS: PCIROO-IDR1) [Disk: diskooin]

process failed.

Error: Spinup failed.

dction: Check whether the disk iz inzerted correct lw.

Input “y":

e Mounting a disk using the SynfinityDisk/GDS GUI

To mount a disk using the SynfinityDisk/GDS GUI, you have to use resethardstat in advance to

reset the disk status information retained by Machine Administration.

1. The resethardstat command resets the disk status information retained by Machine Administration.

For the resethardstat command argument, specify the sd driver instance name (sd46, for example).

# /usr/sbin/FJSVmadm/resethardstat <instance name>

2. From the SynfinityDisk/GDS GUI menu, select "Restore Physical Disk" and mount the disk in

SynfinityDisk/GDS.
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Mounting a disk that has been hot-swapped after unmounting by

means other than GDS

This section describes how to mount a disk that has been hot-swapped after unmounting by a method other

than the GDS automatic unmount function.
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After completion of replacement using the hot swap menu, you have to perform one of the following
operations.

e When using SynfinityDisk/GDS
You have to perform the operation for mounting disks in SynfinityDisk/GDS.
Use the sdxswap command or GUI to mount disks in SynfinityDisk/GDS. For the sdxswap
command arguments, specify the class name used by SynfinityDisk/GDS and the SDX disk name.

# /usr/sbin/sdxswap -1 —c¢ <class name> -d <SDX disk name>

e When using volume management software other than SynfinityDisk/GDS
You have to perform the operation for mounting disks in the management scope of the volume
management software used.
For information on how to mount disks, refer to the manual for the relevant volume management

software.

B.2.3.4 Mounting a disk that has been cold-swapped after unmounting by
means other than GDS

After replacement with system operation stopped, you have to perform one of the following operations.

1. Use the resethardstat command to reset the disk status information retained by Machine
Administration. As command argument for the resethardstat command, specify the sd driver

instance name (sd46, for example).

# /usr/sbin/FJSVmadm/resethardstat <instance name>

2. Mount the disk.
There are two types of mounting procedures, depending on whether SynfinityDisk/GSD or another

volume management software product is used.

e  When using SynfinityDisk/GDS
You have to perform the operation for mounting disks in SynfinityDisk/GDS.
Use the sdxswap command or GUI to mount disks in SynfinityDisk/GDS.

— When using the command line
Use the sdxswap command to mount disks in SynfinityDisk/GDS. For the sdxswap
command arguments, specify the class name used by SynfinityDisk/GDS and the SDX disk

name.

# /usr/sbin/sdxswap -1 —c <class name> —-d <SDX disk name>

— When using the GUI
From the SynfinityDisk/GDS GUI menu, select "Restore Physical Disk" and mount the
disk in SynfinityDisk/GDS.
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‘When using volume management software other than SynfinityDisk/GDS

You have to perform an operation for mounting disks in the management scope of the volume
management software used.

For information on how to mount disks, refer to the manual for the relevant volume management

software.
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B.3 Flow of Preventive Replacement

Preventive replacement of disks for which no apparent errors have been detected by GDS or Machine
Administration is performed by taking the following four steps:

e  Checking disk error information

e  Unmounting disks

e Replacing disks

e Mounting disks

B.3.1 Checking disk error information

During preventive replacement, a disk that has not been recognized as faulty is replaced and therefore the
disk to be replaced needs to be determined according to information other than fault information such as
error marks.

For this purpose, the Machine Administration menu provides a function for displaying disk error statistics
information to facilitate preventive replacement.

Disk error statistics information is collected by counting disk I/O retry messages every day.

The menu item "Preventive Maintenance of the Hard Disk Drive (Hot Swap)" first displays error statistics
information.

This information is supplementary information for assisting you in determining whether the selected disk
needs to undergo preventive replacement.

O

Note
When using software other than GDS4.1A20 or earlier or SynfinityDISK, the target disk must be
unmounted according to the procedure given in Section B.3.2, "Unmounting disks," before starting
replacement using the "Preventive Maintenance of the Hard Disk Drive (Hot Swap)" menu item.

If the menu item is executed before disk unmounting, an error occurs.

1. When you select the menu item "Preventive Maintenance of the Hard Disk Drive (Hot Swap)", the

following menu opens.

Prevent ive Replacement for Disk

Input the diszk name to be replaced.
One of the following notation can be used:

Inztance Mame!=d4)
Device Special File MamefcktXdisk)
Unit MamefPCIEX-IDEX, SCSIEX-IDEK, etc.)

L: Select from a list.
q:Euit  biBack to previous menu t:Go to top menu hiHelp

Zelect (name,L.q.b.t.h):
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Infarmation

Disk error statistics information can be displayed not only by using the "Preventive Maintenance
of the Hard Disk Drive (Hot Swap)" menu item but also by using the "Disk error statistics

information" menu item in the "Log Data" menu.

2. Enter a disk name.
For the disk name, you can use one of the following three formats as shown in the menu. Enter
the disk name that has been displayed in the relevant messages or on the relevant menu screens.
— Instance name of sd driver
— Logical device name (under /dev/rdsk)
— Physical disk name (unit name written in the "Machine Administration Guide" Chapter5,
"Messages")

You can also select the target disk from the list. To do so, enter "L" to display a list as shown

below:

Prevent ive Replacement for Dislk

Select a dizk to be replaced:
1. fdev/rdsk/c0t1d0=0 (=d1: PCIRO0-IDH1) [Disk: diskooot]
2. Sfdevirdzk/cit1d0=0 (=d17: PCIROO-IDE1Y [Disk: diskonio]

q:Guit  biBaclk to previous menu t:Go to top menu hiHelp

Select (1-2,9.b.t,hi:

Even when a physical disk name is entered, this may not be sufficient to uniquely identify one disk.
In this event, candidate disks are listed so that you can select one as shown below.

Prevent ive Replacement for Disk

Specified name hits more than one disk.

Select a disk to be replaced:

1. Fdev/rdsk/c0t1d0=0 (=d1: PCIHOO-ID41) [Disk: diskonni]
2. Sdev/rdskic141d0=0 (=d17: PCIROO-IDETY [Disk: disk0ioin]

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select (1-2,9.b,t.h):

3. When you select the target disk, error occurrence statistics information appears as shown below:
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Preventive Replacement for Disk

Di=k name:
Fdev/rdskfe0t1d0s0 (=di: PCIROO-IDR1) [Disk: diskooot]

Dizk error statistics information:
Date Error count
Mar 10 2004 : ]
Mar 11 2004 @ 20
Mar 12 2004 @ 230

fre wou going to replace this disk ?
Input “v" to proceed

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select (v,9.b.t,h):

nen

Check the displayed information. If the correct disk is selected, enter "y".
If no error statistics information appears for the selected disk, no error retry events may have
occurred for the disk. Check whether you selected the wrong disk.

B.3.2

Unmounting disks

B.3.2.1

To make a disk hot swappable for preventive maintenance purposes, you have to perform the following
two steps of operation:
1. Logical unmounting for preventing the volume management software and OS from using the
relevant disk

2. Electrical disconnection for stopping disk rotation to enable physical removal

In addition to the above, Machine Administration must be notified that the relevant disks can be replaced
physically. Machine Administration manages a list of disks reported to it as being swappable, to prevent
the erroneous replacement of disks not included in the list.

The unmount operation for preventive hot swap varies depending on the type of software used:

GDS4.1A30 or later, SynfinityDisk, GDS4.1A20 or earlier, or other volume management software
(Solstice™ DiskSuite, VERITAS™ Volume Manager, etc.)

When using GDS4.1A30 or later

Automatic unmounting can be performed using the menu item "Preventive Maintenance of the Hard Disk
Drive (Hot Swap)".
1. When you enter "y" in Section B.3.1, "Checking disk error information," the following screen
opens:
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Prevent ive Replacement for Disk

Dizk name:
Sdevirdsk/e0t1d0s0 (=d1: PCIRO0-IDE1) [Disk: diskooot]

Thiz disk iz going to be logical ly excluded.

WARMIMG:
While it’s excluded. mirroring feature related to it will be
temporari |y zuspended. bz a result, data could be lost if remaining
dizk faced problem in that period.

Input “v" to continue.
q:fuit b:Back to previous menu t:Go to top menu hiHelp

Select (v.q.b.t,h):

nen

2. To continue unmount processing, enter "y".

B.3.2.2 When using SynfinityDisk/GDS4.1A20 or earlier

When using SynfinityDisk/GDS, you have to use one of the following two types of disk unmount
operations before starting replacement using the menu item "Preventive Maintenance of the Hard Disk
Drive (Hot Swap)".

e Manual unmounting using the SynfinityDisk/GDS GUI menu
This function is triggered by selecting "Swap Physical Disk" from the SynfinityDisk/GDS GUI
menu. The function executes unmounting from SynfinityDisk/GDS, and notifies Machine
Administration.
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B.3.2.3
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In this case, electrical disconnection is performed by the Machine Administration menu operation
executed during replacement.

Manual unmounting using the SynfinityDisk/GDS sdxswap command

You can use sdxswap to perform logical unmounting. For the sdxswap command arguments,
specify the class name and SDX disk name used by SynfinityDisk/GDS.

For more information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk
Services Handbook."

# /usr/sbin/sdxswap -0 —c¢ <class name> —-d <SDX disk name>

In addition, you have to notify Machine Administration using the diskswap command. For the
diskswap command argument, specify the logical device path of slice No. 0 of the relevant disk.

# /usr/sbin/FJSVmadm/diskswap add <logical device path>

In this case, electrical disconnection is performed by the Machine Administration menu operation
executed during replacement.

When using volume management software other than
SynfinityDisk/GDS

When using volume management software other than SynfinityDisk/GDS, follow the procedure below to
perform the unmount operation.

Use the volume management software to unmount the relevant disk from the volume. For the
operation procedure, refer to the manual for the relevant software.

AP_B-22



B.3 Flow of Preventive Replacement

2. After unmount from the volume management software is completed, use the diskswap command
to notify Machine Administration. For the diskswap command argument, specify the logical
device path of slice No. 0 of the relevant disk.

# /usr/sbin/FJSVmadm/diskswap add <logical device path>

In this case, electrical disconnection is performed by the Machine Administration menu operation
executed during replacement.

B.3.3 Replacing disks

The procedure for preventive maintenance (hot swap) varies depending on whether GDS4.1A30 or later is
used. The menu display automatically changes depending on this.

B.3.3.1 When using GDS4.1A30 or later

When using GDS4.1A30 or later, you can perform a series of operations from the unmount operation
screen of the "Preventive Maintenance of the Hard Disk Drive (Hot Swap)" menu item.

1. After selecting the disk to be replaced, the following screen opens.

Hard Disk Drive

The following diskis) isfare going to be replaced.
SdewSrdsk/c0t1d0=0 (=d1: SCEIH0-IDH1) [Disk: diskooni]
Sdevirdskicat1d0=0 (=dBb: PCIROO-IDE1Y [Disk: diskinin]

Replace the diskiz) with fault-LED |it.

Thiz menu will turn on the power of the replaced diskis).
Check all the replaced disks are properly inztalled, then
input *y” to cont inoe.

q:Buit  biBack to previous menu t:Go to top menu  hiHelp

Select (y.q9.b.t.h):

The Fault-LED (amber) on the relevant disk lights. Replace the disk physically.

nen

2. After replacement is complete, enter "y". Disk power-on processing is performed and the result
is displayed as follows:

Spinup of the following disk(s) i=zfare successful ly completed:
Fdew/rdsk/clt1d0s0 (=d1: SCSIR0-I0#1) [Disk: disk0ooi]
Sdewfrdsk/cdt1d0=0 (sdE6: PCIX0O0-IDR1) [Disk: disk0o0i10]

Input “y™:

3. Check the result and then enter "y". The screen for selecting the operation for mounting disks in
GDS opens. For the subsequent procedure, see Section B.3.4.1, "When using GDS4.1A30 or
later."
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B.3.3.2 When using software SynfinityDISK/GDS4.1A20 or earlier

1. Ifyou enter "y" after checking statistics information, the following menu opens.

Prevent ive Replacement for Disk

Dizl name:

fdev/rdsl/clt 1dls0 (sdi: SCETR0-T041D

Thiz dizk iz going to be logically excluded.

Irput “v" to continue.

q:fuit  biBack to previous menu tifGo to top menu hiHelp

Select (v.q.b.t,R):

2. Select the disk you are going to replace. The following confirmation message appears.

Disk to be replaced fdevwfrdsk/c0t1d0=0 (=di: SCSIf0-IDH1)

fire vou sure to start replacement by hot swap ?(w,n):

3. If the displayed disk is the target disk, enter "y". Electrical disconnection of the disk is
performed and the following message appears:

Target disk can be located by LED.Pleasze chanze disk.

1: disgk change haz finizhed.
2: dizsk change has been aborted.
Fleaze enter 1 or 2.

Replace the disk for which the Fault-LED (amber) lights.
After replacement is complete, enter "1".

B.3.4 Mounting disks

The procedure for mounting disks after preventive maintenance (hot swap) varies depending on whether
GDS4.1A30 or later is used.

B.3.4.1 When using GDS4.1A30 or later

Using the menu item "Preventive Maintenance of the Hard Disk Drive (Hot Swap)", you can continue to
mount the replaced disk in GDS.

Mounting the disks automatically implements resynchronization copying and enables the disks to be used
in a file system.

AP_B-24



B.3 Flow of Preventive Replacement

Hard Disk Drive

You can include the disk(s) to SafeDISK/SvnfinityDisk/GDS by this menu
instead of using commands or menu of SafeDISK/SwnfinitvDisk/GDS.
Select the diskiz) to be included.

(To specify multiple disks, separate them by a comma *,")
1.

Motice: In case wou quit this menu with diskis), which had orizinally

SafeDISK Svnf initvDisk/GDS, later.
Copwing will take long time. In some case. it maw take hours.

q:0uit  biBack to previouz menu t:Go to top menu hiHelp

2. Sdew/rdskfcdt1disn (=dfB: PCIf00-IDH1) [Disk: diskooin]
A,
q. AQuit without attaching.

Zelect {1-2,a,9,t.h0:

fdev/rdale/c0t 1d0s0 (sd1: SCSTH0-I0H1) [Disk: disk0ooi]

il

been managed by SafeDISKE Swnf inityDisk/GDS, excluded, wou
should include detatched diskis) to

Depending on the capacity of the disk, Reswvnchronization

1.

3.

Select the disk you are going to mount. If you want to mount all the disks replaced, enter "a".

O

Note

— When three or more mirror groups have been set up, two or more disks in the same mirror
group cannot be mounted simultaneously. Mount them one at a time.

— When a spare disk is used, resynchronization copying of the spare disk may be executed in
the background. In this case, start mount processing after copying of the spare disk is
completed.

You can also quit the menu without mounting disks in GDS. In this case, execute the disk hot
swap menu again or perform the mount operation using the GDS GUI menu or sdxswap command

to mount the disk in GDS.

After you select the disk to mount, the following message appears:

Hard Disk Drive

The fol lowing diskis) isfare going to be included to
Saf eDISK Saf eDISK  Bvnf inityDislk/GDE.
1. fdewirdsl/c0t1d0=0 (=dl: SCEIR0-IDE1D [Disk: disk0ooi]

Imput “v" to continue.

q:fuit  b:Back to previous menu t:Go to top menu hiHelp

Select (w.b,h):

If the correct disk is indicated, enter "y". Mounting the disk in GDS begins and the progress of
resynchronization copying is displayed as shown below.
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Resynchronization copying takes about one minute per gigabyte of volume size for each volume
allocated on the disk.

Resynchronization Copwing of disks has started.
It will take approximately 80 minutes to complete Reswvnchronization
Copying.

fdev/rdsl/clt1di=0 (sdl: SCEIR0-I0H1) [Disk: diskioni]
fdev/rdsl/cdt1d0s0 (=dBB: PCIR0O-IDR1D [Disk: disk00in]

Copy processed (Time elapsed @ 6 minute(s))
cOt1d0=0: 3
cat 1d0=0: 13

To refresh the screen, hit return kew.

To quit this menu (Copy will keep processed as backzround job. ),
input “g”.

To display the help messazes, input “hH".

Select. (RETURN, q.h):

This screen is renewed every minute and changes to the following window after resynchronization
copying is finished.

You can also enter "q" to quit the progress display. In this case, resynchronization copying
continues to be executed in the background.

You can check whether resynchronization copying is complete by using the sdxinfo command or
checking messages output to /var/adm/messages.

For more information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk
Services Handbook."

Resynchronization Copying of following disk(s) isfare successful ly
comp | eted.

Sdevsrdsk/c0t1d0s0 (=di: SCSIRO-IDET Y [Disk: disk00oi]
Sdev/rdsk/cdt 1d0s0 (=dB: PCIHOO-IDR1D [Disk: disk00io]

Input “y":

nen

4. Confirm the message content and enter "y". The replacement results are displayed as follows:

Hot replacement for the disk(s) ended with fol lowing results:
Sdev/rdsk/citidisd (=di: SCRIRO-IDR1Y [Disk: diskoooi]
Sdevirdskefcat1dlsl (=dBb: PCIROO-IDETY [Disk: diskinin]

process conpleted successful |y,

Input “":

nen

5. Confirm the message content, and enter "y".
If an error occurs during replacement or mount processing, an error message displaying the action
to be taken appears as shown below.
See Section B.6, "Messages," for information on the message that appears.
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Hot replacement far the disk(s) ended with fallowing results:
Jdev/rdskfedt 1d0=0 (=dBS: PCIROO-IDR1) [Disk: diskooin]
process failed.
Error: Spinup failed.
dction: Check whether the disk iz inzerted correct |w.

Input “y":

B.3.4.2 When using software other than GDS4.1A30 or later

After you finish disk replacement using the menu item "Preventive Maintenance of the Hard Disk Drive
(Hot Swap)" while using software other than GDS4.1A30 or later, you have to perform one of the

following types of operation:

e When using SynfinityDisk/GDS
You have to perform the operation for mounting disks in SynfinityDisk/GDS using the sdxswap
command or the GUL. Mount the disk in SynfinityDisk/GDS. To mount a disk using the
SynfinityDisk/GDS GUI, select "Restore Physical Disk" from the SynfinityDisk/GDS GUI menu
and mount the disk in SynfinityDisk/GDS.

Configuration Tre Restore Physical Disk ||muuu
¢ [ iyt || REtACRSSC hwm _____ _ [stu[Clazaame | Sme | JRM
3 : lass0001 1,00 G2 ]
-] m clasgin) Mtach Shoe War [
? - grau| St SRR R
9 ¥ aard O
. ¥ i
e T —— | 0
I
S R
Dilsk Hamg | Slates Physical Désk | Group Mems |
E drEk00000 erabled 0 a0 group0odi
& diski0o0o: SWED c02dn grauplooi
| R e |8
Infurmation |
Fatla: ERROR d1:1 i2 anbyvald slice
Jarea Ppplel Window

You can also use the sdxswap command in the command line to mount a disk. For the sdxswap
command arguments, specify the class name used by SynfinityDisk/GDS and SDX disk name.

# /usr/sbin/sdxswap -1 —c¢ <class name> -d <SDX disk name>

For more information, refer to the "SynfinityDisk Handbook" or "PRIMECLUSTER Global Disk
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Services Handbook."

e When using volume management software other than SynfinityDisk/GDS
You have to perform the operation for including disks in the management scope of the volume
management software used. For information on how to mount disks, refer to the manual for the

relevant volume management software.
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B.4 Setting up the GDS Automatic Unmount function

To enable the automatic unmount function with GDS4.1A30 or later, follow the procedure below:

1. Add a parameter statement to the GDS setting file.
Add the following line to the /etc/opt/FISVsdx/sdx.cf file:

SDX_ERROR_REPORT=warn

2. Reboot the system.
After this function is enabled, GDS operation changes as follows:
If an error occurs in one slice, all other slices located on the same physical disk are unmounted
simultaneously.
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B.S Notes

This section provides notes on replacing disk drives.

B.5.1 Notes on disks shared by clusters

When replacing cluster-shared disks, note the following:

When performing automatic unmounting or preventive replacement using GDS4.1A30 or later, you can
execute the replacement menu from either node.

However, when using SynfinityDisk or GDS4.1A20 or earlier, be sure to perform the three operation types
unmounting, replacement, and mounting from one specific node only.

After completion of replacement, be sure to display configuration information using the Machine
Administration menu to check for error states from both nodes of the cluster. If an error remains,
perform the error mark reset operation.
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B.6 Messages

This section describes the messages displayed during replacement of disk drives.

B.6.1 Error messages displayed during execution of menu items

The following error messages may be displayed for the menu items "The Faulty Hard Disk Drive
Replacement (Hot Swap)," "Preventive Maintenance of the Hard Disk Drive (Hot Swap)," and "Include
the Hard Disk Drive after the Cold Maintenance".

Message Invalid input. Try again.

Explanation An invalid character was entered.

Appropriate Enter a valid character (option).

action

Message There is no device for which hot swapping is possible.

Explanation No device is in swappable state.

Appropriate To replace a disk drive, perform logical unmounting of the disk in advance.

action

Message There is no disk that can be included.

Explanation Mounting after cold swap was selected but no disk can be mounted.

Appropriate No action is required because mount processing is already complete.

action

Message Menu has already blocked <logical disk name> for maintenance. Confirm no other menu is
started.

Explanation The target disk cannot be replaced because it is in use from another menu.

Appropriate If the disk is being operated from another menu, complete the operation.

action

Message Exclude failed: <logical disk name>

Explanation Electrical disconnection of the disk drive failed.

Appropriate If the relevant disk is in use, complete logical unmounting and then retry operation.

action Check for errors in the route to the disk (related PCI adapter, cable, extended file unit, etc.)

Message The disk which can operate does not exist in the selected disks.

Explanation Operation cannot be continued for any selected disks because electrical disconnection failed
or maintenance operation is in progress from another window.

Appropriate If the relevant disk is in use, complete logical unmounting and then retry the operation.

action Check for errors in the route to the disk (related PCI adapter, cable, extended file unit, etc.)
If the disk is being operated from another menu, complete the operation.

Message Include failed: <logical disk name> |
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Explanation Electrical and logical mounting of a disk drive failed.

Appropriate Check for errors in the route to the disk (related PCI adapter, cable, extended file unit, etc.)

action Check whether the size of the new disk is smaller than that of the original one.

Message Include failed about all disks.

Explanation Resynchronization copying of all replaced disks failed.

Appropriate Take action according to the error message on each disk.

action

Message No disk found.

Explanation No applicable disk is found in the error statistics information for preventive replacement.

Appropriate No action is required.

action

Message Error statistics information does not exist.

Explanation No statistics information exists for the selected disk because no errors occurred for this disk.

Appropriate No action is required.

action

Message Internal error.

Explanation An error occurred during program processing.

Appropriate Contact a certified service engineer.

action

Message Failed to execute command

Explanation A command used in the menu returned abnormally.

Appropriate Contact a certified service engineer.

action

Message The error counter initialized failure.

Explanation Statistics information reset processing started from the error information reset screen failed.

Appropriate Contact a certified service engineer.

action

Message Selected disk is not supported.

Explanation The selected disk is not supported for hot swap controlled from the Machine Administration

menu.

Appropriate Select a valid disk.

action When replacing a disk of a RAID device, follow the maintenance procedure for the device.
B.6.2 Messages displayed when an error occurs during replacement

Error messages may be displayed on the result display screen at the time of completion of mount
processing after hot or cold swap. The following error messages are displayed for individual disks on
which an error occurred.

AP_B-32



B.6 Messages

Message Exclude failed.

Explanation Electrical disconnection processing of a disk failed.

Appropriate Check for proper configuration/status of PCI adapter, file unit (file bay) and cable between
action them.

Message Connection failed during spinup.

Explanation Electrical mount processing of a disk failed.

Appropriate Check for proper configuration/status of PCI adapter, file unit (file bay) and cable between
action them.

Message Resynchronization copying was failed, or command to display progress was failed.
Explanation Resynchronization copying failed because of an error after replacement.

Alternatively, command execution failed because of a software error.

Appropriate This failure could be caused not only by hardware, but also by software related issues.
action Check disk status on the SynfinityDisk/GDS menu. When you can confirm by the menu that
all disks are properly configured and working, you can finish your maintenance work.
When the menu shows only newly replaced disk is excluded by GDS, confirm whether the
source disk or destination disk is properly installed. In addition to this, check a route to the
disks, such as a cable or PCI adapter. You should then reattempt this replacement procedure.
If you see any other problem, please consult a manual of SynfinityDisk/GDS.

Message The disks cannot be included in GDS because a disk is in the process of resynchronization
copying.
(Class:<class>, Disk:<disk>)
Explanation The specified disk cannot be mounted in GDS because the group to which the disk belongs
contains another disk that is subject to resynchronization copying.
Appropriate Wait until resynchronization copying is complete, then use the sdxswap command or GUI to
action include the disk.

After the resynchronization copying is complete, perform the same procedures again.

Message The disk cannot be included in GDS because it cannot be recognized correctly.
(Class:<class>, Disk:<disk>)

Explanation The specified device cannot be recognized as a disk drive.

Appropriate Check whether power is turned on normally, or check the format of the disk drive.

action After recovery, use the sdxswap command or the GUI to mount the disk.

[Check the connection and formatting status of the disk.]

Message The disk cannot be included in GDS because the disk size is insufficient.
(Class:<class>, Disk:<disk>)

Explanation The specified disk cannot be mounted in GDS because the disk size is too small.

Appropriate Use a disk with a size equal to or greater than the original disk used before replacement.

action After replacement, use the sdxswap command or GUI to mount the disk.

[Mount a disk of the same size as or of a size larger than that of the original disk, and perform

the procedure again.]

Message The disk cannot be included in GDS.
(Class:<class>, Disk:<disk>)
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Explanation The sdxswap -I command terminated abnormally. Alternatively, the specified device could
not be found.
Appropriate Check the GDS configuration and status based on the console messages, GDS log, and output
action of the sdxinfo command.
After recovery of GDS, use the sdxswap command or the GUI to perform mount processing.
[Check the GDS configuration and status.]
Message The disk cannot be excluded from GDS.
(Class:<class>, Disk:<disk>)
Explanation The sdxswap -O command terminated abnormally. Alternatively, the specified device could
not be found.
Appropriate Check the GDS configuration and status based on the console messages, GDS log, and output
action of the sdxinfo command.
After recovery of GDS, retry the operation.
[Check the GDS configuration and status.]

B.6.3

Messages output to /var/adm/messages

Message ERROR: <disk>: <device>: ready for swapping due to I/O error, class=<class>

Explanation Because an 1/0O error occurred on the disk <disk> in class <class>, the physical disk <device>
has been logically unmounted from GDS administration so that it can be replaced.

Appropriate Replace the relevant disk using the disk drive replacement menu.

action However, if this message is followed by error message "ERROR: <device>: setup for
hot-swap failed" output to the console, take action according to the response provided for the
error message.

Message ERROR: <device>: setup for hot-swap failed

Explanation The physical disk <device> has been logically unmounted from GDS administration so that it
can be replaced, but it could not be unmounted electrically.

Appropriate Check for errors in the route to the disk (related PCI adapters, cables, extended file units,

action etc.)
After error recovery, use the hot swap menu to perform swap processing.

Message chgdisk : Power supply of disk is cut off. (<device>)

Explanation The disk drive <device> has been electrically disconnected successfully.

Appropriate Perform swapping using the disk drive replacement menu.

action If this message is displayed during execution of the replacement menu item, ignore the
message.
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This section explains the procedures for troubleshooting.
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C.1 Problems related to  SynfinityCluster and

PrimeCluster:

When an error mark is displayed on the operation management screen for
SynfinityCluster or PrimeCluster

When the operation management screen for SynfinityCluster or PrimeCluster displays a * or a &, this
indicates that the error monitoring function of machine administration has detected an error of some kind.
Use the Machine Administration menu to check the machine status and perform the required actions by
using the following procedure:

e For PRIMEPOWER250/450/650/850/900/1500/2500 or HPC2500 series:
— Use the Management of Hardware Error Event menu to check which events occurred.
— For each event, check whether maintenance and the required actions have been performed.
If suitable action has not yet been performed, contact a certified service engineer.
— If the event remains displayed after maintenance has been completed, first perform a reset
with the Management of Hardware Error Event menu, then use the resethardstat(1M)

command for a reset.

e  For other models:

— Use the monitoring information from the Hardware Monitoring Information menu for the
respective unit to check [Status].

— Check whether maintenance and the required actions have been performed for all units in
which an error occurred. If suitable action has not yet been performed, contact a certified
service engineer.

— If [Status] remains displayed after maintenance has been completed, first perform a reset
with the Hardware Monitoring Information menu, then use the resethardstat(1M) command

for a reset.

O

Note

Do not perform a reset unless suitable action has been performed for all errors that occurred.
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Adapter
The adapter is a card for I-O control.

AP-Net
This is the high speed inter-connection system developed by Fujitsu, that has 240MB/s of the
bandwidth (bidirection).
There are two types of the system: One is the AP-Net type 1 in which as many as 8 nodes can be
connected to a single unit. The other is the AP-Net type 2 in which as many as 16 nodes can be
connected to a single unit. The network topology is the two-dimensional mesh for the AP-Net type
1 and the two-dimensional torus for the APNet type 2.

Battery
Part for contingency use in case of a power failure.

Channel
The channel is hardware used for control between the CPU and I-O bus.

CUI
CUI is the abbreviation for "Character User Interface." In this manual, CUI refers to the TTY
terminal-based interface.

Device

General term for the hardware components (e.g., keyboard, display, printer, memory, disk) that
constitute a computer system.
In UNIX, devices can be accessed as special files in the "/dev" directory like other files.

Diagnostic program
Program for diagnosing hardware.
The program name is Fujitsu/PFU Validation and Test Suite (FJVTS).

Disk array device
Means a disk unit that employs RAID.

ESF
Stands for Enhanced Support Facility. Software that improves service. This software links with
the System Control Facility to provide the Solaris™ Operating Environment with value-added
functions including a utility that monitors hardware control and operational status and reduces the
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time required for failure recovery.

external power control device
The external power control device provides functions to switch the power/environment control
interface (RCI) to another power/environment control interface (e.g., power control, condition

monitoring, disaster preventing monitor control).

Fan
Part that cools internal devices such as a CPU and memory.
FST
Field support strategy solution tool. FST is used to transfer files.
FST is intended for customer engineers, not for system administrators.
GUI
GUI is the abbreviation for "Graphical User Interface." In this manual, GUI refers to the
browser-based interface.
HCP
Stands for Hardware Control Program. Program that controls the hardware components that
constitute a computer system.
Interleave

A control method in the main storage unit that improves effective speed of main storage access.
By splitting main storage into several parts (way), independent access to alternative sections is
enabled.

Intermediate swapping
To swap the hardware component to be monitored immediately because a failure has occurred in
the component.

Life monitoring
To replace the hardware component to be monitored because the end of the service life of the

component is approaching.

Lower tree level
Means a level that is lower than the current position in the hierarchical structure.

OBP/POST
OBP/POST is the abbreviation for "Open Boot PROM/Power On Self Test" and refers to the initial

hardware diagnosis function used at power-on.

Preventive swapping
To monitor the frequency and interval of error occurrence in a hardware component to be

monitored and replace the component before an error occurs.
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PRIMECLUSTER GDS

RAID

RCI

RCI address

RCI device

REMCS

REMCS Agent

SCF

Stands for PRIMECLUSTER Global Disk Services. Volume management software that mirrors
disk units in which the system and data are stored to protect customers from disk failures and
accidents. This software supports concatenation that enables creation of mass-storage volumes
and striping that distributes access load to disks.

Concatenation . Concatenates several disks to create one logical mass-storage disk.

Striping : Distributes I/O load to several disks. In striping, several disks
are handled as one logical disk.

Stands for Redundant Array of Inexpensive Disks. This storage strategy uses several disks to
achieve a high-speed, mass-storage, and highly-reliable disk. It distributes data to several drives
and reads and writes data simultaneously to achieve faster access. It can also combine various
techniques such as striping and mirroring that saves the same data to several disks for backup.

RCI is the abbreviation for "Remote Cabinet Interface" and refers to the interface for power
control and environment monitoring. RCI enables connection to each unit via a serial bus.

The RCI uses System Control Facility to monitor and control the other processors (clusters)
connected to it and peripherals such as an expansion cabinet. It can also use the XSCF function
to perform remote power on/off. Devices such as a main unit, external power control device,

disk unit, and line switching unit can be connected to the RCI.

The RCI address is used to identify a device using RCI.

RCI device, such as main equipment units, external power control units, disk devices, and line
switching units, are connected using an RCI.

Stands for REMote Customer Support system. Software that supports customer operation.

Function that monitors devices and communicates with the support center via a network to support
customer operation

Stands for System Control Facility.

SCF is used by PRIMEPOWER models other than PRIMEPOWER250 and PRIMEPOWERA450.
SCF monitors the hardware status and OS status and notifies the user of any occurring errors.
Provided that the power cable of the main unit is connected to a power supply, SCF can monitor
the main unit even at times when the power supply of the main unit is off. SCF is controlled by a
dedicated processor independent of the CPU of the main unit.

In addition, SCF provides monitoring of the hardware ambient temperature, unit temperature,
cooling fan frequency, and power supplies, event notification between main units in the cluster
system, power on/off interlock processing between a main unit and an expansion unit, and

automatic power control.
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SCS

SMC

SynfinityCluster

SynfinityDisk

Tree

UPS

Stands for System Console Software. SCS is SMC software.

This software runs on the system console and provides functions for helping the system
administrator and hardware maintenance personnel efficiently perform installation, management,
and maintenance of the main unit (GP7000F model 1000/2000,
PRIMEPOWERS800/900/1000/1500/2000/2500/HPC2500).  This product is preinstalled on the
system console.

Stands for System Management Console. SMC means the system console.

The system console is a device that monitors the main unit status, collects log data, makes a
variety of settings, and reports information to the REMCS Center. This console is connected to
the SCF on the main unit by a LAN.

Cluster system that enables the continuous operation of system and business applications.

The cluster system achieves high reliability, high availability, and scalability by connecting several
independent servers via a network and operating them like a single system. This software also
provides the failure monitoring function that forms the heart of the cluster system and the failover
function that restarts work at a high speed when a failure occurs.

Disk management software product that enables continuous operation of the disk environment.
This product improves the maintainability and availability of important data by protecting data
from failures that occur in hardware components such as IO cards, 10 cables, and disk units, and

user operation errors.

A hierarchical structure

UPS is the abbreviation for "Uninterruptible Power Supply." The UPS unit can supply continuous
power to the system even if the power supply fails under normal operating conditions.

Web-Based Admin View

WebSysAdmin

XSCF

Software that sets up the system environment and operations from an internet browser.

To display the GUI menu of Machine Administration, you must start this software in advance.

Management software for PRIMEPOWER and GP7000F for system administrators.
This product comes with main units for PRIMEPOWER and GP7000F.

An abbreviation of Extended System Control Facility. XSCF is a system monitor and control
facility. It is also referred to as the SCF.

XSCF is used only by PRIMEPOWER250 and PRIMEPOWER450 models.

XSCF monitors the hardware status and OS status and notifies the user of any occurring errors.
Provided that the power cable of the main unit is connected to a power supply, SCF can monitor
the main unit even at times when the power supply of the main unit is off. ~SCF is controlled by a

AP_D-4



Appendix D Glossary

dedicated processor independent of the CPU of the main unit.

In addition, XSCF provides monitoring of the hardware ambient temperature, unit temperature,
cooling fan frequency, and power supplies, event notification between main units in the cluster
system, power on/off interlock processing between a main unit and an expansion unit, and
automatic power control.
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